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Abstract
Cavitation erosion poses a significant challenge in high-pressure fuel injectors
and water-jet propulsion systems, affecting performance and durability. This
thesis presents a numerical investigation into cavitation erosion mechanisms
using Computational Fluid Dynamics (CFD) methodologies, incorporating
turbulence modeling, cavitation closure models, and erosion prediction tech-
niques.

For high-pressure fuel injectors, both static and dynamic lift conditions
were examined. The findings highlight that surface deviations significantly
affect vapor collapse dynamics and erosion patterns, emphasizing the impor-
tance of incorporating multi-hole simulations and real-world geometries for
accurate predictions. Additionally, the study demonstrates that transient
needle motion, specifically wobbling effects, alters cavitation-induced pres-
sure loads, influencing erosion distribution. A comparison of thermodynamic
models showed that the Perturbed-Chain Statistical Associating Fluid The-
ory with Compressible Vapor (PC-SAFT&CV) model predicts vapor collapse
and erosion localization more accurately than the Tait Equation of State with
Incompressible Vapor (Tait&IV) approach.

In water-jet propulsion systems, a RANS-based cavitation erosion assess-
ment framework was developed using the Schnerr-Sauer cavitation model.
The study reveals that operating conditions, such as inlet velocity and pres-
sure variations, significantly affect cavitation behavior and erosion risk distri-
bution. While the numerical predictions capture high-risk cavitation collapse
regions, RANS-based approaches exhibit limitations in resolving transient cav-
itation structures.

This research contributes to the development of predictive erosion assess-
ment methodologies for industrial applications. Key contributions include an
erosion risk assessment framework applicable to both fuel injectors and water-
jet propulsion systems, insights into thermodynamic effects and transient nee-
dle motion on cavitation erosion, and the implementation of computationally
efficient RANS-based assessment tools.

Keywords: Cavitation erosion, high-pressure fuel injectors, water-jet propul-
sion, CFD, LES, RANS, needle motion, surface deviations, wobbling motion,
thermodynamic effects, durability.
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CHAPTER 1

Introduction

This chapter presents an overview of the research on cavitation erosion in fluid
machinery, specifically focusing on high-pressure fuel injectors and water-jet
propulsion systems. It outlines the motivation for studying cavitation-induced
erosion, the role of numerical modeling in predicting erosion-prone areas, and
the scope of this thesis. The chapter also provides a review of relevant liter-
ature on cavitation erosion assessment and concludes with a summary of the
research objectives and thesis structure.

1.1 Motivation and background
Cavitation is a phenomenon that occurs in high-velocity liquid flows when
local pressure drops below the vapor pressure, leading to the formation of
vapor pockets. These cavities can collapse violently, generating high-pressure
shock waves and micro-jets, which may cause significant material damage [1].
This process, known as cavitation erosion, is a major concern in various fluid
machinery applications, particularly in high-pressure fuel injectors and marine
propulsion systems.

Fuel injectors operate under extreme pressure conditions to ensure precise
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Chapter 1 Introduction

fuel atomization and efficient combustion. However, rapid needle movements,
complex internal geometries, and transient flow dynamics make them highly
susceptible to cavitation. The collapse of cavitation bubbles near solid surfaces
results in localized material loss, compromising the injector’s durability and
performance.

Experimental investigations of cavitation erosion in high-pressure injectors
are challenging due to the need for specialized equipment to replicate ex-
treme pressure conditions while maintaining precise control over flow dynam-
ics. On the other hand, the ongoing technological development in computa-
tional power makes computational techniques a desirable tool in the design
phase of fuel injection systems. However, cavitation erosion assessment via
numerical approaches for industrial high-pressure fuel injectors is still chal-
lenging since it demands high-cost simulations across a wide range of time
and length scales [2]. In addition, a significant challenge lies in the lack of
universally valid cavitation models, further complicating the accurate predic-
tion of erosion.

While cavitation erosion is a critical challenge in fuel injectors, it also sig-
nificantly impacts marine propulsion systems, where high-velocity flows and
pressure variations lead to material degradation.

Water-jet propulsion systems are dominant in certain applied marine appli-
cations due to their efficiency and superior maneuverability compared to tra-
ditional propeller-based propulsion systems [3]. However, cavitation erosion
remains a critical concern, leading to material degradation, reduced perfor-
mance, and higher maintenance costs. The interaction of tip leakage vortices,
re-entrant jets, and leading-edge flow separation contributes to cavitation ero-
sion in water-jet pumps, deteriorating impeller surfaces and reducing propul-
sion efficiency, increasing maintenance costs, and inducing vibrations.

Experimental studies have been instrumental in advancing the understand-
ing of cavitation erosion, particularly in water-jet propulsion systems. High-
speed imaging techniques provide direct visualization of cavitation inception
and bubble collapses [4]. Paint erosion tests help to identify erosion-prone
areas [5], [6], while pressure fluctuation measurements offer insights into cav-
itation dynamics [7].

However, despite their contributions, experimental methods have several
limitations. Spatial resolution constraints make it difficult to directly cor-
relate observed erosion with specific flow structures. Additionally, erosion
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1.2 Numerical cavitation erosion assessment in fluid machinery

typically manifests over extended operational periods, making it challenging
to capture its full progression in controlled laboratory settings. Identifying
erosion-prone areas at later stages of the design process can lead to costly
modifications, emphasizing the need for accurate early-stage prediction meth-
ods [5]. Computational Fluid Dynamics (CFD) has become an essential tool
for overcoming these limitations by providing detailed simulations of cavita-
tion and cavitation erosion mechanisms.

To address these challenges, numerical modeling has become an essential
tool for cavitation erosion assessment in fluid machinery. Extensive research
has been conducted to develop computational approaches that enhance erosion
prediction and mitigation strategies.

1.2 Numerical cavitation erosion assessment in
fluid machinery

Numerical studies of cavitation erosion cover various applications, including
propellers, hydrofoils, and hydraulic components. These studies use high-
fidelity methods to capture key mechanisms such as vapor collapse, pressure
waves, and micro-jet formation [8], [9]. Both Large Eddy Simulation (LES)
and Reynolds-Averaged Navier-Stokes (RANS) methods have been widely ap-
plied to simulate multiphase flows and turbulence dynamics. For example,
Bensow and Bark [10] demonstrated that LES effectively captures reentrant
jets and sheet cavity dynamics in propellers, while Li et al. [11] introduced an
erosion intensity function derived from unsteady RANS simulations to assess
risks on hydrofoil surfaces.

Advanced techniques have further enhanced erosion prediction. These in-
clude density-based methods that focus on compressibility effects [12] and
micro-jet-based erosion models [13], [14], validated through experimental data.
Additionally, methods addressing energy cascading and cavitation intensity, as
proposed by Schenke [15] and Arabnejad et al. [16], have improved the under-
standing of micro-jets and shock waves. These studies collectively demonstrate
the potential of numerical models for predicting and mitigating cavitation ero-
sion.

The following sections provide an overview of numerical approaches used
in cavitation erosion assessment, focusing on high-pressure fuel injectors and
water-jet pumps.

5



Chapter 1 Introduction

1.2.1 High-pressure fuel injector studies

Numerical assessment of cavitation-induced erosion in fuel injectors can be
grouped into the following categories: modeling with density-based and pressure-
based solvers, taking into account different turbulence and cavitation closures,
and assessment of cavitation-induced erosion with different erosion indicator
metrics.

Örley et al. [17] performed LES methodology inside a nine-hole common
rail diesel injector during a full injection cycle using a fully compressible flow
solver. They also conducted simulations under steady needle lift conditions.
Their conclusion is that consideration of the unsteady needle motion is nec-
essary for accurate prediction of erosion sensitive areas.

An explicit density-based approach is applied with real-fluid thermody-
namic closure by Kolovos et al. [18]. They used different types of thermody-
namic closures with the WALE–LES model and investigated the fuel heating
and cavitation erosion location relationship during the needle movement for
the five-hole injector. Their simulation results showed good agreement with
X-ray-derived surface erosion images. Another compressible simulation was
done by Falsafi et al. [19]. They used real geometries and considered the
entire injection cycle with time-dependent rail pressure and transient needle
movement.

Santos et al. [20] applied LES methodology with the moving mesh technique
using ANSYS to investigate cavitation erosion of a gasoline direct injection
(GDi) type injector. Having erosion damage images from the injector dura-
bility test, they investigated various erosion indicators and concluded that
the accumulated erosive power is the most promising indicator for predicting
cavitation erosion. Another LES simulation of a diesel injector is presented
in Koukouvinis et al. [21]. They simulated two similar injector designs and
compared with X-ray CT scans. The pressure peak resulting from vapor col-
lapse was identified as a key indicator for cavitation erosion. The predicted
pressure peaks showed good agreement with the observed erosion patterns.

Koukouvinis et al. [22] numerically investigated the high-pressure fuel pump
as well. Here, they used a barotropic equation of state with a homogeneous
equilibrium model. The locations susceptible to cavitation-induced erosion
are identified based on the concept of an adverse pressure gradient, which
serves as the necessary cause for the collapse of cavitation structures.

Brunhart [23] studied the predictive capability of different erosion indi-
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1.2 Numerical cavitation erosion assessment in fluid machinery

cators for two fuel injection systems. His motivation was to compare the
original eroding design with a modified non-eroding design together with the
experimental erosion images. In this benchmark study, DES and RANS tur-
bulence modeling approaches are investigated. Squared material derivative,
(DP/Dt)2, and second derivative of potential power density, PPD2 [24], were
the most promising erosion indicators among the ones investigated.

Cristofaro et al. [25] simulated the generic Spray A case from the Engine
Combustion Network (ECN) with the implicit compressible pressure-based
and three-phase algorithm. They used the Coherent Structure Model as an
LES model for subgrid turbulence. Cavitation erosion prone locations are
evaluated by recording the maximum intensity of pressure on the surface.
Later, they applied the same algorithm to simulate cavitation in a diesel in-
jector [26]. Here, they particularly investigated the effect of the geometry
alterations caused by cavitation erosion by analyzing the nominal design ge-
ometry and the eroded one. One of the purposes of their study was to assess
cavitation erosion. They concluded that pressure peaks recorded on the nomi-
nal geometry correlated well with the experimentally observed erosion regions.
Moreover, they applied the same cavitation erosion assessment strategy [27]
to the well-reported micro throttle [28].

Zang et al. [29] conducted simulations to investigate the effects of nozzle K-
factor, defined as the ratio of the inlet-outlet diameter difference to the nozzle
length, and needle lifts on the cavitating flow field and erosion risk within a
diesel nozzle featuring a double array of holes. The relative risk of surface
erosion served as an index for evaluating cavitation erosion risk on nozzle hole
surfaces. The results showed that increasing the K-factor significantly reduced
cavitation intensity on hole surfaces, causing cavitation to retract towards the
orifice entrance.

Kumar’s study [30] evaluates the Zwart-Gerber-Belamri (ZGB) cavitation
model coupled with the RANS turbulence model and taking into account
the compressibility of both gas and liquid phases. Here, a quantitative and
qualitative comparison was conducted against experimental data. Flow field
analysis revealed the formation of vortices in the injector sac volume, including
hole-to-hole connecting vortices and double counter-rotating vortices from the
needle wall.

Wang et al. [31] investigated the internal flow characteristics and spray
patterns of double-layer multi-hole diesel engine injector nozzles. Both exper-
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Chapter 1 Introduction

imental and computational approaches were employed to analyze variations
between upper and lower layer nozzle holes. Actual geometry derived from
X-ray scans facilitated accurate characterization of individual injection holes.
Results indicated more intense cavitation development in upper layer holes,
leading to higher injection rates and less cycle-to-cycle variations in spray
patterns from lower layer holes.

Magnotti’s work [32] introduced the Cavitation-Induced Erosion Risk As-
sessment (CIERA) tool, which connects multiphase flow simulation predic-
tions with material erosion progression. The tool’s development involved vali-
dating cavitation and erosion predictions for pressurized diesel fuel flow within
channel geometries, including variations in Reynolds and cavitation numbers
and different inlet corner geometries. The multiphase flow within the channel
was modeled using a compressible mixture model with a homogeneous relax-
ation model for phase change and a dynamic structure approach with LES
for turbulent flow. CIERA predictions demonstrated accurate qualitative and
quantitative assessment performances when the results are compared with the
experiments.

Mariasiu et al. [33] analyzed the impact of different biofuels on erosion
during the injection process. They observed varying erosion intensities when
using diesel, biodiesel, and vegetable oils. Their findings emphasized the im-
portance of enhancing injection system design and maintenance practices for
compression ignition engines fueled with biodiesel.

Mouvanal et al. [34] followed a numerical procedure and aimed at predict-
ing potential erosion caused by cavitation in flow devices such as throttles
and nozzles. The proposed technique efficiently captures periodic vapor cloud
shedding and collapse, allowing for the prediction of cavitation erosion zones.
An algorithm detects collapse pressures indicative of material erosion due to
cavitation. Numerical predictions were validated against experimental data,
suggesting potential application in reducing the design cycle time of fuel in-
jectors.

Previous studies have explored a variety of erosion metrics, turbulence mod-
els, multiphase models, and flow conditions, highlighting the key physical
mechanisms such as cavitation cloud implosions and the generation of high-
pressure micro-jets. These efforts have provided valuable insights into the
detection of erosion-sensitive areas in high-pressure fuel injectors. However,
a major limitation of many studies lies in the use of idealized geometries,

8



1.2 Numerical cavitation erosion assessment in fluid machinery

which fail to capture the manufacturing deviations present in real-world ap-
plications. Realistic geometry modeling plays a pivotal role in accurately sim-
ulating cavitation dynamics and erosion patterns. Manufacturing deviations,
often overlooked in Computer-Aided Design (CAD) models, can significantly
influence cavitation behavior, especially in a high-pressure environment.

To the best of the author’s knowledge, no prior studies have directly investi-
gated the specific effects of surface or manufacturing deviations on cavitation
and cavitation erosion. This gap is critical because such deviations introduce
complex flow interactions that may significantly alter erosion predictions, par-
ticularly in high-pressure fuel injector systems. Addressing this gap is essential
for advancing cavitation modeling and improving the predictive accuracy of
erosion assessments in real-world applications.

In addition to geometry considerations, the choice of numerical method-
ology significantly impacts the predictive accuracy of cavitation modeling.
Reynolds-Averaged Navier-Stokes (RANS) and Large Eddy Simulation (LES)
are widely used approaches, each offering distinct advantages. LES captures
detailed turbulence structures and provides insights into complex flow phe-
nomena, but its high computational cost often limits its use in industrial
applications. RANS, on the other hand, offers a more computationally effi-
cient alternative, though it may lack the fidelity needed to resolve intricate
cavitation dynamics.

Lastly, existing transient needle simulations predominantly rely on Large
Eddy Simulation (LES) due to its ability to resolve detailed flow structures
and cavitation dynamics [17], [18], [21]. However, the high computational
cost and time requirements associated with LES limit its applicability in in-
dustrial scenarios. Additionally, studies have largely focused on vertical nee-
dle lift [19]–[21], [35], neglecting the potential influence of off-axis motion on
cavitation erosion. It’s important to note that some studies [36]–[42] have ex-
plored how three-dimensional (vertical and off-axis) needle movement affects
cavitation and spray dynamics. While most of these studies did not explic-
itly evaluate its impact on cavitation erosion, Devassy et al. [37] conducted
such an analysis but using a simplified model. Finally, while advanced tech-
niques such as overset meshing offer the potential to overcome limitations of
traditional moving mesh approaches [18], [26], they remain under-explored in
the context of transient needle dynamics. These gaps underscore the need
for a comprehensive numerical framework that addresses both computational
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Chapter 1 Introduction

efficiency and realistic needle motions.

1.2.2 Water-jet pumps studies
For marine propulsors and hydrofoils, various turbulence models have been
used for cavitation and cavitation erosion simulations, including Reynolds-
Averaged Navier-Stokes (RANS), Detached Eddy Simulation (DES), and Large
Eddy Simulation (LES). RANS-based models are commonly used in indus-
trial applications due to their computational efficiency [11], [43]–[46]. How-
ever, they often struggle to resolve transient cavitation structures and high-
frequency pressure fluctuations, both of which are essential for accurate ero-
sion prediction [47]. DES methods combine RANS modeling near walls with
LES in separated flow regions, improving accuracy in complex cavitating flows
[48]–[51]. LES models further enhance resolution but require substantial cost,
limiting their industrial feasibility [52]. Alternatively, Xu et al. [53] applied
wall-modeled LES (WMLES) to study unsteady flow in water-jet pumps.
Their study demonstrated the predictive capability of WMLES while also
highlighting its significant computational demands.

In addition to turbulence modeling, multiphase cavitation modeling de-
fines how vapor cavities interact with the surrounding liquid phase. Eule-
rian models approximate cavitation as a homogeneous mixture, where vapor
and liquid phases are assumed to move at the same velocity. These mod-
els are computationally efficient but often fail to resolve individual bubble
collapse behavior, which is critical for erosion prediction [54], [55]. In con-
trast, Eulerian-Lagrangian models explicitly track individual vapor bubbles,
improving predictions of localized collapse pressures, micro-jets, and shock
waves [56]–[58].

Most numerical cavitation erosion studies focus on marine propellers and
hydrofoils, where erosion is primarily caused by tip vortex cavitation, cloud
cavitation, and re-entrant jets. Numerical studies have successfully applied
density-based compressible models to resolve collapse-induced impact pres-
sures [59]. Other approaches have introduced micro-jet impact and energy-
based models, validated through soft paint erosion tests and ductile mate-
rial erosion simulations [15], [51], [60], [61]. While these models have signifi-
cantly improved erosion prediction for propellers, their application to water-
jet propulsion systems remains under-explored. However, even with advances
in cavitation erosion modeling, existing erosion prediction tools lack the ro-
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1.2 Numerical cavitation erosion assessment in fluid machinery

bustness and efficiency needed for routine industrial use [52]. Most previous
studies have focused on a single operating condition, limiting their ability to
assess cavitation erosion risk comprehensively.

Unlike marine propellers, most studies on cavitation in water-jet pumps
have focused on performance degradation and flow instabilities rather than
erosion risk [46], [54], [55], [62]. Previous investigations have examined the
effects of non-uniform suction flow and swirl distortion on cavitation incep-
tion, showing how secondary flow structures influence cavitation intensity [54].
Other studies have analyzed blade loading variations and demonstrated that
different geometries significantly alter cavitation behavior [55]. Arabnejad
et al. [63] performed LES simulations of the AxWJ-2 axial water-jet pump,
identifying tip leakage vortices as a key factor in cavitation development.
Water-jet pumps differ from open marine propellers due to their fully wall-
bounded, confined, and complex geometries. These conditions significantly
increase computational complexity for high-fidelity CFD methods such as LES
and DES, especially in near-wall regions where fine mesh resolution is required
[5], [63]. High-fidelity simulations, although accurate, are often impractical
due to their high computational demands [47]. Lower-cost alternatives, such
as RANS-based models, require further validation to be applied reliably to
cavitating flows. The confined, wall-bounded nature of water-jet propulsion
systems makes this validation even more critical [5], [52].

Studies specifically assessing cavitation erosion in water-jet pumps remain
limited. One of the few examples is Qiu et al. [64], who proposed the Erosive
Power Method (EPM), correlating erosion severity with cavitation collapse
intensity. Their approach provided a computationally efficient alternative to
high-fidelity simulations but required further validation in complex cavitat-
ing flows. Arabnejad et al. [5] later investigated erosion risks in a different
geometry, applying LES and an erosion model based on energy cascading [16].

Despite significant advancements in cavitation and erosion modeling, sev-
eral key challenges persist. The aforementioned studies have demonstrated
good agreement between numerical erosion risk predictions and experimental
observations. However, the robustness of these models across varying operat-
ing conditions remains a concern. Many high-fidelity models provide accurate
erosion predictions but are often computationally expensive and complex to
integrate into industrial design workflows. This poses a major challenge for
industrial applications, where computational efficiency is critical for practi-
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cal implementation. The trade-off between computational cost and model
accuracy continues to be a challenge, as high-fidelity methods such as LES
and Eulerian-Lagrangian approaches offer superior resolution but require ex-
tensive computational resources. For industrial frameworks, it is essential to
develop numerical models that not only provide reliable erosion predictions
but also remain computationally feasible for routine engineering design and
optimization. Additionally, while cavitation erosion in marine propellers has
been extensively studied, the water-jet pumps have received less attention in
this regard.

1.3 Objective and Scope of the Thesis
The primary objective of this thesis is to develop and apply a numerical frame-
work for cavitation erosion assessment in fluid machinery, with a focus on
high-pressure fuel injectors and water-jet propulsion systems. The research
aims to improve the predictive capabilities of cavitation erosion models while
maintaining computational efficiency, making them viable for industrial ap-
plications. The key objectives of this thesis are:

• Develop and validate a CFD-based erosion assessment methodology ap-
plicable to industrial time scales.

• Investigate the influence of modeling choices—turbulence models (RANS/LES),
thermodynamic closures, and geometric deviations—on erosion predic-
tion accuracy.

• Analyze the fundamental hydrodynamic mechanisms that contribute to
aggressive cavitation collapse.

• Evaluate the effect of system-specific operational and design parame-
ters—such as needle wobbling and geometry variations in fuel injectors,
and operating conditions in water-jet propulsion systems—on cavitation
erosion behavior.

This thesis is based on four research papers, each contributing to different
aspects of cavitation erosion modeling and assessment:

Paper 1 investigates cavitation erosion in high-pressure fuel injectors, fo-
cusing on the effect of surface deviations on cavitation behavior. The study
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utilizes LES and RANS models to analyze erosion-prone regions and evaluates
different erosion indicators to identify the most reliable metric for cavitation-
induced material damage. The best-performing erosion indicator from this
study is applied in subsequent papers.

Paper 2 extends the investigation to transient needle motion, specifically
wobbling effects, to determine how lateral off-axis displacement alters cav-
itation behavior and erosion risk in high-pressure fuel injectors. Dynamic
lift simulations with RANS are used to assess how transient needle motion
influences vapor collapse intensity and erosion formation.

Paper 3 investigates the effect of thermodynamic modeling and needle de-
sign variations on cavitation erosion prediction in high-pressure fuel injectors.
The results highlight the critical role of both thermodynamic fidelity and ge-
ometric optimization in improving prediction accuracy and guiding injector
design.

Paper 4 shifts the focus to water-jet propulsion systems, developing a com-
putationally efficient RANS-based methodology for cavitation erosion risk as-
sessment. The study evaluates the influence of operating conditions (inlet
velocity, pressure fluctuations) on cavitation dynamics and compares numeri-
cal predictions with experimental soft paint erosion tests. The findings high-
light the limitations of RANS-based modeling in capturing transient cavitation
structures while demonstrating its practical use as an early-stage erosion risk
assessment tool.

By addressing these objectives, this thesis provides a comprehensive numeri-
cal framework for cavitation erosion assessment, balancing predictive accuracy
with computational efficiency to support industrial applications.

1.4 Thesis Outline
This thesis is structured into two key parts: a comprehensive summary and a
collection of appended research papers.

Part 1: Thesis Summary
The first part of this thesis provides an overview of the research with following
chapters:

• Chapter 1: Introduction
This chapter provides an overview of the motivation behind the study,
the significance of cavitation erosion in fluid machinery, and the previous
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numerical studies. It also defines the research objectives and the scope
of the thesis.

• Chapter 2: Methodology
The methodological approach used in this thesis is outlined in this chap-
ter. It details the numerical models for cavitation, turbulence, thermo-
dynamic, and cavitation erosion assessment.

• Chapter 3: Case Studies
This chapter presents the application of numerical methods to specific
cases. It covers simulations of cavitation erosion in high-pressure fuel
injectors and water-jet propulsion systems, describing operating condi-
tions, computational domains, and experiments.

• Chapter 4: Summary of Included Papers
A summary of the key findings from the papers included in the thesis is
presented here.

• Chapter 5: Concluding Remarks and Future Work
The final chapter summarizes the main conclusions drawn from this
research and provides recommendations for future investigations in cav-
itation erosion assessment.

Part 2: Appended Papers
The second part of the thesis consists of the original research papers that
provide the foundation for this work.

The appended papers included in this thesis are:

• Paper 1 – Numerical investigation of cavitation erosion in high-pressure
fuel injectors in the presence of surface deviations.

• Paper 2 – Numerical study of cavitation erosion in high-pressure fuel
injectors: The role of wobbling motion.

• Paper 3 – Effect of thermodynamic modeling and design variations on
cavitation erosion in high-pressure fuel injectors.

• Paper 4 – Numerical prediction of cavitation erosion in a water-jet
propulsion system.
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Methodology

This chapter describes the numerical approach used to assess cavitation ero-
sion in fluid machinery. It outlines the computational framework, turbulence
modeling techniques, cavitation models, thermodynamic modeling, and ero-
sion assessment methodologies.

A summary of the geometries, turbulence models, and thermodynamic mod-
els used in the different studies is provided in Figure 2.2 at the end of this
chapter.

2.1 Numerical setup
The computational framework in this thesis is based on two commercial solvers:

• Ansys Fluent is used for high-pressure fuel injector simulations (Pa-
pers 1–3), employing a pressure-based formulation and the Mixture
model for multiphase flow modeling [65].

• Simcenter STAR-CCM+ is used for water-jet pump simulations (Pa-
per 4), utilizing an incompressible cavitating flow approach with the
Volume of Fluid (VOF) method [66].
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In Ansys Fluent, pressure-velocity coupling was handled using either the
Coupled algorithm (Papers 1–2) or the SIMPLE method (Paper 3), depending
on the simulation setup. The pressure equation was discretized using either
the Body Force Weighted scheme or the PRESTO! scheme. Second-order
upwind schemes were used for the momentum, volume fraction, density, and
turbulence transport equations to ensure numerical accuracy in regions with
steep gradients.

Time integration was performed using either first-order or second-order im-
plicit schemes. In Paper 1, second-order accuracy was used for both RANS
and LES cases. In Papers 2 and 3, a first-order scheme was applied due to
numerical instability or overset mesh limitations. Adaptive time stepping was
employed, with the time step controlled by the Courant number (e.g., CFL <
2 for RANS and < 1 for LES).

In STAR-CCM+, a segregated solver was used to solve the incompressible
RANS equations. The VOF method was applied for multiphase modeling, and
the HRIC (High-Resolution Interface Capturing) scheme was used for volume
fraction discretization. Although HRIC may introduce numerical diffusivity,
its use was deemed appropriate given the focus of the analysis.

Convergence was monitored using residual thresholds (typically 10−5 or
stricter), and physical quantities such as mass transfer rates and erosion indi-
cators were used as supplementary convergence criteria.

Since the governing equations and solver-specific implementations are ex-
tensively documented in the literature [65], [66], only the sub-models specific
to cavitation and erosion are described in detail in the following sections.

2.1.1 Turbulence modeling
Cavitation is highly sensitive to local pressure fluctuations, which are strongly
influenced by turbulence dynamics [1]. Therefore, the selection of an appropri-
ate turbulence model is crucial for accurately capturing cavitation structures
and vapor collapse phenomena [67]. In this thesis, two turbulence modeling
approaches were employed based on accuracy and computational feasibility:
the Reynolds-Averaged Navier-Stokes (RANS) k−ω SST model and the Large
Eddy Simulation (LES) WALE model.

The k −ω SST model was used in Papers 1, 2, and 4 due to its robust-
ness, computational efficiency, and reliable performance in flows with adverse
pressure gradients and near-wall regions [68]. To better capture cavitation dy-
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namics, especially in vapor-dominated regions, the model was augmented with
the viscosity correction proposed by Reboud et al. [69]. This correction limits
the eddy viscosity in regions with low density, enhancing the unsteadiness of
the solution and enabling more accurate prediction of vapor cloud dynamics.
These characteristics make the SST model particularly suitable for simulat-
ing industrial configurations such as water-jet pumps and high-pressure fuel
injectors under unsteady operating conditions.

For higher-fidelity studies requiring detailed resolution of turbulent flow
structures—particularly vapor cloud collapse and transient instabilities—LES
with the Wall-Adapting Local Eddy-viscosity (WALE) model was used in
Paper 1 for high-pressure fuel injector simulations. The WALE model has been
shown to perform well in capturing shear-layer dynamics and near-wall vortex
activity, which are critical to accurately predict cavitation-induced erosion [2],
[5], [63], [70].

The choice between these turbulence models was guided by the trade-off
between computational expense and the level of physical detail needed, as
motivated by the simulation objectives and discussed in detail in the appended
papers (Papers 1–4).

2.1.1.1 RANS k − ω SST model

The shear-stress transport k−ω turbulence model (k−ω SST) [68] is employed
within the unsteady (RANS) formulation. It effectively blends the k − ω and
k − ϵ models in the regions of near-wall and free-stream, respectively. Hence,
robustness and accuracy are provided with the help of blending functions [65].

A special treatment is applied to the turbulent viscosity, µt, which was
previously proposed by Reboud et al. [69]. It is an ad hoc method to reduce
eddy viscosity in the mixture to allow for a more dynamic flow behaviour.
The correction is expressed as

µt = ρ
′
k

ω

1
max

[
1

α∗ , S F2
a1ω

] , (2.1)

ρ
′

= ρv + (ρm − ρv)n

(ρl − ρv)n−1 , (2.2)

ρm = αρv + (1 − α)ρl. (2.3)
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Here, the proposed density function ρ
′ returns a value in the mixture, in-

cluding the corresponding phase contributions. In this way, unrealistically
high values of the turbulent viscosity are prevented and an unsteadiness of cav-
itation is achieved [71]. This correction is applied via User Defined Function
(UDF) implementation. This approach has been widely adopted in cavitation
studies to ensure physical realism of the modeled flow field in vapor-dominated
zones [69], [71].

2.1.1.2 LES WALE model

In the Wall-Adapting Local Eddy-Viscosity (WALE) model [70] the turbulent
viscosity, µt, is expressed as

µt = ρL2
s

(
Sd

ijSd
ij

)3/2(
SijSij

)5/2 +
(
Sd

ijSd
ij

)5/4 . (2.4)

Here, ρ represents the density, Ls denotes the mixing length for subgrid
scales, Sd

ij is the modified rate-of-strain tensor, Sij corresponds to the resolved
rate-of-strain tensor, and Sij is the rate-of-strain tensor for the resolved scale.
These are given by

Sd
ij = 1

2
(
g2

ij + g2
ji

)
− 1

3δijg2
kk, (2.5)

gij = ∂ui

∂xj
, (2.6)

Sij = 1
2

(
∂ui

∂xj
+ ∂uj

∂xi

)
. (2.7)

The mixing length, Ls, in the WALE model is determined using

Ls = min
(

κd, CwV 1/3
)

. (2.8)

Within this equation, κ represents the von Kármán constant, d is the distance
to the closest wall, Cw stands for the WALE constant (with a default value of
0.325), and V denotes the volume of the computational cell.
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2.1.2 Cavitation Modeling

In cavitation modeling, the multiphase flow is typically treated as a homoge-
neous mixture, assuming that the liquid and vapor phases share a common
velocity field. This assumption, known as the mixture model, simplifies the
governing equations by solving a single set of transport equations for the entire
mixture rather than separate equations for each phase.

The continuity equation for the mixture is given by:

∂

∂t
(ρm) + ∇ ·

(
ρm

−→
Vm

)
= 0, (2.9)

where ρm and −→
Vm are the density and velocity of the mixture, respectively.

The mixture properties are computed as volume-fraction-weighted averages of
the individual phase properties.

2.1.2.1 Vapor Transport Equation

To model the mass transfer between the liquid and vapor phases, the vapor
transport equation is used:

∂

∂t
(αρv) + ∇ ·

(
αρv

−→
Vv

)
= Re − Rc. (2.10)

Here, ρv is the vapor density, α is the vapor volume fraction, and −→
Vv represents

the vapor phase velocity field. Re and Rc are the mass transfer source terms,
which represent evaporation and condensation.

2.1.2.2 Zwart-Gerber-Belamri Model

The Zwart-Gerber-Belamri (ZGB) model is selected to model mass transfer.
The ZGB model uses the following rates of mass transfer, first described by
Zwart et al. [72]:

p < pv : Re = Fv
3αnuc (1 − αv) ρv

Rb

√
2
3

pv − p

ρl
, Rc = 0, (2.11)
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p ≥ pv : Rc = −Fc
3αnuc αv ρv

Rb

√
2
3

p − pv

ρl
, Re = 0. (2.12)

The mass transfer rate constants are provided in Table 2.1. To assess the in-
fluence of ZGB parameters on cavitation dynamics, a sensitivity analysis was
conducted by systematically varying the evaporation (Fv) and condensation
(Fc) coefficients. The goal of this study was to evaluate how these coefficients
influence key aspects of cavitation behavior, such as the spatial distribution
of collapse pressures and the extent of cavitation-induced erosion. Specifi-
cally, both coefficients were increased to 10 times their default values, and the
resulting impact on the phase-change dynamics was examined.

Metrics such as the maximum pressure and the minimum absolute pressure
in the flow field were used to assess the performance of these configurations.
The sensitivity analysis revealed that increasing the ZGB coefficients enhances
the mass transfer rate, aligning the model more closely with thermodynamic
equilibrium conditions. This resulted in improved correlation with experimen-
tal erosion patterns. This model has been used to model cavitation dynamics
in high-pressure fuel injector simulations.

Table 2.1: ZGB Mass transfer coefficients.
Description of the coefficient Numerical value
Rb: Bubble radius [m] 1 × 10−6

αnuc: Nucleation site volume fraction 5 × 10−4

Fv: Evaporation coefficient 500
Fc: Condensation coefficient 0.1
Pv: Vaporization pressure [Pa] 6000

2.1.2.3 Schnerr-Sauer model

The Schnerr-Sauer cavitation model describes liquid-vapor phase transitions,
modeling mass transfer by considering numerous small bubbles undergoing
pressure-dependent phase changes [73]. The mass transfer rate between the
liquid and vapor phases is defined as:
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p < pv : Re = Cvρl
3αv(1 − αv)

Rb

√
2
3

pv − p

ρl
, Rc = 0 (2.13)

p ≥ pv : Rc = −Ccρl
3αv(1 − αv)

Rb

√
2
3

p − pv

ρl
, Re = 0 (2.14)

where Re and Rc are the evaporation and condensation mass transfer rates
[kg/s], and the vaporization and condensation coefficients, Cv and Cc, are both
set to 1.0. The vapor volume fraction is represented by αv, and the bubble
radius, Rb, is assumed to be 1.0 × 10−6 m. The local pressure is denoted as p,
and the saturation pressure is set to pv = 2065 Pa. To improve stability and
computational efficiency, the model neglects surface tension and slip velocity
between the phases.

This model was utilized to model the cavitation dynamics in water-jet pump
simulations.

2.1.3 Thermodynamic modeling
This section describes the three different thermodynamic modeling approaches
used across the simulations in this thesis. Each model differs in how it treats
compressibility effects in the liquid and vapor phases. The selection of each
model was based on the target application and the desired balance between
accuracy and computational cost.

The Tait equation of state (EOS) with an incompressible vapor assumption
was applied in high-pressure fuel injector simulations for Paper 1, Paper 2,
and partially in Paper 3. To improve thermodynamic fidelity, Paper 3 also
employed the PC-SAFT EOS with a compressible vapor model, enabling a
more detailed exploration of cavitation behavior under high-pressure, real-
fluid conditions. For the simulations of the water-jet propulsion system in
Paper 4, an incompressible mixture model was used, with constant density
and viscosity properties for all phases (water, vapor, and air).

2.1.3.1 Tait EOS liquid & Incompressible vapor mixture

The first approach models diesel as a compressible liquid using the Tait EOS,
which provides a barotropic formulation to prevent nonphysical pressure spikes
at high pressures. This approach simplifies the liquid phase representation
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while ensuring numerical stability. The governing equations are given as fol-
lows [65]: (

ρ

ρ0

)n

= K

K0
, (2.15)

K = K0 + n∆p, (2.16)

∆p = p − p0. (2.17)

Relevant description of the parameters and values are given in Table 2.2.
Diesel vapor is modeled as an incompressible fluid with physical properties
given in Table 2.3 below. Although the vapor phase is incompressible, the
mixture can still be considered as compressible [74].

Table 2.2: Diesel liquid properties.
Description Value
p0 = reference pressure [Pa] 0
ρ0 = reference density [kg/m3] 771.13
K0 = reference bulk modulus [Pa] 8.179023 × 108

n = density exponent 7.15

Table 2.3: Diesel vapor properties.
Description Value
Density [kg/m3] 0.89457
Viscosity [kg/(ms)] 8 × 10−6

2.1.3.2 PC-SAFT EOS liquid & Compressible vapor mixture

The thermodynamic properties of the liquid phase were determined using the
Perturbed-Chain Statistical Associating Fluid Theory (PC-SAFT) equation
of state (EoS) [75]. This approach enables the definition of thermodynamic
properties based on the residual Helmholtz energy and its derivatives, offer-
ing an accurate representation of phase behavior. The transport properties,
such as dynamic viscosity and thermal conductivity, were estimated using the
residual entropy scaling method [76], [77].
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For the vapor phase, the thermodynamic properties were derived using the
NIST REFPROP database [78], which accounts for compressibility effects.
To enhance computational efficiency, a lookup table approach was employed,
wherein the thermodynamic and transport properties of the fuel were precom-
puted and stored prior to the CFD simulations. This decoupling of property
evaluations from the flow calculations significantly accelerated the simulation
process [79].

2.1.3.3 Incompressible mixture

All phases are treated as incompressible. The densities of liquid water (ρl),
vapor (ρv), and air (ρa) are 998.2, 0.59, and 1.18 [kg/m3], respectively. Their
dynamic viscosity values are 1.1386×10−3, 1.26×10−5, and 1.85×10−5 [Pa·s],
respectively.

2.1.4 Cavitation erosion assessment
To examine the effect of the cavitation erosion, four variables are tracked in
each time step. These variables are pressure (P ), material derivative of pres-
sure divided by cell volume (DP/Dt)/Vcell, square of material derivative of
pressure (DP/Dt)2 and second derivative of potential power density (PPD2).
For the effective analysis of these variables, a User-Defined Function (UDF)
implementing two algorithms, MAX1 and MAX2, is utilized. The MAX1 al-
gorithm focuses on identifying the maximum value of the tracked parameters,
providing a simplified yet insightful view into the peak conditions that may
lead to erosion. Conversely, the MAX2 algorithm offers a more nuanced ap-
proach, considering the prevention of the fake collapses due to the surrounding
cells and applying specific criteria to identify potential cavitation collapse cells
[34], [80]. This dual-algorithm approach enables a robust examination of cav-
itation phenomena, offering insights into both the instantaneous and evolving
conditions that contribute to erosion.

2.1.4.1 Tracked variables

The following four indicators are tracked during the simulations:

1. Pressure (scaled with Vcell/Vref ): This variable represents the pressure
within the system, scaled with the ratio of the cell volume to a refer-
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ence volume (Vref). The scaling is performed to eliminate the linear
dependency of maximum pressure on the local cell size, as suggested by
[2]. This approach ensures that the pressure values are independent of
grid resolution, enabling consistent comparisons across simulations with
varying mesh configurations.
The reference volume Vref is defined as the smallest cell volume in the
computational domain. This choice ensures a stable and consistent scal-
ing factor across the domain, particularly when refining the mesh or
performing grid sensitivity studies. While Vref is somewhat arbitrary,
it remains constant for all simulations in this study, ensuring that rel-
ative comparisons of erosion metrics are unaffected by changes in mesh
resolution. It should be noted that altering Vref would proportionally
change the scaled pressure values. Therefore, care has been taken to
keep this reference volume consistent across all design iterations and
configurations, as highlighted in [34].

2. (DP/Dt)/Vcell: This variable quantifies the material derivative of pres-
sure divided by the cell volume itself. The material derivative provides
insights into the rate of change of pressure over time, offering valuable
information about the occurrence and intensity of cavitation erosion.
The material derivative is defined as

DP

Dt
= ∂P

∂t
+ U · ∇P. (2.18)

3. (DP/Dt)2: This variable represents the square of the material derivative
of pressure, reflecting the magnitude of pressure fluctuations. Monitor-
ing the squared material derivative helps us understand the intensity
and rapid changes in pressure, which are linked to cavitation erosion.

4. PPD2: It measures the second derivative of potential power density,
indicating the rate of change of power density with respect to pressure.
This variable provides insights into the energy transfer and potential for
damage caused by cavitation erosion and is given by [24]

PPD2 = (pv − P ) ρ

ρl − ρv
∇ · U . (2.19)

It should be noted that the choice of scaling applied to each indicator varies.
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The pressure indicator is scaled with Vcell/Vref to eliminate its sensitivity to
grid resolution, following the rationale discussed by Schmidt et al. [2] and
Mouvanal et al. [34].

The remaining indicators — (DP/Dt)/Vcell, (DP/Dt)2, and PPD2 — are
adopted from the benchmarking work of Brunhart [23], who evaluated a broad
range of erosion indicators and identified these as the most promising in terms
of predictive accuracy. Among these, (DP/Dt)/Vcell was shown to bene-
fit from volume scaling and is therefore used in that form. In contrast, no
volume-based scaling was specifically investigated for (DP/Dt)2 and PPD2
in Brunhart’s study. Preliminary tests in this thesis revealed no consistent
improvements when volume scaling was applied to these indicators. As such,
they are retained in their original unscaled form.

2.1.4.2 Tracking methodologies: MAX1 and MAX2 algorithm

There are two sets of algorithms, MAX1 and MAX2, implemented. The
MAX1 algorithm is studied by previous researchers [21], [23]. For this, only
the maximum value of the tracked parameter (Table 2.4) is considered. The
MAX2 algorithm relies on a prevent mechanism of fake collapses. The idea
has been first introduced by Mihatsch et al. [80] and has been reformulated
by Mouvanal [34]. Both of the algorithms loop over all cells at the end of each
time step.

Figure 2.1: MAX1 and MAX2 algorithms.

In particular for the MAX2 algorithm, there are 3 conditions that need to
be satisfied to determine the cell as the “collapse cell”. These conditions are
shown in Figure 2.1.

The first condition is necessary to distinguish whether there are transported
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Table 2.4: Description of the variables in MAX1/MAX2 algorithm.
Description Value
Tracked parameter at current time step Ftn

Tracked parameter at previous time step Ftn−1

Volume fraction of current time step αtn−

Volume fraction of previous time step αtn−1

Volume fraction of two previous time step αtn−2

Mass transfer rate at current time step Rtn

vapor clouds from neighbouring cells or if they are generated locally. More-
over, collapse due to rebound is particularly examined with a zero vapor vol-
ume fraction . This procedure has been first used by Mihatsch et al. [80] with a
density-based solver. The second condition is checking the tracked parameter
value of the current time step with the previous time step, with the physi-
cal insight that a collapse will occur with a higher tracked parameter value.
Mouvanal [34] set this tracked parameter as pressure solely. In this study,
additional tracked parameters ((DP/Dt)/Vcell, (DP/Dt)2 and (PPD2)) are
introduced alongside with the pressure (P ). Finally, the third condition en-
sures that a condensation happened in that cell. Once these 3 conditions are
satisfied in that loop, the maximum value for the each tracked parameter is
updated within a cell loop that works at the end of each time step.
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Paper Geometry Turbulence 
model Thermodynamic model

Paper1

Static high lift / CAD Model / 1hole RANS

Tait EOS diesel liquid & 
Incompressible diesel vapor

Static high lift / CAD Model / 1hole LES

Static high lift / TS Model / 1hole RANS

Static high lift / TS Model / 1hole LES

Static high lift / TS Model / 8hole RANS

Paper2
Static low lift / TS Model / 8hole

RANS Tait EOS diesel liquid & 
Incompressible diesel vaporLift only motion / TS Model / 8hole

Wobbling motion / TS Model / 8hole

Paper3

Static low lift / CAD Model /1hole (Validation case)

RANS

Tait EOS diesel liquid & 
Incompressible diesel vapor

Static low lift / CAD Model / 1hole (Validation case) PC-SAFT EOS diesel liquid & 
Compressible diesel vaporBase design

NV-01 design
NV-02 design

Paper4
Water-jet pump / Case#1

RANS Incompressible water, vapor and airWater-jet pump / Case#2
Water-jet pump / Case#3

Figure 2.2: Summary of the geometries and models used in the papers.
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Case Studies

This chapter presents the numerical case studies conducted in this research.
Section 3.1 introduces the high-pressure fuel injector simulations. First, the
experimental setup and operating conditions are presented, followed by a de-
scription of the geometries, computational domains, and boundary conditions
used in the simulations.

Section 3.2 introduces the water-jet propulsion system simulations. Simi-
lar to the previous section, the experimental setup and operating conditions
are first described, followed by the details of the computational domain and
boundary conditions.

3.1 High-pressure fuel injector simulations

This work is described in more detail in Paper 1 and Paper 2, where the related
methodology and results are presented. Paper 3 is currently in progress and
will provide additional insights once completed.

29



Chapter 3 Case Studies

3.1.1 Operating conditions and experiment

Experiments were performed on a high-pressure injector from Woodward L’Orange,
typically used in heavy-duty and marine engines. This injector operates un-
der a pressure of 2200 bar, and features 8 holes designed for optimum fuel
delivery. The experiments, conducted at L’Orange facilities, are available for
two static lift conditions, 480 µm – high lift and 20 µm – low lift.

Figure 3.9 shows photographs taken at the end of the high lift experiment.
The geometry was filled with epoxy material to highlight the gaps caused by
erosion, making the eroded regions clearly visible. The experimental images
suggest that material removal occurs predominantly on the upper side of the
injector holes. However, it’s important to note that the bottom side of the
injector was not captured clearly in the photographs.

For the low lift experiment, the needle surface damage and sac surface
damage are both depicted in Figure 3.2, but using different methods of rep-
resentation. The needle surface damage is directly visible in the images due
to the wear, while the sac surface damage is identified using an epoxy filling
technique. Four nozzles were used for the experiment, each corresponding to
a different total test duration. The experimental duration for each test is in-
dicated in the middle of the figure, showing successive times of 2, 4.5, 16, and
40 hours from left to right. For both the needle and the sac, erosion patterns
gradually increase over time, with the damaged region expanding upstream
as erosion progresses. Among the time instants, the 2-hour interval is most
suitable for validation as it represents the incubation phase where material
removal remains minimal. However, subsequent time instants such as 4.5 and
16 hours offer valuable insights into the progression of erosion patterns for
qualitative comparisons.

Although the experiments were conducted at fixed lift positions, erosion
patterns varied between injector hole entrances and the needle surface, partic-
ularly in the high lift experiment. The needle damage was non-axisymmetric,
likely due to misalignment caused by vibrations and/or incorrect positioning.
Additionally, surface deviations were a significant factor contributing to these
differences.

In the low lift experiment, multiple nozzles were used, each corresponding to
a different experimental duration. This introduced subtle geometric variations
across the tests, further complicating direct comparisons. The evolving flow
field due to material removal also plays a critical role in erosion progression.
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Figure 3.1: Experimental images for the high lift condition (480 µm).

Figure 3.2: Experimental image for the static low lift condition (20 µm).
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Finally, while evaluating cavitation erosion experiments, it is important to
note that the initial geometry becomes invalid as material removal begins.
Therefore, it is crucial to exercise caution when comparing computational
fluid dynamics (CFD) results with experimental results, as there are no ge-
ometry changes that occur during the calculations. These factors highlight
the complexity of correlating numerical predictions with experimental obser-
vations.

3.1.2 Geometry and computational domain
3.1.2.1 Static high lift simulations

Geometry modeling is an important phase for CFD simulations. The Com-
puted Aided-Design (CAD) models offer design flexibility and simplification
but may not capture real-world physics, while the Tomography Scan (TS)
models provide a high-fidelity representation with details of the actual manu-
factured geometry. Both the CAD and TS models are provided by Woodward
L’Orange. The models are represented in Figure 3.3, and include 8 holes as
the default configuration. It is clear from the provided figure that the sur-
face deviations are especially noticeable in the injector orifice holes, which are
prone to cavitation erosion in the high lift condition.

Figure 3.3: CAD model (left) and TS model (right) comparison.

The numerical simulations are first divided into two main categories: CAD
model and TS model. These simulations aim to provide a comprehensive
understanding of the differences in cavitation erosion behavior in the presence
of surface deviations. Computational domains are generated as 1-hole for the
CAD model (Figure 3.4c), while for the TS model both 8-hole (Figure 3.4a)
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3.1 High-pressure fuel injector simulations

and 1-hole (Figure 3.4b) domains are generated. The purpose of the 8-hole
simulations of the TS model is to examine the cavitation erosion performance
of each orifice individually, investigate differences between the orifices, and
check for interactions between holes.

Considering the cost and time requirements, LES has been employed only
for 1-hole computational domains. To provide a consistent comparison with
LES simulations, the same computational domains are also analyzed with the
RANS approach.

(a) TS model 8-hole , ∼11 million cells.

(b) TS model 1-hole , ∼9 million
cells.

(c) CAD model 1-hole , ∼5 million
cells.

Figure 3.4: Computational domains with their cell count.

Figure 3.5 presents the surface deviation of the TS model compared to the
CAD model when both models in Figure 3.3 are overlapped and aligned in
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the center. These contour plots are generated with the GOM Inspect 2022
software [81]. The focus was on analyzing surface deviations, particularly in
relation to the orifices’ entry dimensions and top/bottom downstream sections.

In general, the top side of the orifices exhibited a positive deviation, while
the bottom side showed a negative deviation. These dimensional properties
play a crucial role in the generation of cavitation, making this observation
particularly significant. The examination further indicated that the entrance
diameters of the orifices deviated up to 0.02 mm, positively on the top side
and negatively on the bottom side. It is also clear to see that each orifice
has different surface deviations and orifice entrance dimensions when they are
compared with each other. This is another motivation to analyze TS model
with 8-hole configuration using the RANS approach.

Figure 3.5: Surface deviations between TS and CAD model injector holes. Top
view (left), Bottom view (right).

Figure 3.6 illustrates the selected 1-hole, providing a top view of the TS
model 8-hole geometry with hole numbering, and a bottom view from the
geometry modeler. The upstream seating surfaces exhibit surface deviations,
making it more challenging to maintain consistent topology and mesh peri-
odicity. Therefore, ’hole7’ was chosen as it presents fewer issues compared to
the other holes.

The computational grid should have sufficient quality due to the spatial res-
olution requirement of LES. While several methods exist to assess grid quality
for LES [82], [83], these are typically used for non-cavitating flows. Celik’s
Index Quality [84] provides a more suitable measure for cavitating LES simu-
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3.1 High-pressure fuel injector simulations

Figure 3.6: Selected hole representation with top and bottom view to the TS model
8-hole geometry.

lations because it accounts for multi-phase effects by having the information
of the laminar mixture viscosity (µ) and turbulent mixture viscosity (µt). In
this study, both Celik’s Index Quality and Taylor length scale calculation are
both used for the assessment of grid. It is suggested that by Celik et al. [84]
that LESIQv of 75% to 85% can be considered adequate for most engineering
applications, where

LESIQv = 1

1 + 0.05
(

µ+µt

µ

)0.053 . (3.1)

The above equation is used as a post processing parameter to asses the
quality of the grid. So, the computational grid has been analysed (Figure 3.7)
both globally and locally with several cut planes via the LESIQv parameter.
It can be seen from the Figure 3.7 that the global minimum LESIQv value
is ∼0.81, which lies within the acceptable range (75% to 85%) for LES as
suggested by Celik et al [84]. This indicates that the grid quality is sufficient
for LES simulations.

The Taylor length scale, calculated using the equation λg =
√

10Re−0.5L,
was taken into account for mesh refinement in different regions of the injector.
The characteristic length, L, represents the relevant physical dimension of each
region, such as the orifice diameter, needle seat distance, and average length
of the sac volume, which are critical for scaling flow properties. The velocities
listed in Table 3.1 are the time-averaged velocities within each specific region.
These mean velocities are used to calculate Reynolds numbers and Taylor
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Figure 3.7: Assessment of the grid (TS model 1-hole) with LESIQv in various cut
planes.

length scale across different injector zones. The values, as shown in Table 3.1,
indicate the extent of refinement needed to capture the essential flow dynamics
within each region, namely the needle seat, sac volume, and orifice.

Table 3.1: High lift condition.
Characteristic
Length (m)

Velocity
(m/s)

Reynolds
Number

Taylor
Length
Scale (m)

Needle Seat 4.8 × 10−6 200 35000 5 × 10−6

Sac Volume ∼ 0.0008 200 55000 4 × 10−6

Orifice 0.0003 700 70000 3 × 10−6

Flow through the geometry is driven via pressure boundary conditions with
a purpose of matching experimental conditions. 2200 bar total pressure is
set at the inlet, which behaves like a subsonic reservoir boundary condition.
Fluctuating velocity at the inlet is not considered, since it does not have any
effect on the overall flow field [85]. 10 bar static pressure is given at the
outlet surface. It should be noted that the computational domain is extended
from the orifice exit to a slightly more downstream position, and outlet ports
located at the end of this extension. This extension aims to mitigate the
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3.1 High-pressure fuel injector simulations

impact of outlet pressure on the upstream flow field. Additionally, during
the simulations, cavitation formations have been observed reaching up to the
orifice exit.

To reduce the computational cost, the 1/8 portion of the entire injection
system is modeled for 1-hole only simulations. Periodicity is provided with
periodic boundary conditions that are applied on the side surfaces. Boundary
conditions are also represented with different colours in Figure 3.4.

3.1.2.2 Static low lift simulations

The static low lift simulations were performed to investigate cavitation behav-
ior under low needle lift conditions. Four different injector geometries were
considered in this study: the validation case, base design, NV-01 design, and
NV-02 design. These geometries, along with their computational domains,
are illustrated in Figure 3.8. The validation case consists of approximately
6.5 million computational cells, whereas the base, NV-01, and NV-02 designs
have around 3.8 million cells each. The fully hexahedral meshing strategy
ensured that regions prone to cavitation were well resolved while maintaining
computational efficiency.

The primary objective of the validation case was to assess the performance
of different thermodynamic models in predicting cavitation behavior. Two
distinct thermodynamic approaches were tested: the Tait EOS diesel liquid
& Incompressible diesel vapor and the PC-SAFT EOS diesel liquid & Com-
pressible diesel vapor. These numerical predictions were compared against low
lift experimental data from Section 3.1.1 to evaluate their numerical erosion
assessment accuracy.

Following the validation study, the cavitation erosion assessment was con-
ducted for the alternative needle designs, including the base, NV-01, and
NV-02 configurations. These simulations were performed using the PC-SAFT
EOS diesel liquid & Compressible diesel vapor mixture. The erosion-prone
regions and cavitation structures were analyzed to understand the impact of
the needle design modifications on cavitation intensity and potential material
damage.

The validation case was simulated with an inlet pressure of 2200 bar and
an outlet pressure of 20 bar. Although the experimental conditions in Sec-
tion 3.1.1 specify an outlet pressure of 10 bar, this setting led to numerical
instabilities in the simulations. To ensure computational stability while main-
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taining physically meaningful results, the outlet pressure was increased to 20
bar.

The base, NV-01, and NV-02 designs were tested under different thermody-
namic conditions to simulate realistic injection scenarios. In these cases, the
inlet pressure was set to 1600 bar with a temperature of 90 K, while the outlet
conditions were maintained at 50 bar and 780 K. Since the NV-01 and NV-02
geometries are modified versions of the base design, they were simulated under
the same operating conditions to isolate the effects of geometric modifications
on cavitation behavior.

Figure 3.8: Geometries and computational domain.
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3.1.2.3 Dynamic needle simulations

The computational domain used in this study consists of two distinct cell
zones: the sac region and the needle region, as shown on the left side of
Figure 3.9. The sac region remains stationary, while the needle region can
either be fixed or move dynamically, depending on the simulation scenario.
Two simulation cases are investigated in dynamic needle conditions:

• Lift only motion simulation: The needle follows a vertical lift profile
(Figure 3.11).

• Wobbling motion simulation: The needle combines vertical lift with an
off-axis displacement profile (Figure 3.11).

The computational grid, shown on the right side of Figure 3.9, includes 3.6
million cells in the sac region and 0.6 million cells in the needle region, resulting
in a total of 4.2 million cells. The maximum y+ value of 2 is localized near the
needle seat entrance, while the typical y+ value across the wall regions of the
computational domain is lower, averaging around 1. This ensures sufficient
wall resolution for the RANS k − ω SST turbulence model and aligns with
best practices for this type of industrial simulation [68].

The inlet section of the sac is completely closed from the upstream posi-
tion, which is a requirement for the overset methodology. The needle (red
surface), as the moving component, is housed inside the stationary sac (dark
grey surface), as shown on the left side of Figure 3.9. A total pressure of 2200
bar is applied at the inlet (green surface), representing a subsonic reservoir
boundary condition. At the orifice outlet (blue surfaces), a static pressure
of 10 bar is imposed. To reduce computational cost, additional downstream
volumes beyond the orifice exit are not considered.

In the low lift position, the main focus is on the needle seat region, which
refers to the area where the needle seals against the injector body to regulate
the flow into the sac region, as shown in Figure 3.9. This region experiences
the highest pressure drops and flow velocities, which promote cavitation and
erosion. However, in (static) high lift cases, imposing boundaries directly at
the orifice exit would significantly influence cavitation and erosion behaviors,
as these phenomena occur entirely within the injector.

In the dynamic lift simulations, the overset mesh methodology is employed
to manage the needle’s motion. This approach uses an overset boundary,
represented by the pink surface in the right side of the Figure 3.9, to facilitate
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Figure 3.9: Model representation (left) and computational domain with the overset
boundary (right).

seamless information exchange between the sac and needle regions. While
this technique involves a comparatively high time cost for mesh and topology
construction, it ensures superior grid quality for low needle positions and
complex motions, such as wobbling motion. Unlike methods such as Cartesian
cut-cell [36], node interpolation [20], or Arbitrary Lagrangian-Eulerian (ALE)
methods [18], the overset approach avoids grid distortion, thereby improving
overall accuracy.

The overset mesh methodology employs a dynamic “cutting and blanking”
process that updates the overlapping grids in real time. This ensures ac-
curate representation of the needle’s motion while maintaining grid quality.
Cut-plane representations of the overset grid at the lowest and highest lift
positions are shown in Figure 3.10, demonstrating the capability of the mesh
to accommodate complex needle dynamics. For static low lift simulation, the
grid remains stationary, fixed at the 20 µm lift position.

The needle motion profiles (Figure 3.11) for the dynamic simulations are
adapted from ECN Spray-A studies [36], with minor modifications to the off-
axis profile to set the needle to its initial position. During the off-axis motion,
the needle moves in both the negative y and x directions. This is visualized
in Figure 3.12, with a red arrow showing the direction of the off-axis motion
and the corresponding hole numbers. The needle ultimately moves towards
the area between hole 2 and hole 3.

For all simulations, the computational grid is initialized with the needle
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3.1 High-pressure fuel injector simulations

Figure 3.10: Cut-plane mesh representation of the overset mesh for the lowest (left)
and highest (right) lift positions.
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Figure 3.11: Lift (top) and off-axis (bottom) profiles with selected time instants
(dashed lines) for erosion assessment.
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Figure 3.12: Direction of the off-axis motion.

fixed at a 20 µm lift position. This setup allows sufficient time for initial
washout and transient flow effects to subside before collecting flow statistics
and conducting erosion assessments.

3.2 Water-jet pump simulations
This work is described in more detail in Paper 4, where the related method-
ology and results are presented.

3.2.1 Operating conditions and experiment
The experiments were conducted in 2010 at the Kongsberg Hydrodynamic
Research Centre (KHRC) in Kristinehamn, Sweden, using their free-surface
cavitation tunnel. A soft paint erosion test was used to assess cavitation-
induced damage on a mixed-flow pump. The tested impeller was a scaled-down
prototype of a commercial water-jet pump, with a model inlet diameter of 200
mm. The impeller was coated with black stencil ink and thinner. Each test
lasted one hour under controlled conditions. The removal of paint served as a
qualitative indicator of cavitation erosion, identifying regions where cavitation
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collapse was most aggressive [7].
Table 3.2 provides an overview of the operating conditions for each case.

The tunnel water velocity (vt) was recorded at a standard position 1400 mm
upstream of the inlet lip using tunnel stationary equipment. The tunnel pres-
sure (vt) was measured in the air volume. The rotation rate was 20 rps for all
cases.

The cavitation number (σ) is calculated using the tunnel pressure and tun-
nel water velocity, as expressed by the following equation:

σ = pt − pv
1
2 ρv2

t

(3.2)

where, pv is the vapor pressure of water (2065 [Pa]), and ρ is the water density
(988.2 [kg/m3]).

Studied
case

Tunnel
velocity vt

[m/s]

Tunnel
pressure pt

[Pa]

Flow rate
Qe [m3/s]

Cavitation
number, σ

Case#1 4.85 18600 0.14400 1.410
Case#2 7.2 11800 0.15168 0.376
Case#3 8.7 17000 0.15648 0.395

Table 3.2: Summary of the operating conditions.

The cases were selected to investigate the distinct erosion patterns unique to
each operating condition. This selection provides a robust way to evaluate the
predictive capability of the numerical methodology by ensuring direct com-
parability between numerical predictions and experimentally observed erosion
patterns. Figure 3.13 presents the erosion patterns observed at the end of the
experiment for the selected cases. The top row displays the entire impeller,
while the bottom row focuses on a single blade, highlighting the extent and
distribution of cavitation-induced erosion.

The observations about experiments are summarized as follows:

• In Case#1, erosion was minimal, with only slight paint removal in the
marked region.

• In Case#2, erosion was concentrated at the blade root. Weak pitting
also developed in the mid-section of the blades.
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3.2 Water-jet pump simulations

• Case#3 had the most severe cavitation erosion. Extensive sheet erosion
caused significant paint removal in the sheet region, while root erosion
was similar to that in Case#2.

• There are signs of damage at the blade tips (marked in yellow), where
painting is challenging. Hence, it is difficult to determine whether these
marks result from cavitation erosion.

• Singular marks colored in blue are also present, which are not attributed
to cavitation erosion but rather imperfections in the test procedure.

3.2.2 Geometry and computational domain
Figure 3.14 illustrates the main topology of the computational domain. The
flow enters through a rectangular inlet channel and splits into two primary
streams. One stream flows into the rotor region through a flush-type intake
duct, while the remaining flow continues toward the tunnel outlet.

The inlet is defined as a velocity inlet, while the pump and tunnel outlets are
set as pressure outlets. To ensure consistency with the experimental setup, the
inlet velocity values in the simulations match the tunnel velocities measured
approximately 1400 mm upstream of the inlet lip. Table 3.3 presents the
velocity and pressure values used in the simulations, corresponding to the
experimental operating conditions in Table 3.2.

Despite relatively shallow depth of the tunnel outlet’s, hydrostatic effects
are incorporated by implementing a hydrostatic boundary condition at the
outlet. The reference location for hydrostatic pressure is defined at the rotor
axis. This boundary condition had a noticeable impact on the results, as using
the hydrostatic pressure profile instead of a constant tunnel pressure value led
to a decrease in total vapor volume within the rotor region.

The back pressure on the pump outlet influences the cavitation dynamics
and cavitation erosion behavior by affecting the pressure distribution and
vapor collapse characteristics. In this study, the air is included primarily
to provide realistic tunnel pressure (which was measured with air volume)
conditions in the experiment.

A no-slip boundary condition is applied to the pump casing, hub, stator,
duct, and upper tunnel walls. The tunnel’s side and bottom surfaces are set as
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Figure 3.13: Erosion patterns for the selected cases. Top row: full impeller view;
Bottom row: single blade close-up.
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Table 3.3: Boundary conditions.
Studied case Inlet Velocity (m/s) Outlet Pressure (Pa)

Case#1 3.725 18600
Case#2 5.529 11800
Case#3 6.681 17000

slip boundaries. Rotating and stationary regions interact through predefined
interfaces.

Figure 3.14: Geometry and boundary conditions.

Besides the aforementioned cavitation erosion assessment using the max-
imum (DP/Dt)2 values on the surfaces, the pitting behavior on the rotor
blades is additionally investigated. In this analysis, one blade is selected
and divided into two distinct regions: the sheet region and the root region,
as transparently illustrated in Figure 3.15. The sheet region, highlighted in
green, represents the larger portion of the blade, while the root region, shown
in red, corresponds to the section near the hub. The force acting on these
surfaces was integrated separately for each case to assess the localized effects
of flow and cavitation dynamics.

To facilitate a meaningful comparison between different regions, the total
force acting on each region was normalized by the corresponding surface area.
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Figure 3.15: Representation of the root and sheet region on selected blade.
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This normalization ensures that the force values are independent of the size of
each region, allowing for a pressure-like interpretation. The normalized force
per unit area, denoted as F̄ , is computed as:

F̄ = Fregion

Aregion
(3.3)

where Fregion represents the integrated force acting on either the sheet or root
region, and Aregion denotes the corresponding surface area.

To assess the effect of grid resolution on numerical simulations, three com-
putational grids were generated and tested with Case#3 condition. These
grids, labeled as Baseline, Coarse, and Refined, differ in spatial resolution and
total cell count. Table 3.4 summarizes the number of cells in different regions
of the computational domain.

In the coarse grid, the base size was set to 1/50 of the rotor diameter (0.27
m), resulting in 5.4 mm. The baseline grid further halved the base cell size,
achieving a 2.7 mm grid resolution. The Refined grid was obtained by further
refining only the rotating region while keeping the inlet and outlet channels
identical to the Baseline configuration.

Figure 3.16 presents the impeller surface mesh of the Baseline grid. The
inlet channel primarily utilizes hexahedral cells, generated using a trimmed
cell mesher. Meanwhile, the rotating impeller region and outlet channel are
meshed using polyhedral cells, allowing for better adaptability to complex
geometries and improved numerical stability.

Table 3.4: Number of cells for different regions of the computational domain for
different grid configurations.

Region Coarse Baseline Refined
Inlet channel 4.0 × 106 15.7 × 106 15.7 × 106

Outlet channel 1.3 × 106 4.1 × 106 4.1 × 106

Rotating region 2.7 × 106 7.0 × 106 19.4 × 106

Total Cells 8.0 × 106 26.8 × 106 39.2 × 106

Table 3.5 presents the total vapor volume and vapor flow rate for differ-
ent grid resolutions. Despite varying grid refinement levels, the total vapor
volume and volume flow rates remain nearly identical, indicating consistent
numerical predictions across different mesh configurations. The flow rate pre-
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Figure 3.16: Surface mesh representation of the impeller.

dictions obtained from the numerical simulations are also compared with the
experimental flow rate of 0.15648 m3/s. The results showed that each grid
shows around 1-2 % deviation from the experimental flow rate. Despite the
finer grid resolution, the improvement in flow rate prediction remained limited,
indicating that all grids capture the systematic flow properties with sufficient
accuracy.

To further evaluate the effect of grid resolution on cavitation erosion pre-
dictions, a comparative analysis was conducted across all grid configurations.
Figure 3.17 presents the maximum values of the (DP/Dt)2 for the coarse,
baseline, and refined grids. The refined grid captures wider erosion patterns
over the sheet region. In contrast, the coarse grid failed to capture the root
erosion observed in the experiment (see Figure 3.13, Case#3). Thus, the
refined grid aligns more closely with the experimental observations.

While further grid refinement is theoretically possible, as demonstrated in
LES studies by Arabnejad et al. [5], [63], achieving LES-level accuracy re-
quires significantly higher resolutions. These studies emphasize the need for
higher grid resolutions to resolve the turbulent structures accurately. In par-
ticular, they highlight that at least 40 cells inside the tip gap are necessary
to successfully capture the Tip Leakage Vortex (TLV) phenomena. However,
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3.2 Water-jet pump simulations

Coarse Baseline Refined

Figure 3.17: Comparison of maximum (DP/Dt)2 values for cavitation erosion pre-
diction using different grid resolutions. The experimental images are
overlaid transparently for direct visual correlation.
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this study aims to provide a reliable erosion assessment tool while ensuring
computational efficiency. The use of RANS-based modeling makes it a viable
approach for industrial applications. It is clear from the Figure 3.17 that
although the refined grid captures more detailed erosion zones, the baseline
grid provides sufficient accuracy with an acceptable resolution. Therefore,
considering the overall computational cost of all simulations, all subsequent
simulations will be conducted using the baseline grid.

Table 3.5: Comparison of total vapor volume and volume flow rate for each grid
configurations.

Grid Total vapor volume (mm3) Volume flow rate (m3/s)
Coarse 4456 0.1546
Baseline 4375 0.1547
Refined 4252 0.1545
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CHAPTER 4

Summary of the Appended Papers

This chapter presents a summary of the appended papers. Each section dis-
cusses the aim and main conclusions of the individual studies.

4.1 Paper 1

Mehmet Özgünoğlu, Gerard Mouokue, Michael Oevermann, Rickard E. Ben-
sow, Numerical investigation of cavitation erosion in high-pressure fuel injec-
tors in the presence of surface deviations, Fuel, vol. 386 (2025), pp. 134174.
doi:10.1016/j.fuel.2024.134174.

4.1.1 Contribution

The author of this thesis contributed to the planning and writing of the pa-
per, developed the numerical model for assessing cavitation erosion in high-
pressure fuel injectors, performed the simulations and post-processing of the
numerical results, and contributed to the interpretation of the findings.
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4.1.2 Aim

This study examines the impact of surface deviations on cavitation erosion
in high-pressure fuel injector under static high lift condition. The research
employs both RANS and LES simulations using CAD and TS geometries
to assess the effects of idealized versus realistic geometries. Additionally, a
comprehensive evaluation of erosion indicators is conducted to determine the
most suitable metric for predicting cavitation erosion risk. Furthermore, both
1-hole and 8-hole simulations are performed to investigate the variability of
cavitation erosion across different injector orifices.

4.1.3 Results and Conclusion

The study finds that surface deviations significantly modify cavitation erosion
patterns by reducing vapor volumes and altering collapse locations. The TS
model, which includes real-world deviations, provides better agreement with
experimental erosion data than the CAD model. Among the different erosion
indicators tested, the squared material derivative of pressure (DP/Dt)2 is
identified as the most reliable predictor of erosion-prone regions.

The 8-hole simulations reveal that each orifice exhibits distinct cavitation
and erosion behaviors, emphasizing the need for localized assessments rather
than relying on single-hole simulations alone. Differences in surface deviations
among the holes lead to variations in erosion intensity and distribution, further
validating the necessity of incorporating realistic manufacturing variations in
numerical models.

LES simulations offer greater detail in capturing cavitation structures and
turbulence interactions compared to RANS, but at a computational cost
nearly 32 times higher. Despite its lower computational expense, RANS-
based predictions still align well with experimental observations, making it a
practical choice for large-scale injector assessments.

The study concludes that incorporating realistic surface deviations and
multi-hole analyses into numerical simulations is crucial for improving ero-
sion risk assessments in fuel injection systems. These findings provide valu-
able insights for optimizing injector designs and refining predictive models for
cavitation erosion.
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4.2 Paper 2
Mehmet Özgünoğlu, Gerard Mouokue, Michael Oevermann, Rickard E. Ben-
sow, Numerical study of cavitation erosion in high-pressure fuel injectors: The
role of wobbling motion, Under review in Wear.

4.2.1 Contribution

The author of this thesis contributed to the planning and writing of the paper,
implemented the numerical framework for modeling injector needle motion
effects, conducted the cavitation erosion risk assessment and validation against
experimental observations.

4.2.2 Aim

This study explores the role of transient needle motion, particularly wobbling
motion, in influencing cavitation formation and erosion risk in high-pressure
fuel injectors. Wobbling motion refers to lateral off-axis displacement of the
needle, which occurs due to manufacturing tolerances and fluid-induced forces.
The objective is to determine how this motion affects cavitation erosion.

4.2.3 Results and Conclusion

The results demonstrate that wobbling motion redistributes pressure loads
associated with cavitation collapses, reducing localized erosion severity com-
pared to purely vertical lift motion. Static low lift simulations reveal erosion-
prone regions near the needle tip and upstream of the orifice inlet, aligning
well with experimental data.

Dynamic simulations show that wobbling motion alters the intensity and
distribution of pressure pulses on injector surfaces, leading to a more dispersed
erosion pattern. The study suggests that while wobbling motion is not inten-
tionally controlled, it has a noticeable effect on cavitation-induced erosion,
providing valuable insights for injector design. These findings highlight the
importance of incorporating transient needle dynamics into numerical erosion
assessments.
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4.3 Paper 3
Mehmet Özgünoğlu, Marilia G. J. Vaz, Michael Oevermann, Rickard E. Ben-
sow, Manolis Gavaises, Gerard Mouokue, Effect of thermodynamic modeling
and design variations on cavitation erosion in high-pressure fuel injectors,
Manuscript.

4.3.1 Contribution
The author of this thesis contributed to the planning of the study, conducted
all numerical simulations, applied cavitation erosion modeling to all cases,
and created the computational mesh for the validation case. Additionally,
the author contributed to the interpretation of results related to cavitation
erosion and its dependence on design variations.

4.3.2 Aim
This study investigates the role of thermodynamic modeling and design varia-
tions in predicting cavitation erosion in high-pressure fuel injectors. The goal
is to assess how different modeling approaches affect cavitation behavior and
erosion risk.

4.3.3 Results and conclusion
This study examined the impact of thermodynamic modeling and needle de-
sign variations on cavitation erosion in high-pressure fuel injectors. The
PC-SAFT&CV model, incorporating compressible vapor and temperature-
dependent phase transitions, provided more realistic predictions of vapor struc-
tures and erosion localization compared to the Tait&IV approach.

Cavitation erosion risk was then examined for three needle designs. The
base design generated the highest vapor content, but erosion remained rel-
atively moderate. NV-01, featuring a divergent tip, reduced vapor volume
but exhibited intensified erosion near the sac due to unstable vapor collapses.
NV-02, with an elongated needle tip, provided a more balanced erosion profile
by confining collapse activity, though some localized damage persisted.

Across all cases, cavitation erosion was assessed using the squared mate-
rial derivative of pressure, (DP/Dt)2, which was a reliable indicator of high-
intensity collapse zones. Comparison with experimental data confirmed that
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the PC-SAFT&CV model predicted sac- and needle-side erosion locations
with greater accuracy. The results highlight that design-induced changes in
collapse behavior and associated thermal gradients play a critical role in long-
term injector durability. Geometrical modifications in the needle altered cavi-
tation inception and collapse dynamics, emphasizing the importance of design
optimization in minimizing erosion and associated thermal stresses.

4.4 Paper 4
Mehmet Özgünoğlu, Martin Persson, Ammar Saber, Rickard E. Bensow, Nu-
merical prediction of cavitation erosion in a water-jet propulsion system, Un-
der review in Ocean Engineering.

4.4.1 Contribution
The author of this thesis contributed to the planning and writing of the pa-
per, developed and implemented the numerical model for water-jet pump cav-
itation, performed the simulations and analyzed cavitation-induced pressure
loads to assess erosion risk.

4.4.2 Aim
This study presents a numerical cavitation erosion assessment for a water-
jet pump using a RANS-based framework with the Schnerr-Sauer cavitation
model. The erosion risk is evaluated using the squared material derivative
of pressure (DP/Dt)2. Three different operating conditions are analyzed to
assess the impact of inlet velocity and pressure on cavitation behavior. The
numerical results are validated against experimental soft paint erosion tests
conducted at KHRC.

4.4.3 Results and Conclusion
The study shows that operating conditions significantly influence cavitation
behavior. Higher inlet velocities lead to increased asymmetry in velocity and
pressure fields, affecting cavitation structures and erosion distribution. The
erosion risk metric (DP/Dt)2 successfully identifies erosion-prone regions, par-
ticularly in the sheet and root areas of the impeller blades.
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However, the numerical model underestimates the extent of erosion, espe-
cially in Case#2 and Case#3, due to the deterministic nature of RANS simu-
lations. The inability to resolve transient cavitation structures, re-entrant jets,
and small-scale collapses limits accuracy in predicting erosion severity. The
normalized force analysis highlights strong pressure fluctuations in Case#2
and Case#3, aligning with observed erosion patterns.

Despite these limitations, the RANS-based approach provides a computa-
tionally efficient tool for early-stage cavitation erosion assessment in industrial
applications. Future improvements should focus on hybrid RANS-LES mod-
eling and enhanced erosion prediction techniques.
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CHAPTER 5

Concluding Remarks

5.1 Summary

This dissertation presents a numerical investigation of cavitation erosion phe-
nomena in high-pressure fuel injectors and water-jet propulsion systems. The
research employs Computational Fluid Dynamics (CFD) methodologies, fo-
cusing on turbulence modeling, cavitation closure models, and erosion pre-
diction techniques. The findings contribute to the development of predictive
erosion assessment frameworks applicable to industrial applications.

For high-pressure fuel injectors, the research examines both static and dy-
namic lift conditions, emphasizing the role of surface deviations and transient
needle motion. The static high lift study demonstrates that surface devi-
ations significantly influence cavitation erosion by modifying vapor collapse
locations and intensities. The 8-hole simulations reveal variations in cavitation
structures across different orifices, highlighting the importance of multi-hole
analyses for accurate erosion predictions. Additionally, a comparative study
of erosion indicators confirms that the squared material derivative of pressure,
(DP/Dt)2, provides the most reliable assessment of cavitation erosion risk.

The study of transient needle motion focuses on wobbling effects, showing
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that off-axis displacement redistributes cavitation-induced pressure loads, re-
ducing localized erosion patterns. While wobbling motion cannot be directly
controlled, its influence on erosion risk suggests potential implications for in-
jector design and operational strategies.

The final study on the fuel injectors examines the influence of thermody-
namic modeling and needle design variations on cavitation erosion prediction.
The Perturbed-Chain Statistical Associating Fluid Theory with Compress-
ible Vapor (PC-SAFT&CV) model, which accounts for vapor compressibility
and temperature-dependent thermodynamic behavior, was found to predict
vapor collapse dynamics and erosion localization more accurately than the
Tait equation of state with Incompressible Vapor (Tait&IV) model. More-
over, simulations with different needle tip geometries revealed that small de-
sign changes can significantly affect vapor distribution and collapse behavior,
thereby influencing erosion severity. These findings underscore the importance
of combining thermodynamic fidelity with targeted geometric optimization for
improved erosion prediction.

In the water-jet propulsion study, a RANS-based erosion risk assessment
framework is developed using the Schnerr-Sauer cavitation model and (DP/Dt)2.
The results demonstrate that operating conditions strongly influence cavita-
tion behavior, with variations in inlet velocity and pressure affecting the extent
and distribution of vapor collapses. While numerical predictions correctly cap-
ture high-risk cavitation collapse regions, the RANS-based approach underes-
timates erosion extent due to its limitations in resolving transient cavitation
structures. The study identifies peak force fluctuations corresponding to ma-
jor collapse events, reinforcing the correlation between cavitation dynamics
and erosion risk.

• Development and validation of a numerical cavitation erosion assessment
methodology applicable to both fuel injectors and water-jet pumps.

• Investigation of transient needle motion effects, particularly wobbling,
on cavitation erosion patterns.

• Demonstration of the significance of surface deviations in cavitation-
induced erosion, emphasizing the need for realistic geometry modeling
and multi-hole simulations.

• Evaluation of thermodynamic modeling approaches, highlighting the im-
portance of compressible, temperature-dependent vapor modeling for
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accurate erosion prediction.

• Assessment of needle design variations, showing that subtle geometric
differences significantly influence vapor collapse and erosion risk.

• Implementation of a computationally efficient RANS-based erosion risk
assessment tool for industrial applications.

• Analysis of cavitation behavior under different operating conditions in
water-jet propulsion, linking force fluctuations to erosion severity.

These contributions directly fulfill the objectives outlined in Section 1.3.
The proposed CFD erosion assessment methodology achieves the intended
balance between accuracy and computational efficiency, making it applica-
ble within industrial time frames. The investigations into turbulence and
thermodynamic modeling, surface deviations, and needle dynamics explic-
itly address the influence of modeling and design parameters on erosion pre-
diction. Additionally, the validation of erosion risk indicators—especially
(DP/Dt)2—across different configurations supports the objective of identi-
fying robust predictive metrics. By covering both fuel injector and water-jet
pump cases, the thesis ensures broad applicability of the proposed framework
across different fluid machinery types.

5.2 Future Work
While this research provides valuable insights into cavitation erosion mecha-
nisms, several areas merit further investigation and development:

1. Enhanced LES simulations for fuel injectors
Future work should apply LES to full 8-hole diesel injector configura-
tions under both high and low needle lift conditions. These simulations
can resolve asymmetric cavitation behavior and hole-to-hole interaction
effects that RANS fails to capture. LES data can also serve as a refer-
ence to calibrate simplified models for industrial use, helping to bridge
the gap between physical fidelity and computational feasibility.

2. Advanced needle dynamics modeling
The start-up and closure phases of needle motion—where rapid tran-
sients dominate—remain largely unexplored but may play a critical role
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in early-stage erosion formation. Simulations should examine the effect
of needle acceleration and deceleration on vapor collapse near the seat
and sac, particularly in off-axis scenarios.

3. Refinement of erosion risk metrics
While (DP/Dt)2 has shown strong correlation with erosion-prone zones,
future studies could explore cumulative energy-based metrics, such as
time-integrated pressure impulses or collapse impulse frequency. These
should be evaluated against long-duration experimental erosion patterns
(e.g., soft paint or epoxy tests) and tested for sensitivity across geome-
tries and operating conditions. Another promising direction is combin-
ing local stress prediction with collapse localization to estimate material
response more directly.

4. Hybrid RANS-LES modeling for water-jet propulsion
To maintain industrial time scale viability, hybrid approaches like DDES
(Delayed Detached Eddy Simulation) or WMLES (Wall-Modeled LES)
can be applied to water-jet pump cases. These methods may better
capture unsteady cavity shedding and collapse phenomena without the
prohibitive cost of full LES.

5. Exploration of cavitation mitigation strategies
Needle tip geometry modifications—such as controlled chamfering or
asymmetrical inlet rounding—could be systematically evaluated for their
ability to reduce collapse intensity. Combined with dynamic simulations,
studies could also explore partial-lift injection schedules or multi-pulse
strategies to modulate cavitation risk over the injection cycle. These in-
vestigations would inform practical design guidelines to mitigate erosion
without sacrificing performance.

6. Broadening the scope of water-jet pump applications
The current framework could be extended to analyze erosion in mixed-
flow or radial-flow pump geometries. Future work should evaluate the
impact of blade angle variation, hub-tip ratio, and casing treatments
on cavitation behavior across multiple operating regimes. Parameter
sweeps could identify design thresholds that either suppress or amplify
cavitation collapse risks.
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Addressing these areas will help advance predictive cavitation erosion mod-
eling while preserving computational feasibility. The long-term goal is to de-
liver practical tools that support robust design optimization under real-world
constraints.
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