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A dislocation-based flow stress model is proposed to describe the behavior of Alloy 718 fabricated using
laser-based and electron-beam powder bed fusion methods. This physics-based model is adaptive to micro-
structural variations including the size and volume fraction of " precipitates, crystallographic texture, grain
size and the density of immobile dislocations. Coupled with data from thermodynamic and kinetic simula-
tions, as well as insights from advanced characterization methods, this model provides a framework for
assessing machinability of additively manufactured Alloy 718. The predicted cutting forces and chip shape

parameters showed a good agreement with the corresponding measurements.
© 2025 The Author(s). Published by Elsevier Ltd on behalf of CIRP. This is an open access article under the CC

BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

Additively manufactured (AM) components exhibit a distinctive set
of microstructural characteristics that differentiate them from those
fabricated by traditional manufacturing processes like casting and form-
ing [1]. These features typically include unique distributions of grain
morphology (i.e., size and shape), pronounced crystallographic textures,
cellular structures and high dislocation densities. These microstructural
properties can evolve throughout the value-chain, influenced by adop-
tion of new AM techniques or modifications to process parameters
within a specific AM method. In addition, thermo-mechanical post-
treatments, such as aging or hot isostatic pressing (HIP), significantly
impact the microstructure of AM components. These changes directly
influence the machinability of AM materials, affecting aspects such as
tool wear during machining operations [2,3] and/or the surface integ-
rity of finished parts [4]. The intricate interplay between process,
microstructure, and properties in additive manufacturing advocates the
development of advanced microstructure-sensitive models and meth-
ods for prediction of material behavior during machining. Physics-based
flow stress models that are adaptive to microstructural variations offer
significant advantages over the commonly used phenomenological
models, such as the Johnson-Cook model and its modifications [5]. Phe-
nomenological models often require costly experimental recalibration
when the microstructural characteristics of the workpiece material
change. In contrast, physics-based models are derived from the funda-
mental understanding of dominant deformation mechanisms, allowing
them to remain adaptive to microstructural variations once calibrated.
These models have been successfully employed to predict the flow
stress properties of various materials, including carbon steels [6], tita-
nium alloys [7], and Ni-based alloys [8].
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This study aims to present a physics-based flow stress model that
is adaptive to variations in the microstructural characteristics such as
grain size, density of immobile dislocations, size and volume fraction
of strengthening precipitates and crystallographic texture. These
properties are identified either by Electron Backscatter Diffraction
(EBSD) technique or advanced kinetic simulations. The key model
parameters are initially calibrated using the data available in litera-
ture for wrought Alloy 718 [9,10]. Next, the model is extended to pre-
dict the flow stress behavior of Alloy 718 produced by two common
additive manufacturing processes: laser-based powder bed fusion
(PBF-LB) and electron-beam powder bed fusion (PBF-EB). The devel-
oped model is then employed in cutting simulations to assess its
adaptability to microstructural variations. The Integrated Computa-
tional Materials Engineering (ICME) approach presented in this
investigation provides a reliable framework for assessing the machin-
ability of additively manufactured Alloy 718.

2. Experimental procedure and microstructural analysis

Prior to machining tests, cylindrical workpieces produced using PBF-
LB and PBF-EB methods are subjected to standard AMS 5662 double-
aging treatment. The AM process parameters, sample dimensions and
the heat treatment recipe are detailed in [2]. Orthogonal cutting tests
are performed at a cutting speed of 60 m/min, feed rate of 0.1 mm/rev
and 2 mm depth of cut. Uncoated cemented carbide tools (WC-6% Co
grade) with two different rake angles of 0° and -10° and a constant clear-
ance angle of 7° are used for the machining tests. The edge radii fall
within the range of 25 + 2 pm. The cutting forces are measured by a Kis-
tler 3-axis dynamometer, and the chips are collected for further analysis.

The crystallographic texture, local grain misorientations (kernel
average misorientation — KAM), and grain size distributions are
obtained by EBSD and presented in [2]. In this study, however, a
more detailed analysis is conducted using the MATLAB-based open-
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source texture analysis toolbox — MTEX (V5.11.2) — to obtain the
density of geometrically necessary dislocations (GNDs) and Taylor
factor under plane strain condition consistent with assumptions
made in 2D Finite Element (FE) simulations.

To incorporate the impact of crystallographic texture into the flow
stress model, the Taylor factor is computed by applying the strain
tensors to EBSD maps obtained from the surface perpendicular to the
build direction. This approach is adopted because material deforma-
tion during the orthogonal cutting tests predominantly occurs on the
surface encompassing the transverse-normal (TD-ND) directions.
Fig. 1a shows the calculated average Taylor factors (M) under the
plane strain condition by imposing the tensor & = R x L x RT where
L is a 2nd rank strain tensor while R and R”are the rotation matrix
and its transpose, respectively. Similarly, the average grain size is
obtained on the surface encompassing TD-ND directions.

GNDs are stored in the strain gradient fields induced by geometri-
cal constraints of the crystal lattice and can thus be quantified by
EBSD analysis. Here, the total dislocation line energy minimization
method is used to fit the lattice curvature. Initially, the line energy of
edge and screw GNDs is determined by conducting a similar analysis
on a wrought Alloy 718 sample with a fully recrystallized microstruc-
ture, expected to comprise of a total dislocation density of about 5 x
102 m™ [11]. Figs. 1b and 1c show the distribution of GNDs in PBF-
LB and PBF-EB samples.

In this study, the total dislocation density (p) is assumed to be a
linear combination of GNDs and statistically stored dislocations. The
SSDs have a net-zero Burgers vector; therefore, they cannot be
detected by EBSD analysis [12]. However, the complementary X-Ray
Diffraction analyses suggested that the ratio between SSDs and GNDs
is 1 to 4 [12]. Through a similar approach, the average total disloca-
tion densities (o,) are determined to be 4.07 x 10'>m™ and 1.39 x
10" m for PBF-EB and PBF-LB samples, respectively.
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Fig. 1. The average Taylor factor calculated for PBF-LB/Alloy 718 and PBF-EB/Alloy 718
on TD-ND plane parallel to the machining direction (a). Density of GNDs in PBF-LB (b)
and PBF-EB (c) samples.

3. Thermodynamic and kinetic simulations

The first step for the estimation of flow stress properties of aged Alloy
718 is to determine the size and volume fraction of the ' (Nis(Al, Ti))
and y”(NisNb) strengthening precipitates, as well as the concentration of
solute atoms in the matrix (y-phase) contributing to the solid-solution
hardening. Here, it was assumed that the major precipitation hardening
stems from the coherent and semi-coherent y”, while the effect of y’
was neglected. This is because the amount of y” in peak-aged Alloy 718
is around 3—4 times larger than that of y’ phase [13] and the misfit
between the y” precipitates and the matrix is also markedly larger [9]. A
similar assumption has been made in previous investigations [8,14].

ThermoCalc® software, equipped with TCNI12 and MOBNI6 data-
bases, is used in this study to calculate the equilibrium concentrations of
the solute atoms in Alloy 718 during the solutionizing. This is to deter-
mine the concentration of Ti, Nb, and Al solute atoms that are not
trapped by a more stable §-phase (Ni3(Nb, Al, Ti)) at the solutiozing tem-
perature (here 954 °C). Given the concentration of major solute atoms in
the matrix after solutionizing, the precipitation add-on module to
ThermoCalc® software, TC-PRISMA®, is used to estimate the evolution of
size and volume fraction of precipitates during the double-aging treat-
ment. Here, the simplified model by Agren and Chen [15] is adopted to

estimate the growth and dissolution of precipitates. y” is simulated as a
plate (oblate spheroid) with the aspect ratio of 4, meaning that the ratio
between the mean radius (») and the half thickness (%) of y” precipitates
is assumed to be 4, in agreement with the experimental observations
reported in the literature [16]. Further the matrix was assumed to be iso-
tropic with a shear modulus and Poisson ratio of 57.1 GPa and 0.33,
respectively, at the aging temperature. The coherency strain of y” is
taken as ], =¢1,=6.67 x 102 and £1;=2.86 x 10~2[16].In order to deter-
mine the interfacial energy between the matrix and »”, a number of sim-
ulations are performed to match the experimentally measured mean
radii of y” precipitates reported by Han et al. [9] after aging the wrought
Alloy 718 at various temperatures and dwell times, see Fig. 2. This
benchmark resulted in an average interfacial energy of 0.025]/m?
between the matrix and y”. These parameters are used hereafter to
obtain the volume fraction and dimensions of the y” precipitates in the
PBF-LB/Alloy 718 and PBF-EB/Alloy 718 after aging treatment.
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Fig. 2. Simulated and experimentally measured [9] mean radius of y” precipitates in
wrought Alloy 718 subjected to various aging treatments.

4. Derivation of the physics-based flow stress model

The work hardening in alloys results from the continuous genera-
tion and movement of mobile dislocations on the slip plane, and it is
significantly influenced by their interactions with the obstacles such as
immobile (forest) dislocations, and the stress field imposed by solute
atoms, precipitates, and defects in the crystal lattice. Therefore, the flow
stress (o) of alloys may be predicted in an additive manner, taking into
account the contributions from the dislocation-obstacle interactions [8]:

o0=09+0s+0y-p+op+og (1)

where oy accounts for the short-range interactions of the dislocation
core structure with the obstacles of various types in the atomistic scale,
often referred to as the Peierls-Nabarro or lattice friction stress, o, is the
solid-solution strengthening effect, o;;_p is Hall-Petch stress accounting
for grain boundary strengthening effects, o5 is the stress required for the
mobile dislocations to bow/bypass or shear the strengthening precipi-
tates, and o is the athermal stress due to, for example, disturbances in
the lattice structure and by forest dislocations, i.e. the immobile disloca-
tions on the secondary slip systems obstructing the movement of mobile
dislocations on the active slip system.
The lattice friction stress in Eq. 1, g, can be estimated by [8,17]:

kT g "\
=1G[1- In[ 2 2
00 =170 ( (Afon3 n<3p>> ) (2)

where £ is the Boltzmann constant, and o, Af, p and ¢ are the model
constants, and their values are determined against the experimental
flow stress data under various temperatures and strain rates (zo=6 x
1073, Afy=0.51, p=0.85, and ¢=2.4). %, is the reference strain rate,
often taken as 1 x 10°s™! for fcc materials [17]. G is the temperature
dependent shear modulus, T is temperature in Kelvin, and 5 = 2.5 x
10~'9m is the Burgers vector in fcc crystal structure.

The solid-solution strengthening contribution (o) in Eq. 1 is esti-
mated by a Labusch-type model extended for multi-component alloy
systems with two or more solute elements [18]:

2/3
oy = <ZB,3/2)@-> . By = ZMGi? 3)
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where x; is the concentration of solute atom i (in atom fraction), Z is a cali-
bration parameter and determined against the experimental flow stress
data (z=2 x 1073), and M is the Taylor factor. ; is a parameter that
accounts for lattice and shear modulus misfits introduced by the solute
atom. /; can be estimated using the method described in [18] once the
shear modulus and atomic radii of the solvent (Ni) and solute atoms
(Fe, Cr, Mo and Nb) are known. The Hall-Petch stress (o _p) that accounts
for grain boundary strengthening effect is also included through:

G 1
L =kpgp—— 4
o = Gy Ja @

with kzp=750 MPa,/pm taken from the literature [17]. d is the grain
size and Gy is the shear modulus of Alloy 718 at 298 K. In order to
obtain op, atomic order strengthening due to antiphase boundaries
(op_0) and coherency-strain strengthening caused by the strain field
around coherent and semi-coherent precipitates (op_¢) are included
by the mean square law [13]:

op = (U/L())z + (Upfc)z (5)

The coherency-strain hardening owing to the y” precipitates hin-
dering the motion of edge dislocations on the glide plane is estimated
based on the model proposed by Oblak et al. [19]:

32 A\
op_c = PMG|e[> <h2 %) (6)

where r and # are the mean radius and half-thickness of the disc-
shape (oblate) precipitates, respectively. @ is a calibration parameter
(®=0.6), ¢ is the misfit parameter associated with the y” precipitates
(e=€1,=2.86 x 1072), and 1 is the volume fraction of y” precipitates.
Oblak et al. [19] also proposed an equation to estimate the atomic-
order strengthening, given as:

r 8T V6rh 12\ 12 i
APB )] L 4apB 7
op_o =YM % << e ) < 3 ) ) -3 (7)

In the above equation, I'ypp represents the antiphase boundary
energy, the value of which is determined by Chaturvedi and Han [13]
as 0.296 J/m? for o precipitates on the glide plane in Alloy 718, and Y
is a calibration parameter (¥Y=0.7).

Lastly, o can be described by the well-known Taylor hardening
equation:

o6 = aMGb\/p (8)

where p is the total density of immobile dislocations (here it is assumed
that p=pgyptossp ), and a=1 is a constant. The immobile dislocations are
constantly generated (stored) and annihilated/remobilized during mate-
rial deformation. The evolution rate of immobile dislocations () is influ-
enced by various hardening (+) and recovery (-) contributions:

&) 5=) 9)

The rate of dislocation storage (5*)) depends on the mean free
path (A) of mobile dislocations [8]:

p(“ _ %lg
i b A p
where z, is the plastic strain rate. A is influenced by dislocation-dislo-
cation and dislocation-obstacle interactions. Here, the mean free path
of mobile dislocations is assumed to be controlled collectively by the
dislocation-dislocation interactions in the pure substance (A, ), dis-
location-solute interactions (A,,) in the presence of solute atoms,
grain boundaries and dislocation cells, and the y” precipitates on the
glide plane. 1/ 4 in Eq. 10 can then be formulated as follows [8,20]:
%
A

p=p

(10)

1 Ca
Z*(§0+{ss+§c)\/ﬁ+g+ (11)
where ¢,, ¢, and ¢, are the constants taking the values 2.2 x 10731 x
1073 and 4 x 1074, respectively, after the model calibration. /, = r
v/27/3f is the mean distance between the precipitates on the glide

plane with » as their mean radius and f as their volume fraction,

determined by kinetic calculations. ¢, is postulated to be [20]:

_ in 7AG_\'ys
ST 12100\ RT 12

with x; the atom fraction of the major alloying elements (Fe, Cr, Nb and Mo)
in the matrix, T, R is the universal gas constant (R=8.314 ]J/molK) and AG,,
is the Gibbs energy of the system in J/mol obtained using ThermoCalc®
at a given temperature. ¢, is also presented as ¢y = (G/ Go)2 /300.

The rate of dislocation dynamic recovery (4 (-)) in Eq. 9 is assumed
to be controlled solely by the dislocation glide and formulated based
on the Orowan postulation as:

p.<7) = 'Qpép (]3)

where 2 is a temperature dependent parameter given by [17]:
1/3
D
=190+ 20 (2_> (14)
bz,

Here, 29 and £, are the calibration parameters (£20=7.8 and
£2,0=0.1), and D = Dgexp(—Q/RT) is a diffusivity coefficient with Dy=1.6
x 1074 m?/s as the lattice self-diffusion coefficient of y-phase [17] and
0=190 x 10%J/mol is a calibration parameter determined against the
experimental flow stress data at different temperature and strain rates.

Fig. 3a shows experimental flow stress data under given temperatures
and strain rates obtained by Split-Hopkinson Pressure Bar (SHPB) test for
wrought Alloy 718 — solutioned at 954 °C for one hour and aged at 760 °C
for 5 hours, cooled to 649 °C in 2 hours and then held at this temperature
for an hour before cooling to the room temperature [10]. This figure also
shows the simulated flow stresses at the corresponding temperatures and
strain rates using the physics-based model. To determine the model param-
eters, an optimization algorithm is implemented to minimize the difference
(ie, absolute error) between experimental and simulated flow stresses.
Fig. 3b shows the contribution of various deformation mechanisms on the
yield stress (o) of wrought Alloy 718 under the conditions shown in Fig. 3a.

The radial return algorithm [21] is used here to determine the effective
plastic strain increment, provided that the one-dimensional stress state
prevails in SHPB test. This algorithm requires the calculation of the yield
stress (o,) and hardening modulus (H) to be able to iteratively update the
internal state variable (effective plastic strain, z,, and total density of
immobile dislocations, p). The hardening modulus is defined as:

_doy, do,dp

T de, dpds,

(15)

An implicit approach is applied here to estimate p by solving Eq. 9
using Newton-Raphson method in a nested loop with the plastic
strain increment (A%,) and the time step (At) as inputs [17].

To correctly predict the thermal softening behavior of Alloy 718, it
is vital to estimate the amount and size of y” precipitates under the
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Fig. 3. Simulated and experimentally measured [10] flow stress of wrought Alloy 718
at various strain rates and temperatures (a), the contribution of various deformation
mechanisms on o, at corresponding conditions (b).
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conditions used for SHPB experiments. Here, the amount and size of
the precipitates are estimated using TC-PRISMA® under the pseudo-
equilibrium condition, assuming that all samples were maintained at
the aimed temperatures for approximately 50 s before compression
[10]. Fig. 4 shows the estimated size and volume fraction of y” precip-
itates at different soaking temperatures. As evident in Figs. 3b and 4,
the precipitation hardening effect is completely eliminated at tem-
peratures exceeding the solubility limit of »”, and thereafter, the dis-
solved Nb in the matrix contributes to solid-solution strengthening.
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Fig. 4. Estimated mean radius (r) and volume fraction (f) of y” precipitates.

5. Evaluation of physics-based model

Cutting simulations are performed to evaluate the performance of the
present physics-based model for the prediction of chip shape parameters
and the cutting forces when machining PBF materials using tools with
two different rake angles (0° and -10°). Here, the calibrated model pre-
sented in Section 4 is utilized to predict the flow stress properties of addi-
tively manufactured (AM) materials by providing their microstructural
attributes as input parameters. SFTC DEFORM 2D® is used for the cutting
simulations, where the flow stress data at different strain rates and tem-
peratures — generated by an in-house MATLAB-based programme — are
imported as the tabulated data. The sliding friction model (1=0.3) and a
perfect thermal condition are assumed to mimic the tribological condi-
tions at the tool-chip interface. A modified Cockcroft and Latham damage
model (with 1600 MPa for damage initiation and 65 % damage softening)
implemented using a Fortran subroutine [22] is applied to simulate serra-
tion during chip formation. The friction and damage parameters are
selected to minimize the discrepancy between experimental and simu-
lated cutting forces and chip parameters when machining PBF-LB/Alloy
718 using the tool with -10° rake angle. These parameters are then held
constant for all other conditions. The size and amount of y” precipitates -
predicted based on the exact material compositions and heat treatment
recipe - as well as the Taylor factor and the estimated total density of dis-
locations are used as input to the calibrated model presented in Section 4
for predicting the flow stress data for each AM material. Fig. 5 shows the
predicted flow stress behaviors at three different temperatures under a
given strain rate. As evident, the physics-based model estimates a slightly
higher yield stress for PBF-LB/Alloy 718 followed by a more rapid recovery
as compared to those of PBF-EB/Alloy 718. A higher yield stress is essen-
tially associated with a higher dislocation density and smaller grain size in
PBF-LB/Alloy 718, whereas a higher recovery in this material is due to its
smaller Taylor factor. No significant difference is noted between the size
and volume fraction of precipitates in these workpiece materials.
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2.5
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Fig. 5. Estimated flow stress properties for PBF-LB/Alloy 718 and PBF-EB/Alloy718. p,
is the initial density of immobile dislocations. M is averaged for shear angles within a
range between 15° and 35°

Fig. 6 shows the predicted cutting forces and chip thickness
parameters. A good agreement is seen between the predicted and
experimental chip formations; however, the simulated forces are sys-
tematically lower than the experimental values (16 % in cutting force
and up to 29 % in feed force). The simulation results would be further
improved by implementing more advanced friction and damage
models as well as a model accounting for dynamic recrystallization to
be examined in our future endeavors.
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Fig. 6. Simulated and experimental chip thickness (a) and cutting forces (b). The tem-
perature results in this figure are shown for PBF-EB/Alloy 718. Variations in experi-
mental force measurements were within +10 N/mm.

6. Summary and outlook

This study presented a physics-based approach to simulate the
flow stress behavior of additively manufactured (AM) Alloy 718. The
approach integrates advanced thermodynamic and kinetic simula-
tions, comprehensive material characterization data, and a disloca-
tion-based flow stress model that accounts for the variations in the
microstructural property driven by different manufacturing pro-
cesses. A feature of this methodology is its general applicability,
enabling the calibrated models to reliably predict the material behav-
ior in machining. The presented ICME approach can be extended for
other groups of materials, facilitating the value-chain optimization to
attain improved processes and enhanced material performance.
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