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Abstract

Acceptor doped proton- and hydride-ion conducting perovskite-type oxides are promising candi-
dates for application as electrolytes in solid oxide fuel cells at temperatures below 400 ◦C. However,
to be applied in fuel cells, these electrolytes should have ionic conductivities of at least 10−2 S/cm
which, at present, these materials do not have. Increasing the ionic conductivity relies on a deeper
understanding of their local structure and dynamics. Key challenges are related to elucidating how
the type and concentration of dopant atoms and the microstructure of these materials influence the
structure and proton- or hydride-ion dynamics. In this thesis, these challenges have been approached
using quasielastic neutron scattering and infrared spectroscopy. The studies of local structure and
dynamics have focused both on microcrystalline bulk samples and on nanocrystalline film samples.

The study of powder samples focused on BaZr1−xScxO3−x/2 with x = 0.10 and 0.50, with the
aim to unravel the effect of doping concentration on localized proton dynamics. A key result of this
study is that the localized proton dynamics are largely unaffected by the Sc dopant concentration.
Besides contributing to an increased fundamental understanding, this knowledge is of importance
for further optimization of these materials in actual applications. The study of films focused on
BaZr1−xScxO3−x/2, (x = 0.45, 0.54, and 0.65), with the aim to elucidate the influence of doping
concentration on the local structure and proton environments. The results show that the local
proton environments change as a function of increasing Sc dopant concentration, with the creation
of preferred proton environments for x > 0.50. In comparison, the results for powder samples show
a more homogeneous distribution of proton environments quite independent of x. It follows that
the local structure of these proton-conducting oxides depends on the microstructure of the samples,
which may be tuned by the fabrication method.

Additionally, the effect on the type of dopant atom on the proton dynamics was investigated for
powder samples of the brownmillerite-type proton-conducting oxides Ba2In1.85M0.15O5 with M = In,
Ga, Sc and Y. The results show that, compared to Ba2In2O5, introducing a dopant atom effectively
lowers the temperature for both localized and long-range proton dynamics, which is associated with
the presence of an additional proton site, quite independent of the type of dopant atom. This finding
suggests that doping the Ba2In2O5 structure is an effective strategy for promotion of long-range
proton diffusion.

Beyond proton-conducting oxides, the relationship between local structure, and hydride-ion
incorporation and dynamics was investigated for the perovskite-type oxyhydrides BaTiO2.88H0.12

and BaZr1−xInxO3−x/2 (x =0.10–0.59). This work did not only show that the presence of oxygen
vacancies seems critical for proton diffusion to occur, but also that the concentration of oxygen
vacancies can be tuned by the selection of precursors used in the synthesis of these novel materials.

Keywords: Perovskite, neutron scattering, quasielastic neutron scattering, proton conductors,
hydride-ion conductors, infrared spectroscopy, solid oxide fuel cells.
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CHAPTER 1 From materials to sustainable

energy solutions

I believe that water will one day be
employed as fuel,..., that will furnish an
inexhaustible source of heat and light.

Jules Verne

The climate crises and the demand for lowering gas emissions (e.g. CO2) [1], presents both a
challenge and a unique opportunity to develop technologies which can promote the green energy
transition to a more environmental and sustainable society.

Reducing the dependency of fossil fuels and transitioning to energy from renewable sources, or
"green energy", can significantly help preserve natural resources, biodiversity, and ecosystems, all of
which are endangered by the extraction and transportation of fossil fuels [1–3]. This is particularly
important as a recent report highlighted that human activities have breached six out of the nine
planetary boundaries essential for the stability and resilience of the Earth system [1, 4].

As opposed to fossil fuels which are the primary contributors to CO2 emissions which directly
contribute to climate change and global warming [1–3], "green energy" devices generate no or almost
no greenhouse gas emissions when producing electricity; examples of such devices are solar panels,
which produce electricity from sunlight with no emissions, wind turbines, which generate electricity
from wind without fossil burning, water turbines, which generate electricity from water, and fuel
cells, which produce electricity with (clean) water as side product [1, 5, 6].

The transition to green energy and the use of green energy devices are, however, subject to
several challenges. While many of these challenges are related to policy and economic factors
[2, 3, 7], a key challenge lies in the industrialization of these devices [8–11].

Fuel cells are considered a particularly promising device for electricity generation in a non-
polluting way, and there are a number of applications based on fuel cells developed so far which
directly support the United Nations Sustainable Development Goals by enabling clean, reliable, and
sustainable energy solutions (Figure 1.1) [10, 12–15].

There are different types of fuel cells (already) available, such as the molten carbonate fuel cell,
the phosphoric acid fuel cell, the proton-exchange membranes fuel cell (PEMFC) and the solid oxide
fuel cell (SOFC) [16–19]. Among these, PEMFCs and SOFCs are unique because they are entirely
solid-state devices, which eliminate issues such as electrolyte leakage and corrosion [16, 18, 19].

PEMFCs operate at relatively low temperatures, from room temperature up to about 80 ◦C.
This allows for quick startup times, making them well-suited for use as power sources in electric
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Figure 1.1: Illustration of applications of fuel cells for primary and backup power of res-
idential and industrial buildings, and power of vehicles. Contribution as per United Na-
tions Sustainable Development Goals. Designed by Freepik, slidesgo/Freepik, and macrovec-
tor/Freepik.

vehicles [16, 20, 21]. However, their low operating temperature requires the use of expensive precious
metal catalysts like platinum, which significantly increase the cost of devices. Additionally, PEMFCs
require pure hydrogen as fuel [16, 22]. In contrast, SOFCs operate at much higher temperatures
up to 1000 ◦C [16, 23, 24]. These elevated temperatures speed up the electrode reactions, allowing
SOFCs to function efficiently without the need for precious metal catalysts [16]. The high operating
temperature also grants SOFCs greater fuel flexibility; they can use not only fossil fuels, but also
renewable biomass as fuel sources [16, 24].

A typical SOFC single cell consists of three main layers arranged in a sandwich-like structure:
a porous oxide-based cathode, a dense ceramic electrolyte, and a porous ceramic-metal composite
anode, as shown in Figure 1.2 [16, 19, 24]. The electrolyte is positioned between the cathode and
anode. Unlike traditional chemical redox reactions, where oxidants and reductants come into direct
contact, in a SOFC these reactants do not touch directly [16, 19, 24]. Instead, the fuel undergoes an
electrochemical oxidation at the anode, releasing electrons that travel through an external circuit to
the cathode. At the same time, oxygen molecules are reduced at the cathode via the electrochemical
oxygen reduction reaction. The electrolyte facilitates the transfer of ions (e.g. protons) from one
side of the cell to the other (from the anode for oxygen ions or from the cathode for protons) through
its solid structure, completing the electrochemical process [16, 19, 24].

The electrolyte plays several critical roles: first, it acts as a physical barrier to prevent direct
mixing of fuel and oxidant, so it must be fully dense; second, it serves as an electronic insulator,
blocking electron flow through the solid and ensuring that electrons only move through the external
circuit to generate electricity. Finally, the electrolyte also serves as a supporting substrate for both
electrodes, which means that its mechano-thermal properties should be well matched with those
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of the electrodes [11, 16, 24]. In a SOFC, the properties of the electrolyte influence the reaction
pathways, affect overall stability, impact mechanical performance, and set the operating temperature
of the entire cell. Since the electrolyte is exposed to the atmospheres of both the anode and cathode,
it must exhibit high chemical stability across a wide range of oxygen partial pressures [6, 16].

The current SOFC technologies typically consist of an oxygen-ion conducting yttria-stabilized
zirconia electrolyte [12, 23, 25, 26]. These cells usually operate at temperatures above 800 ◦C
to achieve optimal power output [16]. However, it is now widely recognized that lowering the
operating temperature to the intermediate range of 200—400 ◦C is crucial for promoting a broader
adoption of the SOFC technology [16]. Lowering the high operating temperature range of fuel cells
to 200–400 ◦C comes with several opportunities, such as faster startup times, prolonged lifespan and
decreased mechanical stress on the components caused by thermal expansion, when compared to
traditionally used SOFCs, as well as application of a wider range (and cheaper) materials [8, 9, 16]
when compared to PEMFCs [22].

To overcome these challenges, the development of new electrolyte materials optimized for oper-
ation in the intermediate temperature range of 200–400 ◦C is necessary [16, 19, 27]. Over recent
years, significant efforts have been made to identify and improve such materials to enable efficient
and reliable SOFC performance within the intermediate temperature range. To be applied in fuel
cell, however, the materials’ proton conductivity must be rationally increased to at least 10−2 S/cm
within this temperature range [28].

Figure 1.2: Schematic drawing of a SOFC with a proton-conducting electrolyte.

Proton-conducting oxides with the ABO3 type1 perovskite structure are widely recognized as
the most promising materials for the application as electrolytes in SOFCs [10]. Currently, state-
of-the-art materials, such as BaZrO3 and BaCeO3 based compounds, exhibit proton conductivities
ranging from 10−7 S/cm to 10−2 S/cm within the temperature window of 200–400 ◦C [8, 29–32].
In the past decade, an extensive amount of research has been focused on increasing the proton
conductivity in these materials [14, 15, 29, 29, 31, 33–46]. To do that, researchers have explored a
wide range of strategies, including the development of new compositions based on the perovskite
structure and on tuning the proton conductivity [8, 9, 14, 29, 47–49]. Construction engineering ap-
proaches have been used in optimizing the microstructure and grain boundaries to facilitate proton
transport [8, 9, 50, 51]. The application of different dopant atoms, polymers, and nanostructuring,
have been also extensively studied to identify those materials with superior conductivity [52–54].

1The ABO3 type proton-conducting oxides belong to a wider class of materials with general formula
ABX3, where A and B are cations, and A is usually larger in size than B, and X is usually an oxygen.
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Research efforts have also been focused on broadening the research on materials beyond perovskite-
based proton conductors, with hopes to include a wider variety of materials that can enhance the
operational conditions of intermediate-temperature SOFCs [55–59]. Moreover, advanced computa-
tional techniques, including molecular dynamics simulations and artificial intelligence, have been
employed to predict material behavior, optimize compositions, and accelerate the discovery of high-
performance proton conductors [56, 57]. Hence it remains to be elucidated how specific compositional
and structural modifications influence the proton conduction mechanisms at the atomic level. Un-
derstanding this will open a pathway that governs proton mobility resulting in a rational design of
materials with tailored properties, ultimately leading to more efficient, durable, and cost-effective
proton-conducting materials for practical applications. Addressing this question will also enable
for a targeted engineering of materials that meet the demanding requirements of next-generation
energy devices.

With a view towards SOFC electrolytes based on materials beyond proton-conducting oxides,
there is an increasing trend of investigations on hydride-ion conducting oxides. Recently, for exam-
ple, La1−xSrxH3−x−2γOγ was shown to exhibit a high hydride-ion conductivity of 10−5– 10−4 S/cm,
depending on concentration of strontium (x) and oxygen (γ) at room temperature [60]. This demon-
strated a true milestone in the field of materials science and increased the interest in hydride-ion
conducting oxides for applications in SOFCs. Another interesting class of hydride-ion conductor
is the oxyhydride of BaTiO3, which gained significant attention due to its conductivity between
10−4 S/cm and 10−3 S/cm at room temperature [61]. Interestingly, it was also found that the pres-
ence of oxygen vacancies, or the lack thereof, has a significant influence on the hydride-ion diffusion
and its conductivity [62, 63]. Research into hydride-ion perovskite-type oxides is still emerging, but
advances in synthesis techniques that enable precise control over their structures (in terms of oxygen
vacancy and hydride-ion concentration) remains a challenge [64–69]. Synthetically, there are various
pathways to explore. A key requirement for the synthesis process, however, is the need for strong
reducing conditions [64, 65]. This creates complexities, as the reducing conditions pose a significant
risk of unwanted reduction of the cations to their metallic state; additionally, the synthesis often
requires extreme conditions such as high temperatures, high pressures, or specialized atmospheres
to stabilize the desired phases, which complicates reproducibility and scalability [65, 70–75]. An
open research question in this context is: how can synthesis methods be optimized to reliably produce
phase-pure, stable perovskite oxyhydrides with controlled compositions and vacancies? Addressing
this question involves exploring novel synthesis routes, such as low-temperature techniques, alter-
native precursor materials, or different atmospheres that facilitate the incorporation of hydride ions
without degrading the phases. Understanding the fundamental parameters that influence phase
stability, ion mobility, and defect formation during synthesis is crucial for advancing the field.

While there is an enormous progress that has led to the industrialization of some materials,
the journey of finding the ideal material which will revolutionize the field (in terms of fabrication,
stability and efficiency of devices) of fuel cells continues [9, 59, 76, 77]. Additionally, there is
a significant need in more fundamental studies because they provide the foundational knowledge
needed to tailor synthesis processes and to rationally improve material properties. Investigating
the mechanisms of hydride and proton incorporation, diffusion pathways, and the local structure
can reveal insights that can benefit the field of ion-conductors, not only by developing new classes
of materials, but also by application in innovative solutions across multiple technological fields
[64, 65]. Such studies can also elucidate the relationships between local structure, composition, and
functional properties, ultimately guiding the design of new materials with enhanced performance
for applications in energy storage, catalysis, or electronics [8, 63, 65, 78–81].
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Motivation and research questions addressed in this thesis
Motivated by the current need for developing new, better performing proton- and hydride-ion con-
ducting materials for "green energy" applications, this thesis focuses on investigations of fundamen-
tal key aspects of structure and dynamics in some archetypal proton- and hydride-ion conducting
perovskite oxides. These materials are proton-conductors of Sc-doped BaZrO3 and Ba2In1.85M0.15O5

(M = In, Ga, Sc and Y), and hydride-ion conductors based on BaTiO3 and In-doped BaZrO3. The
research has been experimental in nature and the primary tools to this end have been quasielastic
neutron scattering and infrared spectroscopy. The open research questions explored and addressed
through this thesis are as follows:

Proton-conducting oxides

• What is the relationship between the doping concentration and the dynamics of protons, its
activation energy, timescale and geometry in Sc-doped BaZrO3 powders? Does it differ? How?

• Is the local proton environment similar in Sc-doped BaZrO3 films and powders? Does it
differ? Why?

• What are the effects of different dopants on the proton environments, proton diffusion, its
timescale, and geometry of motion in Ba2In1.85M0.15O5, M= In, Ga, Y, and Sc?

Hydride-ion conducting oxides

• What synthesis parameters in ATiO3, A = Ba, Sr, Ca perovskites influence the hydride-ion
incorporation and concentration? Does it change when using different reducing agents? Does
it differ? How?

• How does the presence of oxygen vacancies influence the hydride-ion dynamics in BaTiO3

oxyhydrides? Does it differ? How?

• What is the relationship between the In doping concentration and the incorporation of
hydride-ions in In-doped BaZrO3 perovskites?

• How can we optimize the synthesis routes for design of existing and new classes of perovskite
oxyhydrides? Can we make it suitable for large-scale industrial applications having also in
mind the economic and time parameters? How?

The ultimate aim is to develop the understanding needed to rationally propose new materials with
higher proton or hydride-ion conductors based on the perovskite structure.

5





CHAPTER 2 Proton- and hydride ion conducting

oxides

All innovation begins with curiosity.

Jen Keane

2.1 Proton-conducting oxides
1 The introductory chapter of this thesis highlighted the importance of developing new proton- and
hydride-ion conducting oxides with higher conductivity for application in intermediate temperature
SOFCs. From a material point of view, research on proton conducting oxides started already in the
1960s, inspired by the proton-conducting polymer Nafion®, which was used in a polymer electrolyte
fuel cell in the Gemini and Apollo space programs as a source for onboard electric power, operating
at temperatures below 100 °C [35]. In the 1980s, Iwahara and his team published the first findings
on high-temperature proton-conducting oxides that functioned between 800 and 1000 °C, marking
significant advancement in this field [82].

Figure 2.1 shows the conductivity of the (so far) best performing proton-conducting oxides along
with some of the best materials used in low and high temperature fuel cells respectively [83–85].
Note, there is a "gap" of materials with high conductivity (here > 10−2 S/cm) in the intermediate
temperature range between 200 ◦C and 400 ◦C [28]; which is the reason as to why intermediate
temperature SOFCs have not yet been developed. The most promising materials that can potentially
fill in this gap are based on perovskite-type BaCeO3, BaZrO3, and Ba2In2O5 [77].

In more detail, BaCeO3 is known for its high proton conductivity at elevated temperatures
[8, 27, 37–40, 86]. Cation substitution with trivalent atoms on the Ce site (doping) in BaCeO3 was
found to enhance its conductivity; for example, doping 10–15% with Y was shown to give a maximal
proton conductivity in the range of 0.01 and 0.12 S/cm at temperatures between 500 and 600 ◦C
[37–40]. Co-doping strategies with different elements have also been explored to further improve
stability and proton transport [8, 54, 86]. Nonetheless, BaCeO3-based materials face limitations
due to chemical instability in the presence of CO2 and steam, leading to decomposition [8, 76, 77].
To address this, researchers started investigating alternative materials with the same structure,
but with better chemical resilience and higher proton conductivity. Materials based on BaZrO3

have been found to have exceptional chemical stability across various environments, including those

1This chapter is partially based on my Licentiate thesis [1].
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Figure 2.1: Ionic conductivity of some of the best ionic conductors together with the op-
eration ranges of low temperature proton-exchange membrane fuel cells (PEMs) and high
temperature solid oxide fuel cells (SOFCs) (green), respectively. The figure is modified as
per data from [83–85].

containing CO2 and H2S, over a wide temperature range [31, 33–36, 49]. Numerous studies showed
that partial doping on the Zr site, between 10% and 20%, with different rare earth metals such as
Sc, In, La, Y, and Fe, leads to high proton conductivities in the intermediate temperature range,
with Y being the dopant atom which corresponds to highest conductivity in the range between
10−3 and 3.3·10−2 S/cm [14, 15, 29, 41–45]. Interestingly, it was showed that doping with Ga
corresponds to lowest proton conductivity at the investigated temperature range [87–89]. Recently,
significant higher proton conductivity by two orders of magnitude up to 10−2 S/cm at 396 ◦C was
discovered in BaZrO3 when replacing 60% of Zr with Sc, as opposed to the same system with only
20% Sc doping [46]. Moreover, exceptionally good properties in terms of conductivity, and chemical
stability in water and carbon dioxide atmospheres were reported for BaZrO3 systems co-doped with
Y and Pr or Nd [14, 29]. Various doping and synthesis strategies have been adopted with the
aim to increase proton conductivity in these systems. As a notable example, compositions such as
BaCe1−x−yZrxYyO3−δ, recently gained considerable attention due to the high proton conductivity
in the range of up to 9 · 10−3 S/cm at 500 ◦C and good chemical stability [9, 90]. Furthermore, donor
doping the oxygen-deficient BaScO2.5 with Mo6+ to form BaSc0.8Mo0.2O2.8 achieved conductivities
up to 10−2 S/cm at 320 °C with enhanced stability [9, 91].

Beyond the ABO3-structured perovskite, the brownmillerite Ba2In2O5, traditionally known as
an oxide-ion conductor, gained considerable attention due to its ability to incorporate protons,
and thus become a proton-conducting oxide [13, 84, 85, 92, 93]. For instance, the brownmillerite
Ba2In2O5 exhibits a proton conductivity between 10−6 and 10−5 S/cm at temperatures between
400 ◦C and 500 ◦C [84, 94]. Doping Ba2In2O5 with 20% Yb on the In site was found to result
in an increased proton conductivity to 1.7·10−3 S/cm [95]. Recently, it was also reported that
increased proton conductivity of the Ba2Sc2O5 brownmillerite system was achieved by replacing the
traditionally used solid state synthesis route with high pressure synthesis [96]. The obtained proton
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concentration of these materials was reported to be 10 times higher than, for instance, the best
acceptor doped barium zirconates [96].

It is worth pointing out that the proton conductivities reported for these materials often vary
widely due to differences in study conditions, chemical compositions, microstructural properties, and
manufacturing processes, making it difficult to definitively identify the best performers [8]. Proton
conductivity can also depend heavily on environmental conditions; factors such as temperature and
humidity significantly influence conductivity [8, 9]. Furthermore, from a thin film point of view,
comparative data indicate that, at temperatures between 500 °C and 700 °C, 20% Y-doped BaZrO3-
based electrolytes show the lowest conductivity up to 6 · 10−3 S/cm [8], compared to the same
material in a powder form with conductivity up to 3.3·10−2 S/cm, indicating that different structural
effects affect the proton conductivity in the films. Hence, it is clear that the rational increase of the
proton conductivity in these proton-conducting perovskites relies on a deeper understanding of the
structure-conductivity relationships in the most promising materials. By gaining insights into how
structural characteristics influence proton conduction, it becomes possible to design materials with
specific structures to achieve improved proton conductivity. The research efforts within the field of
proton-conducting oxides is summarized in Figure 2.2.

ApplicationOpportunities and
challenges

Research effort

Improvements in
synthesis techniques
to facilitate large-
scale production.

*Explore more
applications
*Increase of
conductivity
*Fill Norby

gap
Other solid state
electrochemical

devices

Hydrogen
storage,
hydrogen
sensors

*Fundamental
properties
*Strategies

for
increasing
conductivity
*Advancement
in synthesis

Industrialization of
energy applications

Understanding proton
diffusion as a route

for engineering
suitable materials

Solid oxide
fuel cells

Figure 2.2: Schematic drawing and a summary of focus areas related to proton-conducting
oxides, including current and future research efforts, application and opportunities and chal-
lenges within the field. The figure is modified as per data from [9].
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2.2 Perovskite-type oxides

2.2.1 Structure and proton incorporation
Perovskite-type oxides based on BaZrO3 and BaCeO3, belong to the wider class of materials with
general formula ABX3. The Ba cations occupy body centered positions, whereas the oxygen atoms
are at the center of each plane of the cube, forming an octahedron; the Zr (or Ce) cation is placed
at the center of this octahedron [97, 98]. Protons are not part of this structure, and in order to
be incorporated, defects need to be created in the, otherwise, "perfect" cubic structure [97, 98].
Traditionally, this is achieved by cation substitution of Zr (or Ce) with lower-valent (trivalent)
dopant atoms with ionic radii that roughly match the one of the cation, and thus creating oxygen
vacancies for charge compensation.2 The newly created oxygen deficient material is then exposed
to hydration, where the water dissociates in a way that the hydroxide ion fills the oxygen vacancy
and the proton forms a covalent bond to the oxide ion. Accordingly, the concentration of protons
will be proportional to the doping concentration, for a fully hydrated system. As an example, a
schematic drawing of the crystal structure, doping and proton incorporation for BaZrO3 is presented
in Figure 2.3.

For the purpose of this study, hydrated forms of powder and film samples were prepared by
annealing as-prepared powders and films in a tube furnace subjected to a mixture of nitrogen and
water vapor environment, while cooling from 600 to 200 °C at a rate of 0.2 °C/min. For further
details related to the incorporation of protons, see Appendix B. It is important to note that the
degree of hydration reported in the literature for acceptor-doped BaZrO3 spans a wide range, from
60% to 100% [41, 99–105]. A low hydration degree is an indication of some unfilled oxygen vacancies,
which further indicates that there is an uneven, potentially preferred distribution of protons within
the material. The reason for a low hydration degree, or its relationship with proton conductivity is
unknown.

Figure 2.3: Schematic drawing of acceptor doping and proton incorporation in BaZrO3.
Doping with trivalent atoms creates oxygen vacancies; upon hydration the water dissociates
into hydroxyl groups which fill the oxygen vacancies and protons are incorporated in the
structure.

2Substitution of the B4+ cation with lower-valent M3+ atoms (acceptors) is also known and hereafter
referred to as acceptor doping, or simply doping.
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2.2.2 Local structure and proton sites
Once protons are incorporated into the ABO3 material, it is crucial to elucidate their local environ-
ment, also known as proton sites. The fundamental concept is that a proton upon being introduced
in the material forms a covalent bond to an oxygen atom, here called O(1). The proton can like-
wise form a hydrogen bond to a neighboring oxygen atom, here called O(2). Due to the presence
of dopant atoms, the protons can occupy different sites. For instance, the proton can be located
between two B-site ions, or between two dopant atoms, which are here referred to as symmetrical
sites. The proton can likewise be located between a dopant atom and a B-site ion, here referred to
as asymmetrical sites. Schematic illustrations of these different proton sites are shown in Figure 2.4.

Several studies revealed that the size of the dopant atom plays a significant role in the local
environment of the protons. Dopant atoms similar in size to the B-site ion result in the creation of
a structural effect which promotes hydrogen bonding by tilting the proton towards the neighboring
oxygen, which is especially evident for asymmetrical sites. On the contrary, a dopant atom larger
in size than the B-site ion, results in a distortion of the local structure around the dopant, which
can limit the degree of hydrogen bonding [106, 107].

Understanding the nature of proton sites is essential for investigating and developing a funda-
mental understanding of the relationship between proton dynamics and the underlying mechanisms
governing proton conduction in these materials.

Figure 2.4: Schematic drawing of proton sites for an acceptor doped perovskite (ab plane).
An symmetrical site refers to proton site between a B-site cation (e.g. Zr) and a dopant
atom M, represented as green and dark blue circles, respectively (a). A symmetrical site
refers to a proton site between two identical cations (B or M) (b).

2.2.3 Proton mobility
The nature of proton conduction in proton-conducting perovskite type oxides has been extensively
studied from both theoretical and experimental point of views, however, how the proton moves and
how it is affected by structural properties such as the type and concentration of dopant atoms is
not fully understood [49, 108–110].

Theoretically, the proton diffusion in acceptor doped BaZrO3 systems can be geometrically
divided into two elementary, short-range (localized), dynamic processes: a transfer (jumps) of the
protons between two oxygen atoms and rotational motions of the –OH group [Figure 2.5 (a) and (b)]
[111–118]. This type of localized diffusion is strongly dependent on the hydrogen bond formation
and breaking. In a more comprehensive manner, transfer from one to another oxygen atom requires
a formation of a new covalent O–H bond and a new hydrogen bond [119]. Rotational motions of
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the –OH group require breaking of the hydrogen bond. While the transfer process is associated
with the overcoming of the energy barrier between the two sites, the rotational process is associated
with the energy needed to break the hydrogen bond. A series of these processes leads to long-range
diffusion [Figure 2.5 (c)].

There have been extensive discussions on which of the two fundamental transport steps is more
energy consuming, or, in other terms, which of the two processes is the rate-limiting for long-range
diffusion [107, 113, 120, 121]. In more detail, it has been found that the proton mobility is strongly
influenced by structural and chemical distortions introduced with dopant atoms, although the actual
reason for this is still unclear [122–125]. In more detail, when in asymmetric proton environments,
the –OH group tilts towards the dopant atom, resulting in shortening of the oxygen-oxygen distance
and stronger hydrogen bonding. Although this is advantageous for the proton transfer step, it can
hinder the rotational process which requires breaking of hydrogen bonds [107, 112]. Multiple studies
have provided evidence that the rotational process is faster than the transfer process [111, 120, 126].
However, some research indicates that the two processes might have comparable rates [102, 127],
while others propose that the rotational process could actually be the rate-limiting for long-range
diffusion [128].

Studies of BaZrO3-based materials doped with up to 20% of Y, In, and Sc on the Zr site,
based on neutron scattering, ascribed the localized proton diffusion to contributions of both proton
transfers and rotational motions with comparable timescales up to 30 ps, and activation energies
below 100 meV [58, 115, 116, 129–131]. Higher doping concentrations, which could provide more
information regarding their influence on the localized proton diffusion, however, are to be obtained.
Nevertheless, since it has been difficult to separate the contributions from proton transfer and –OH
rotational diffusion in the analysis of experimental data based on neutron scattering, no under-
standing on which process (transfer or rotation) is the rate-limiting, and which promotes long-range
diffusion has been reached so far [115, 116, 129, 130].

Figure 2.5: Schematic drawing of proton transfer (a), proton orientation (b), and long-range
diffusion (c) for an acceptor doped perovskite (ab plane). The arrows indicate the pathway
of the proton.
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2.3 Brownmillerite-type oxides

2.3.1 Structure and proton incorporation
The brownmillerite structure, A2B2O5, and specifically the material Ba2In2O5, is a well-known
oxide-ion conductor. It can be considered as an oxygen-deficient variant of the perovskite-structure,
and it is composed of InO6 octahedral layers and InO4 tetrahedral layers, with Ba atoms placed in
between, as well as oxygen vacancies arranged along the [0 1 0] direction as shown in Figure 2.6
[92, 93, 129, 132].

In addition to being an oxide-ion conductor, the brownmillerite Ba2In2O5 undergoes a structural
transformation in humid atmosphere at about 300 °C resulting into the proton-conducting system
Ba2In2O5(H2O)x [84, 133]. Here x can be between 0 (dehydrated) and 1 (fully hydrated). During
hydration, the water molecules dissociate into hydroxyl groups which fill the tetrahedral layers and
convert them in pseudo-cubic layers, (see Figure 2.6). The protons migrate into the not significantly
distorted, cubic layers [13, 92, 93]. Similar as for the acceptor-doped perovskite-type oxides, a low
hydration degree in Ba2In2O5 is an indication of unfilled oxygen vacancies. Cation substitution
of Ba2In2O5 has been showed as a promising route to accommodate high proton conductivity [95,
129, 134]. Specifically, Ba2In2−xMxO5 systems with partial (x = 0.15-0.35) substitution of In for
Sc and Y, showed increased proton conductivity up to 5.4·10−3 and 2.0·10−3 S/cm at 350 ◦C,
respectively [134]. However, the relationship among the proton conductivity, local structure and
proton environments, as well as the effect of the dopant atoms, has not been fully understood.

Figure 2.6: Schematic drawing of the dehydrated and fully hydrated form of Ba2In2O5.
Adapted from [129].
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2.3.2 Local structure and proton sites

Ba2In2O5(H2O)x is characterized primarily with two proton sites, H(1) and H(2), each featured
by different local structural properties [92, 93, 129, 135–138]. The H(1) protons are bonded to
the oxygen atoms that connect the InO6 octahedra with the middle layer consisted of the heavily
distorted octahedra (i.e. the former tetrahedral layer). They also form hydrogen bonds with neigh-
boring oxygen atoms. On the contrary, the H(2) protons are located solely in the middle layer of
the heavily distorted octahedra, forming covalent bonds with oxygen atoms and hydrogen bonds
with neighboring oxygen atoms within that same layer. The H(1) protons are, in general, charac-
terized with much weaker hydrogen bonding compared to the H(2) protons, which are characterized
with strong hydrogen bonding and much shorter oxygen-oxygen distances which, for 10% of the
H(2) protons, can reach up to only 2.59 Å [129, 135]. Various cation substitutions on the In sites,
Ba2In1.85M0.15O5(H2O)x with M = In, Ga, Sc and Y, have been also investigated and showed a
difference in the population of H(1) and H(2) proton sites [135]. Considering the Ba2In2O5(H2O)x
as an equilibrium state, doping with smaller cations like Ga and Sc was shown to increase the popu-
lation of the H(1) sites up to an equal distribution of protons within the two sites. On the contrary,
doping with the larger Y cation, was shown to increase the population of the H(2) site. Similarly,
for the Y doped system, increased presence of H(2) protons with unusually strong hydrogen bonding
and, accordingly, a shorter oxygen-oxygen distance was observed [135].

Figure 2.7: Schematic drawing of proton sites in hydrated Ba2In2O5.
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2.3.3 Proton mobility
Similar as for the acceptor doped perovskites, the proton conducting mechanism of brownmillerites
such as Ba2In2O6H2 may be divided into two localized motions, i.e., proton transfers from one to
another neighboring oxygen and orientational motions of the –OH group [93, 129]. In more detail,
results from neutron scattering and ab inito molecular dynamics (AIMD) data showed that the
proton-conduction mechanism involves localized motions of the protons, distinguished as rotational
diffusion of the O–H(1) species and H(2) proton transfers between neighboring oxygens, as shown
in Figure 2.8 [129]. Interestingly, a third proton site, H(3), which is found to become occupied
upon increasing the temperature and that serves as a saddle state for the interexchange between
H(1) and H(2) protons was observed [129]. Crucially, the occupation of the H(3) site was shown to
promote long-range diffusion of protons [129]. The same study also observed that decreased proton
concentration down to 30% results in an absence of long-range diffusion, likely due to hindered
proton jumps in the vicinity of oxygen vacancies. Furthermore, cation substitution of Ba2In2O6H2

has been shown to lead to a general increase of the proton conductivity of the material [88], which
suggests that the proton conductivity may be directly linked to the relative occupation of the two
types of proton sites, H(1) and H(2), present. Motivated by these studies and with the hope to
unravel the mechanistic details of proton diffusivity especially, in regard to the nature of localized
H(1) and H(2) dynamics and how it depends on the type of dopant atom, this thesis reports on a
study of the proton dynamics in hydrated Ba2In1.85M0.15O5 with M = In, Ga, Sc and Y.

Figure 2.8: Schematic drawing of proton transfer and rotational motions, associated with
the H(2) and H(1) sites, respectively.
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2.4 Hydride ion-conducting oxides

Similarly to proton-conducting oxides, hydride-ion conducting oxides host hydrogen in the oxide
structure, but now the hydrogen is in the form of a hydride species rather than protons.

Over the last decades, hydride-ion conduction has been extensively studied in materials such as
LiH, CaH2 and SrH2 [139]. Research on hydride-ion conducting oxides was driven by the discovery
of hydride-ion conduction in the layered perovskite oxyhydride LaSrCoO3H0.7 [140], that could host
both oxygen and hydride-ions in the structure. Since the discovery of LaSrCoO3H0.7 research on
oxyhydrides has advanced. Of specific concern in this thesis, the oxyhydride of BaTiO3−xHx, (with
x values up to 0.6) was discovered in 2012 [66], which rejuvenated interest in the field, demonstrating
that transition metals could stabilize hydride anions. The discovery also marked the first instance
of an oxyhydride featuring the simple cubic perovskite structure.

In terms of hydride-ion conductivity, in the past few years, several oxyhydrides have shown high
hydride-ion conductivity in the temperature range between 200 and 300 ◦C, making them promising
candidates for application in intermediate-temperature fuel cells. In more detail, the oxyhydride
La2Sr0.1LiH0.9O3 exhibits hydride-ion conductivity as high as 2 · 10−5 S/cm for temperatures be-
tween 200 and 300 ◦C [139, 141]. The same study verified the performance of this material as an
electrolyte in all-solid cell [139, 141]. The oxyhydride Ba1.75LiH2.7O0.9 shows hydride-ion conduc-
tivity of 10−2 S/cm at 300 ◦C [139, 142]. Further, the oxyhydride BaTiO3Hx with x = 0.14-0.35,
shows a conductivity up to 10−3 S/cm [61].

While oxyhydrides have demonstrated hydride-ion conductivity suitable for application in SOFCs,
there is a lack of new oxyhydrides developed so far. Further advancement in synthesis techniques
will allow for the exploration of a broader range of compositions, expanding the scope of materi-
als available for study. It will also contribute to get a better, systematic-based understanding of
hydride-ion conductivity mechanisms and advancement of new oxyhydride materials with enhanced
properties for their final application.

2.5 Perovskite-type oxyhydrides

2.5.1 Structure and hydride-ion incorporation
Similarly to proton-conducting perovskites, the ABO3 structure provides a straightforward struc-
tural framework which allows for application of different cations, resulting in materials with different
properties [61, 64–66, 143]. For instance, the choice of A-site cations (such as Ba, Sr and Ca) in
ATiO3 oxyhydrides affects the temperature at which hydrogen is released, therefore directly influ-
encing the mobility of hydride ions [143].

The ABO3 oxyhydrides, and specifically BaTiO3−xHx, the O2− and H− ions create an octahe-
dral arrangement around the Ti ions, resulting in Ti atoms with a mixed IV/III oxidation state
[66–69]. This alteration in oxidation state leads to an expansion of the structure to accommodate
an additional electron, which ensures that the material remains cubic across all temperatures, as
compared to pure BaTiO3 which is cubic only at temperatures above 396 K [144]. Introducing
different A-site cations also results in different structural properties, as the size of the cation has a
significant influence on the octahedral tilts and local environments in which the hydride ions are ac-
commodated [62]. For example, at room temperature, CaTiO3−xHx and CaTiO3 are orthorhombic,
while SrTiO3 and SrTiO3−xH3 are cubic. Conversely, BaTiO3 is tetragonal, whereas BaTiO3−xHx

adopts a cubic structure. This change in symmetry for BaTiO3−xHx is attributed to the reduction
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to Ti3+, which cancels out the ferroelectric distortion [69, 80, 143]. In contrast, CaTiO3 and SrTiO3

are not ferroelectric; their orthorhombic structure results from tilting of the TiO6 octahedra, which
remains largely unaffected by the Ti reduction [69, 80, 143]. Interestingly, the transition to an
oxyhydride is likewise accompanied by a significant color change from white to dark blue [66, 69].

There are different methods for hydride-ion incorporation of ABO3 based oxyhydrides, based
on different synthesis routes. Perhaps one of the most explored synthesis methods for hydride-ion
incorporation is based on the topochemical route in which a reducing hydride agent is used for
vacancy formation and hydride ion incorporation at elevated temperatures in an Ar atmosphere
(see Figure 2.9 for a schematic description). While the first study based on topochemical synthesis
reported a formation of a homogeneous BaTiO3−xHx, with x values reaching up to 0.6 [66], fur-
ther studies showed quite distinctive results, where the BaTiO3 oxyhydride contains both oxygen
vacancies and hydride ions up to 0.25 [145]. A higher hydride-ion concentration was obtained for
the oxyhydride of BaTiO2.30H0.70, by selecting (100) centered BaTiO3 cubes as a starting mate-
rial (precursor) [146]. The same study pointed out that the type of precursor, its crystalline size,
as well as the synthesis method used for its production (such as solution-based or hydrothermal
method), have a significant effect on the hydride-ion concentration [147]. Some studies have also
shown that the selection of the reducing metal hydride (CaH2, NaH, LiH, MgH2) play a critical
role in the synthesis and especially the formation of oxygen vacancies [69, 145]. Details regarding
the hydride-ion incorporation with this method are provided in Appendix B. As a result of the
challenges in incorporating a controlled hydrogen concentration associated with the topochemical
reaction, several research studies focused on synthesis methods beyond the traditionally used one.
The mechanochemical route attracted significant attention, as it allowed for a direct synthesis of
ATiO3 materials by a simple utilization of mechanical energy for chemical reactions [147]. The re-
duction synthesis based on H2 gas was likewise explored as a synthesis route [70]. The hydrogen gas
reduction route paved the way for the synthesis of a new class of oxygen-deficient perovskite-based
oxyhydrides, such as BaZr0.50In0.50O2.75 oxyhydrides [70].

The journey of optimizing ABO3 oxyhydrides for enhanced functionality in fuel cells is still in
progress. Although new materials are being developed, it is crucial to explore fundamental questions
related to the synthesis methods employed, and the connections between the local structure, oxygen
vacancies, and hydride-ion dynamics within this class of materials.

Figure 2.9: Schematic drawing of oxygen vacancy creation and hydride-ion incorporation in
BaTiO3 via the topochemical synthesis route with a reducing agent (CaH2). Ti atoms are
presented with green circles, O is represented with blue and the hydride ion with pink circles,
respectively.
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2.5.2 Hydride-ion dynamics
The mobility of hydride ions in BaTiO3−xHx oxyhydride with x ranging from 0.35 to 0.60, was
observed recently, by replacing hydrogen with deuterium atoms above 400 ◦C [148–150]. This
finding lead to further curiosity in uncovering the potential mechanism for hydride-ion diffusion.
A computational study further proposed that the possible mechanisms of hydride-ion diffusion in
these materials include jumps between nearest-neighbor (NN) and next-nearest-neighbor (2NN) sites
(Figure 2.10) [78]. Building on this idea, a quasielastic scattering study on BaTiO3−xHy□x−y with x
between 0.18 and 0.7 and y between 0.04 and 0.1 [63, 80], showed that hydride ions are mobile already
at room temperature. The diffusional mechanism of the hydride-ions was indeed confirmed to jumps
between NN and 2NN sites, with jump distances between 2.7 and 5.2 Å increasing with temperature,
respectively. It was also shown that these jumps are temperature-dependent, with predominant
jumps between NN sites at temperatures below 250 K, and combination of jumps between NN
and 2N sites at temperatures above 400 K [63, 80]. The difference in diffusion mechanism between
BaTiO3 oxyhydride with and without oxygen vacancies is yet to be obtained. The local environment
of the hydride-ions is significantly different than the one of protons in the perovskite oxides. The
hydrogen atom in BaTiO3−xHx oxyhydride forms a Ti-H-Ti bonding, and participates in Ti-H
related vibrations. These vibrations can be classified as vibrations along the Ti-H bond, here
referred to as ω∥, and vibrations perpendicular to the Ti-H bond, here referred to as ω⊥ [79, 80, 97].
Schematic drawing of these two types of vibrations is shown in Figure 2.10.

Figure 2.10: Schematic drawing of hydride-ion diffusion mechanisms in BaTiO3 oxyhydride
along with vibrational modes of the hydride-ion, where the arrows indicate the direction of
the motions.
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2.6 Concluding remarks and scope of thesis

Although there has been significant effort to develop solid proton and hydride-ion conductors beyond
perovskite-type materials, these materials still remain the most promising ones for application in fuel
cells [2, 3, 33, 110]. However, developing a better understanding of the structure and dynamics of
these materials is critical for future breakthroughs. For this purpose, this thesis aims to elucidate key
questions related to local structure and dynamics. The studies have been focused on polycrystalline
powder samples of BaZr1−xScxO3−x/2 (x = 0.10 and 0.50) and Ba2In1.85M0.15O5 (M = In, Ga, Sc
and Y), as well as of films of BaZr1−xScxO3−x/2 (x = 0.45, 0.54, and 0.64). Sc has been chosen as a
dopant atom because its ionic radius is close to the one of Zr, which results in a cubic structure with
high doping concentration and high proton conductivity (as opposed to e.g. Y which is much larger
than Zr and does not remain cubic for large doping concentrations). This implies that it is possible
to study the local structure and dynamics over a large range of dopant concentrations with the
overall crystal structure essentially being (virtually) unaffected. Further, the studies have focused
on BaTiO3H0.12 with the aim to get a better understanding about the role of oxygen vacancies
in the governing diffusional mechanisms for this material. The primary methods used for these
investigations have been neutron scattering and infrared spectroscopy.

Additionally, the studies focused on optimization of the topochemical synthesis method for
synthesis of ATiO3 oxyhydrides by utilizing different reducing agents for compositions with different
amount of hydride-ions and oxygen vacancies. Likewise, the hydrogen gas reduction based synthesis
method was applied for development of a series of BaZr1−xInxO3−x/2 (x = 0.1 – 1.0). A concise
description of the synthesis routes and the experimental methods used in this thesis is presented in
the next chapter. A schematic summary of the studies is presented in Figure 2.11.

Synthesis of ABO3 and In-
doped BaZrO3 oxyhydridesM-doped Ba2In2O5Sc-doped BaZrO3
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Figure 2.11: A schematic summary of the studies in this thesis. Please note that QENS
refers to quasielastic neutron scattering, and IR spectroscopy refers to infrared spectroscopy.
A detailed description of each method is presented in Chapter 3 and Chapter 4.
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CHAPTER 3 Materials synthesis

This chapter describes the synthesis protocol of the various powders and thin film samples of the
proton- and hydride-ion conducting oxides as investigated in this thesis.

3.1 Proton-conducting oxides

Polycrystalline powder samples
Perhaps the most commonly used synthesis route for obtaining polycrystalline powder samples of
proton-conducting oxides is based on the solid-state route, which was also the technique used in
this thesis. Essentially, the solid-state route is based on mixing precursors in agate mortar with
pestle, followed up by formation of pellets and exposures to high temperatures above 1000 ◦C
[30, 42, 50, 151–153]. The high temperature required for synthesis is an important issue that
complicates further industrialization of these materials, as the high temperature is not suitable for
industrial purposes, mostly from an economical point of view [33, 154, 155]. Furthermore, the high
temperature synthesis may lead to other problems, such as Ba deficiency, which can result in the
formation of grain boundaries with low proton conductivity [156]. Other synthesis methods such as
sol-gel (obtaining solids from small molecules that undergo irreversible chemical reactions) or the
wet chemical approach (obtaining solids from chemical reactions in solutions) have been designed
to lower the synthesis temperature, sometimes below 100 ◦C, and/or to obtain a high amount of
samples with less grain boundaries [1, 42, 48, 51, 157]. However, organic traces present in the
proton conducting oxide materials as a result of these synthesis methods, can cause problems when
using neutron scattering techniques, as this technique is highly sensitive to such species. Note, the
solid-state route, described above, produce materials essentially free from protons. Introduction of
protons in these materials can be achieved by a so called hydration procedure. Schematic drawing
of the steps for the solid-state synthesis is presented in Figure 3.1.

In this thesis, the mixture of precursors was initially fired at 900 ◦C overnight to remove excess
CO2. The powders were then mixed again in agate mortar with addition of 99% ethanol as a
suppressing agent for about 1.5 hours. The finely ground mixture was then pressed into a pellet and
put in a α-Al2O3 crucible and exposed to 1200 ◦C for 48 hours. After the first exposure, the pellet
was crushed, and the powder was mixed again in a mortar with 99% ethanol for 1.5 hours, pressed
into a pellet and put in α-Al2O3 crucible and exposed to 1325 ◦C for 72 hours. It is important
to note that excess powder (from the powder mixture) was used as a "sacrificial" powder to cover
the bottom of the crucible, and the top of the pellet; this is especially useful for eliminating any
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Figure 3.1: Schematic drawing of the solid-state route and proton incorporation in acceptor-
doped perovskite-type oxides. The starting materials (precursors A, B and C) are combined
(1) and mixed in a mortar with pestle (2), and compressed into pellets (3). The pellets are
then placed in a α-Al2O3 crucible and then fired at elevated temperature for a few days (4).
Hydration (proton incorporation) of the sample is achieved in a tube furnace by exposing
the material to a mixture of nitrogen gas and water vapor at elevated temperatures (5).

volatilization of BaO, or formation of impurities (especially Sc2O3) due to contact with the crucible1

[30, 151–153, 158–161]. The solid-state synthesis route was used for the synthesis of various doping
concentrations of Sc- and In-doped BaZrO3 polycrystalline powder samples. Besides using this
technique for synthesis of powder samples to be investigated by neutron scattering and infrared
spectroscopy, it was also used for preparing the "targets" for the preparation of thin films (as
described in the next section). Hydration of the samples was performed by heating the samples
to 500–700 ◦C in a water vapour environment, followed by slow cooling to ambient temperatures
[30, 152, 153].

Nanocrystalline thin films
There are numerous fabrication techniques for film deposition, primarily classified as chemical vapor
deposition and physical vapor deposition based techniques [162]. Techniques based on chemical
vapor deposition are related to the undergoing chemical reaction between the substrate and gases
in the chamber [162]. On the contrary, physical vapor deposition (PVD) is based on raw materials
(targets) that are released and physically moved to the substrate surface by sputtering or thermal
evaporation [162]. In this thesis two deposition methods based on PVD were used for fabrication of
Sc-doped BaZrO3, namely pulsed laser deposition (PLD) and magneton co-sputtering.

Magneton co-sputtering is based on ejection of sputtered atoms from targets, when exposed to
a magnetic field, onto a substrate [163, 164]. In this thesis, ca. 2 µm thick BaZr1−xScxO3−x/2 with
x = 0.45, 0.54 and 0.64 films, were deposited on 1 mm-thick double-side polished c-plane Al2O3

substrates. The deposition process employed three different targets: with BaZrO3 as the primary
source, Sc as the dopant, and Ba to maintain the metallic ratio. Detailed information on the film
fabrication and structural characterization can be found in ref. [165]. The magneton co-sputtering

1The principle of "sacrificial" powder is similar as coating the bottom of a pan with flour when baking
cakes or bread.
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deposition was performed by collaborators at Linköping University. A schematic drawing of the
process is shown in Figure 3.2 (a). Followed by an investigation on the local proton environment
of the BaZr1−xScxO3−x/2 with x = 0.45, 0.54 and 0.64 films with infrared spectroscopy, additional
films with similar composition were performed by PLD, with the aim to get more information on
possible differences in these local proton environment when using another fabrication method.

PLD is based on an ablation of a target material using a high power pulsed laser beam onto
a substrate [162, 166, 167]. In this thesis, approximately 0.5 µm thick BaZr1−xScxO3−x/2 with
x = 0.10, 0.20 and 0.30 were deposited on on 1 mm-thick double-side polished c-plane Al2O3

substrates. Ablation of the BaZr1−xScxO3−x/2 (x = 0.10-0.30) powder targets was performed using
a KrF excimer laser with an energy of 210 mJ, a fluence of 2-3 J.cm−2, and a working frequency of 4
Hz and under a O2 partial pressure of 0.3 mbar. The films were deposited at 650 °C for 50 min. The
samples were bonded to the holder with silver paste. The pulsed laser deposition was performed by
collaborators at Rennes University. A schematic drawing of the process is shown in Figure 3.2 (b).

Figure 3.2: Schematic drawing of pulsed laser deposition (a) and magneton co-sputtering
(b) films fabrication technique.

3.2 Hydride-ion conducting oxides

Topochemical route
The synthesis of polycrystalline powder samples of oxyhydrides can be quite challenging and typi-
cally requires a reducing or isolated environment. In a typical lab-scale synthesis, as schematically
drawn in Figure 3.3, metal oxides are usually mixed with a reducing agent (metal hydride), in a
mortar and then compressed into pellets. This entire process takes place inside a glove box filled
with inert gas to prevent exposure to air, as the reducing agent is unstable in such conditions [64].
After mixing, the pellets are usually sealed in either silica or stainless steel tubes. In this thesis,
we use stainless steel tubes sealed by welding within the glove box, primarily because they offer
greater pressure resistance compared to silica tubes [64, 67, 69]. The final product (oxyhydride)
is created by sintering the sealed sample in a furnace for several days at temperatures between a
few hundred and several hundred ◦C, depending on the type of reducing agent used [69]. Once the
heating process is complete, the powders are washed with a weak acid and ethanol to remove any
impurities.

The choice of a reducing agent, as previously mentioned, significantly influences both the sin-
tering temperature and the concentration of hydride ions incorporated into the structure. Recent
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Figure 3.3: Schematic drawing of the topochemical route for synthesis of oxyhydrides. The
starting materials (precursors A and B) are combined and mixed in a mortar (1), and com-
pressed into pellets (2). The pellets are then sealed in a stainless steel tube by welding
(3). The sealed tube is then fired at elevated temperature for few days (4), after which the
powders are washed to remove impurities (5). Adapted and modified from [64].

studies showed that BaTiO3 can be successfully reduced using different metal hydrides [67, 145].
In these studies, different concentrations of NaH, NaBH4, CaH2, MgH2, and LiH were employed
as reducing agents [67, 68]. It was found that NaH acts as a weak reducing agent for BaTiO3

mostly because of its low decomposition temperature, which likely produced hydrogen gas (H2) as
the reducing agent [67, 68]. This reduction mainly changed only the surface layer of the BaTiO3

powder [67, 68]. When using NaBH4 for reduction, the resulting products remained a single phase
even at the highest hydrogen concentrations, while other reducing agents created mixtures of two
cubic phases as hydrogen concentration increased [67, 68]. Samples reduced with MgH2 showed the
largest lattice parameters [67, 68]. Reducing BaTiO3 with LiH significantly lowered the sintering
temperatures to as low as 300 ◦C, producing the oxyhydride BaTiO2.9H0.1 [67]. At higher temper-
atures, oxygen vacancies were created, but the hydrogen concentration remained mostly the same.
From an oxyhydride synthesis point of view, key questions that still need to be addressed are related
to factors that influence the formation of oxyhydrides, instead of formation of solely vacancies amid
the reduction of hydrides. Open questions are also related to the governing mechanism responsible
for hydride incorporation and reduction in BaTiO3. Addressing these questions would essentially
contribute to the development of straightforward synthesis routes under mild conditions which could
be applied to a wider class of oxyhydride systems. Such advancement would significantly benefit
progress in the field.

In this thesis, polycrystalline powders of BaTiO3Hx, SrTiO3Hx and CaTiO3Hx oxyhydrides
were prepared using different reducing agents. Specifically, BaTiO3Hx was synthesized with LiH
as the reducing agent, aiming to produce an oxygen-vacancy-free structure at a lower temperature
of 350 ◦C. Meanwhile, SrTiO3Hx and CaTiO3Hx oxyhydrides were synthesized using CaH2 as the
reducing agent at 550 ◦C. Due to the unchanged color (to blue), BaTiO3 oxyhydride was subject to
an additional reduction with LiH followed by annealing for 350 ◦C for another 48 hours. After the
heating steps, each of the powders was washed with acetic acid (HAc) solution to remove residual
LiH or CaH2, respectively, as well as metal oxides or hydroxides formed during hydride reduction.
The washing process for the SrTiO3 oxyhydride powder was repeated once more to remove remaining
residuals. For the CaTiO3 oxyhydride, the overall washing process was repeated three times, with
two of these processes involving 0.5 M HAc solution to remove the excess of "stubborn" residuals.
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Gas reduction-based route
Some studies have suggested that hydride ions can be formed in acceptor doped perovskites, such
as SrTi1−xFexO3−x/2, when exposed to very low oxygen partial pressures [168, 169]. These findings
introduced the concept that acceptor-doped perovskite systems, which have pre-existing oxygen
vacancies, could be transformed into oxyhydrides and may serve as promising candidates for ap-
plications based on hydride-ion conduction. Crucially, a recent report on BaZr0.50In0.50O2.75H0.5

oxyhydrides, created through a hydrogen gas reduction method [70] has opened up new possibilities
for a class of oxyhydride materials with high hydride-ion conductivity.

The gas reduction route requires an atmosphere containing the specific anion of interest [64]. In
this route, the metal oxides act as solid starting materials (precursors). Throughout the process,
exchange reactions occur between the oxide ions and the anionic species present in the gas phase.
This synthesis process typically uses a tube furnace, as illustrated in Figure 3.4. The precursor
is placed in a boat-shaped crucible, which is then inserted into the furnace tube and heated in
a hydrogen gas environment. The reduction reaction begins with hydrogen molecules adsorbing
onto the surface of the powder, as well as a reaction forming oxygen vacancies at that surface. It
is important to note that the surface of the powder interacts with gas molecules more frequently,
potentially resulting in uneven reactions between the surface and the bulk of the powder [64, 145].
Crucially, the synthesis conditions, such as hydrogen gas flow and temperature, must be carefully
controlled to manage the oxidation state of the cations and prevent their reduction to pure metals
[64]. However, it is challenging to control all parameters at once, as they can change depending on the
nature of precursor used. This is why synthesis conditions are often determined through empirical
methods. Significant effort is required to tackle these challenges and create a more straightforward
synthesis approach based on the gas reduction synthesis.

In this thesis, powders of BaZr1−xInxO3−x/2 with x = 0.10, 0.20, 0.56 and 0.59, were loaded in
alumina crucibles, which were put in a quartz tube and heated in a tube furnace. Before exposure
to H2 gas (99.999%), the samples were annealed in an argon (99.999%) flow for several hours to
remove moisture. Then, the samples were heated under flowing hydrogen gas at 800 ◦C. Exposure
times varied between 24-48 hours. Afterwards, the samples were cooled down up to 150 ◦C while
still being exposed to hydrogen gas. Cooling down from 150 ◦C to room temperature was performed
in argon atmosphere. Lowering of the exposure temperature, as well as changes in hydrogen gas
flow and reduction time was likewise performed in order to modify the synthesis method.

Figure 3.4: Schematic drawing of the gas reduction route for synthesis of oxyhydrides. The
starting materials are placed in a boat crucible and exposed to a hydrogen gas environment
at elevated temperatures for several hours. The reduction and hydride ion incorporation
start at the surface of the material and penetrate to the bulk. Adapted and modified from
[64].
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CHAPTER 4 Experimental techniques

4.1 Neutron scattering

Millions saw the apple fall, but Newton
asked why.

Bernard Baruch

4.1.1 Foundation and mathematical background
1Neutron scattering is a highly powerful experimental technique used across various fields, including
physics, chemistry, biology, and materials engineering [79, 131, 170–172]. Neutrons are particularly
advantageous for probing the structure and dynamics of materials due to several benefits connected
to their fundamental properties [173]. As uncharged particles, neutrons interact directly with atomic
nuclei through nuclear interactions, allowing the neutrons to penetrate into the bulk of materials.
The relatively weak interaction also makes neutron scattering a non-destructive method. Addi-
tionally, the random variability of the nuclear interactions across the periodic table is noteworthy;
specifically, hydrogen possesses a large cross-section, making it detectable by neutrons, in contrast
to its invisibility to X-rays, schematically illustrated in Figure 4.1 [173]. However, this weak inter-
action also makes neutron scattering a relatively "slow" and costly technique. As a result, neutrons
are typically employed only when other methods are insufficient.

Furthermore, the neutron has a wave-like behavior characterized with sinusoidal oscillations
in both space and time; the square of its amplitude would indicate the probability of finding the
neutron at a specific location [131, 173]. When neutrons scatter, the strength of the interaction
between the neutron and the nucleus is related to the amplitude of the neutron, while the scattered
neutron wave is isotropic,2 and can be written as (−b/r⃗)eikr⃗, considering the nucleus is at the center
of the coordination system [131, 173]. In this context, k⃗ is the wave vector of magnitude k⃗ = 2π/λ,
r⃗ is the position vector, b is the scattering length of the nucleus which reflects the strength of the
neutron-nucleus interaction, (1/r⃗) is the factor used for the inverse square law which points out
that the intensity of the neutron beam, defined by the square of the amplitude, is decreasing as the

1This chapter is partially based on my Licentiate thesis [1].
2The scattering event of the neutron can be described by the cross section σ quod est the effective area

of the nucleus to the passing neutron. When the neutron hits this area, it scatters isotropically (it has an
equal probability to scatter in any direction) because the nuclear potential range is much smaller than the
neutron’s wavelength.
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Figure 4.1: Schematic drawing of the X-ray and total neutron cross-sections of some elements.
Figure adapted from [173].

inverse square of the distance from the source. In this type of collision, the neutron’s energy does
not change and is referred to as elastic. Yet, when a neutron interacts with matter, it may change
its momentum and energy, as scattering occurs with atoms that are in motion to some extent; this
type of scattering, which leads to a gain or loss of energy, is referred to as inelastic scattering. The
amount of momentum transferred by the neutron during this type of collision is called momentum
transfer and is described as ℏQ⃗ = ℏ(k⃗i − k⃗f ), where k⃗i is the incident wave vector of the neutron,
and k⃗f is the scattered wave vector. Accordingly, Q⃗ = k⃗ − k⃗′ is the scattering vector and can be
geometrically represented by the scattering triangle shown in Figure 4.2 a). As can be seen, the
direction and magnitude of Q is dependent on the incident and scattered neutrons (in terms of
vector addition), as well as the 2θ angle named the scattering angle [131, 173, 174]. The scattering
length b, which varies among different atoms and their isotopes, is related to the cross section σ
by σ = 4πb̄2 [131, 173]. Experimentally, the quantity that is measured in a neutron scattering
experiment is given by the double differential cross-section according to:

d2σ

dΩdEf
=

k
′

k

1

4π

{
σcohScoh(Q,E) + σincSinc(Q,E)

}
(4.1)

where
σcoh = 4π⟨b⟩2 = 4πb2 (4.2)

σinc = 4π(⟨b⟩2 − ⟨b⟩2) (4.3)

Here, Scoh(Q,E) and Sinc(Q,E) are the coherent and incoherent dynamic structure factors,
respectively, which contain information about correlations in both space and time, and σcoh and
σinc are the coherent and incoherent cross sections, respectively. Incoherent scattering arises due to
random variations in the scattering lengths of atoms within a sample, which can result from different
isotopes of the same element or isotopes with non-zero nuclear spin (like hydrogen). This type of
scattering provides insights into the behavior of individual particles, in contrast to coherent scat-
tering, which reveals information about spatial correlations or collective motion, thereby addressing
questions related to the positions of atoms [131, 173]. For hydrogen, the incoherent cross section
σinc = 80.26 barn is extraordinary large, whereas the coherent cross section σcoh = 1.76 barn is
rather small [131].3 As mentioned above, neutron scattering can also be classified as elastic or inelas-
tic. Elastic scattering reveals information regarding the positions of atoms and their rearrangements.
Conversely, inelastic scattering occurs when the neutrons experience a change in energy during the

3Metric unit of area equal to 10−28 m2 = 1 barn.
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scattering event, offering insights into both diffusional and vibrational dynamics (periodic motions)
within a material. A subcategory of inelastic scattering is quasielastic neutron scattering (QENS),
which occurs due to random (non-periodic) motions of atoms, such as diffusion or molecular orienta-
tional motions in a material. Such motions lead to small energy transfers of the neutrons resulting in
a continuous broadening of the elastic peak of the overall spectrum [131, 173]. A schematic drawing
of the three scattering components, i.e., elastic, inelastic and quasielastic scattering, which may be
measured in a neutron scattering experiment are presented in Figure 4.2 b).

Figure 4.2: A Schematic drawing of a scattering experiment along with the relations of
incident and scattered wave vectors a). A schematic drawing of the elastic, inelastic and
quasielastic scattering, which are measured in a neutron scattering experiment b).
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4.1.2 Quasielastic neutron scattering

The measured scattering intensity, S(Q,E), in a QENS experiment, can be expressed as

S(Q,E)meas ∝ S(Q,E)⊗R(Q,E), (4.4)

where S(Q,E) is the dynamic structure factor that contains information about the dynamical prop-
erties of the investigated material, and R(Q,E) is the instrumental resolution function. Typically,
S(Q,E) consists of both a coherent and an incoherent component. However, earlier QENS investi-
gations on proton-conducting oxides have demonstrated that almost only the incoherent scattering
from protons contributes to the quasielastic signal [175]. This has the important indication that the
quasielastic signal can be ascribed to self-dynamics rather than collective dynamics, of the protons.

For the QENS experiments in this thesis, S(Q,E) was fitted with a function composed of
one elastic component, described as the intensity ID(Q) multiplied with a Dirac delta function, a
quasielastic component which represents the broadening of the elastic peak, as the intensity IL(Q)
multiplied with a Lorentzian function L(Q,E), and a background, bkg(Q,E), see Eq. (3.5).

S(Q,E) = ID(Q)δ(E) + IL(Q)L(Q,E) + bkg(Q,E). (4.5)

The background originates from scattering of species that are featured by a dynamics too fast to
be resolved by the instrument and thus cause broadening of the QENS signal to the baseline, or
inelastic scattering that forms peaks in the QENS signal. From the full width at half maximum
(FWHM) of the Lorentzian function one can obtain information about the timescale (τ) of these
processes as τ = 2ℏ/FWHM , which is important for accessing more information about the nature
of the localized motion and rate-limiting steps for long range diffusion, in our case. The activation
energy can be obtained from the temperature dependence of FWHM under the assumption that
the dynamics follow an Arrhenius temperature dependence. Figure 4.3 shows, as an example,
the S(Q,E) at T = 510 K and Q =1.325 Å−1 for hydrated BaZr0.50Sc0.50O2.75 together with fits
featuring one Lorentzian function, as measured in this thesis.

m
ea

s
Q

Figure 4.3: S(Q,E) at T = 510 K and Q =1.325 Å−1 for hydrated BaZr0.50Sc0.50O2.75 together
with fits, as measured on the IN6 instrument at Institut Laue-Langevin (Paper I).
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Analysis of the spatial geometry of the localized dynamics
Information regarding the spatial geometry of localized dynamics observed as quasielastic scatter-
ing can be obtained from analysis of the elastic incoherent structure factor (EISF), defined as the
ratio of the elastic intensity over the sum of the elastic and quasielastic intensity (see Eq. 3.5), i.e.
EISF = ID/(ID+IL). Figure 4.4 shows, as an example, the EISF for BaZr0.50Sc0.50O2.75 together
with fits to theoretical jump-diffusion models over two and four sites, respectively, which here rep-
resent proton transfers (jump from one to another neighboring oxygen atom) or rotational diffusion
of the proton around one oxygen atom, accordingly [115, 116, 176, 177]. In this thesis, the jump
diffusion models regarding jumps between two sites (2N) and jumps between four sites (4N) were
fitted as per the following equations:

EISF2N = c+ (1− c)
1

2

(
1 +

sin(Q2r2N )

Q2r2N

)
(4.6)

EISF4N = c+ (1− c)
1

4

(
1 +

2 sin(
√
2Qr4N )√

2Qr4N
+

sin(2Qr4N )

2Qr4N

)
(4.7)

The constant c may be interpreted here as extra elastic scattering due to "immobile" protons, i.e.,
protons that give rise to scattering, but move too slowly to give rise to quasielastic scattering in the
probed "time window"; r2N is half of the jump distance between neighboring oxygen atoms, and
r4N is the length corresponding to the O–H bond.

Analysis of the spatial geometry of the long-range dynamics
Information regarding the spatial geometry of long-range dynamics observed as quasielastic scatter-
ing can be obtained from analysis of the Q-dependent FWHM. The long-range diffusion in proton-
conducting oxides is characterized by a sequence of successive jumps, defined by a characteristic
jump length and the time between each jump (the residence or relaxation time). Specifically to this
thesis, the model that was used to address long-range diffusion was the one proposed by Chudley
and Elliott (C-E) [178], which assumes a constant jump length, dC-E, a fixed residence time, τ , and
a negligible jump time, as per the relationship:

FWHM =
2ℏ
τ
(1− sin(QdC−E)

QdC−E
) (4.8)

Other commonly used models for describing long-range diffusion in proton-conducting oxides,
although not applied to in this thesis, are the Hall-Ross model [179], which assumes a Gaussian dis-
tribution of jump lengths, and the Singwi and Sjölander model [180], which assumes an exponential
distribution of jump lengths.
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Figure 4.4: Fits for geometrical representation of localized dynamics a) and long-range dy-
namics b) for different temperatures of hydrated Ba2In0.85Y0.15O5 as measured on the BASIS
instrument at Oak Ridge National Laboratory. The data are compared to jump diffusion
models over two (2N) and four (4N) sites a), and the jump diffusion over a lattice as per
C-E model b) (Paper II).

4.1.3 Inelastic Neutron Scattering
INS refers to inelastic neutron scattering and can be used to obtain the vibrational spectra of a
material. Unlike the commonly used Raman and infrared spectroscopy which are limited by certain
selection rules, INS is based on the interaction of the neutron with the material’s different cross
sections, therefore allowing for measurements of all the vibrations present [79, 80, 172, 173, 181].
Nevertheless, the combination of INS with Raman and/or infrared spectroscopy is often necessary to
give the complete picture of the vibration fingerprint in a material; as an example, some vibrations
may be absent in the infrared spectrum, but intense in the Raman spectrum and quite weak in the
INS spectrum [172].

In more detail, INS reveals information of the interactions between neutrons and a sample that
involve energy transfers. When a neutron gains energy (E < 0), it causes the sample to lose energy.
Conversely, when a neutron loses energy (E > 0), the sample gains energy [79, 80, 173]. Explained
in simple words, INS allows us to see how atoms and molecules move by observing the inelastic
interaction between neutrons which bounce off a non-rigid framework and exchange energy with it
[173]. This process allows for investigations of the vibrational excitation states within the sample.

The measured intensity of a vibrational band Si is dependent on both its energy Ei and the
momentum transfer Q and is, accordingly, proportional to:

Si(Q,Ei) ∝ σe−Q2U2
total

(QUi)
2n

n!
, (4.9)

where n = 1 for fundamental mode, n = 2 and n = 3 are the first and second overtone, respec-
tively; the average neutron scattering cross section of all atoms involved in the mode is denoted
as σ, whereas the vibrational amplitude of the normal mode i is represented by Ui, and the total
displacement of all atoms summed over all modes is Utotal.

Typically, INS probes vibrational motions in condensed matter within the energy range up
to 500 meV [80]. These vibrations are small oscillations of atoms around their equilibrium. In
materials such as proton- and hydride-ion conducting oxides, INS can detect collective vibrational
modes (phonons), as well as individual vibrations of the hydrogen ions [80, 172, 181].
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In perovskite-type ion conducting oxides, the low energy vibrational modes up to 75 meV are
interpreted as various vibrations of the perovskite host lattice, including A-site ion vibrations,
octahedral and oxygen vibrations [97, 181]. The first-order (fundamental) vibrations involving
hydrogen, such as wag O–H vibrations in proton-conducting pervoskites, or hydride-ion vibrations
involving the B-site cation are peaking around 80–150 meV [97, 182] Example of such modes in
BaTiO3−xHx, parallel and perpendicular to the Ti-H bond, here denoted with their frequencies ω∥
and ω⊥ is shown in Figure 4.5.

Figure 4.5: Peak assignments of vibrational motions involving the hydride-ion along with
schematic representations of those motions. INS measurement performed at 10 K on the
LAGRANGE spectrometer at Institut Laue-Langevinu, France (Paper IV).
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4.2 Infrared spectroscopy

Infrared (IR) spectroscopy is based on excitation of vibrational motions of atoms by electromagnetic
radiation in the IR range. It provides information about the specific vibrational frequencies and
bond strengths in a material. To put simply, let us assume that atoms are balls connected by
springs (bonds). The way the balls vibrate depends on their mass and how strong the springs are.
In essence, IR spectroscopy detects these vibrations at particular frequencies which are related to
different modes associated with a certain bond type [183]. For a certain material to have an IR
spectral fingerprint, it must, however, fulfill a selection rule which states that the dipole moment
of the atoms consisting it, must change during vibration. Hence not all vibrations are IR active.
For instance, for homonuclear diatomic molecules like O2 or N2 stretch modes are not IR active,
whereas stretch modes of heteroatomic diatomic molecules such as CO, HF, and OH are IR active
[183].

As the primary concern of this study is the O–H stretch mode, further in this section we
will discuss the O–H stretch mode characteristics in hydrated BaZr1−xScxO3−x/2 (x = 0.10–0.65)
powders and films, as well as hydrated Ba2In1.85M0.15O5 powders with M = In, Ga, Sc and Y.
When analysing IR spectroscopic data, vibrational modes are often assigned based on the presence
of specific bonds which have a specific IR fingerprint. Some of the strongest (and shortest) bonds
are formed with hydrogen and elements from the second row of the periodic table, such as oxygen.
Hydrogen bonding is crucial in identification of structures of inorganic materials [183]. The O–H
stretch modes are wildly affected by hydrogen bonds. For instance, sharp intense bands for free or
isolated O–H groups are observed in the range of 3590–3690 cm−1, however, in presence of hydrogen
bonding, the O–H stretch band typically shifts to lower frequency, where proton sites with different
hydrogen bonds are present, such as for example the presence of different proton sites identified for
hydrated Ba2In0.85M0.15O5, M= In, Ga, Y and Sc materials as shown in Figure 4.6.

In more detail, understanding the proton environment is especially useful when studying proton-
conducting oxides. In this work, the proton sites were classified as two main types, namely sites
in the low frequency region (below 375 meV) and in the high frequency region (above 375 meV) of
the O–H stretch band in the spectrum. Bonds in the low frequency region correspond to protons
with strong hydrogen bonding, indicating that a predominant motion would be the proton transfer
(jump); whilst, protons in the high frequency region correspond to protons with weaker hydrogen
bonding, indicating that the predominant motion would be the rotational motion of the –OH group
(Paper II). The shape of the O–H stretch band, corresponding to O–H stretching modes in different
local coordination environments can also give information of the availability of proton sites. Broader
O–H stretch band would indicate more diverse distribution of protons in different sites, whereas more
narrow O–H stretch band, on the contrary, would indicate preferred sites of the protons (Paper III).
In combination with other techniques, such and neutron scattering techniques, IR spectroscopy can
give powerful insights into the local proton environment and preferred localized diffusion mechanism
present in materials.
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Figure 4.6: Fits of different proton sites in the O–H stretch region of the IR spectra for
hydrated Ba2In0.85M0.15O5, M= In, Ga, Y and Sc (BIO, Ga/BIO, Y/BIO and Sc/BIO,
respectively). The α peaks correspond to protons with relatively strong hydrogen bonding,
whereas the β and γ peaks correspond to protons with relatively weaker hydrogen bonding
(Paper II).

4.3 Other techniques used in this thesis

In addition to the primary techniques as described in sections 4.1 and 4.2, additional analytical
techniques have been routinely utilized in this thesis in order to verify the chemical composition,
incorporation of hydrogen, and purity of the powder and film samples investigated in this thesis.

4.3.1 Thermogravimetric analysis

Thermogravimetric analysis (TGA) is a method that monitors mass changes as a function of temper-
ature. TGA is, therefore, especially convenient for observing various chemical phenomena including,
but not limited to, oxidation, vaporization, dehydration, and solid-state reactions, which is why it
is applicative as a characterization tool in very diverse fields within material science [184]. In this
work, TGA has been used for determining the degree of hydrogen concentration in hydrated powder
samples of BaZr1−xScxO3−x/2 (x = 0.10 and 0.50) and Ba2In1.85M0.15O5 (M = In, Ga, Sc and Y).
These materials have distinctive thermograms, characterized with a broad slope in the interval be-
tween 300 ◦C and 500 ◦C upon increasing temperature, manifested by a gradual dehydration of the
materials, followed by a final plateau, as shown in Figure 4.7 for Ba2In1.85Ga0.15O6H2 (Ga/BIO).
However, for some proton conducting oxides the curves do not reach such a plateau even at temper-
atures beyond 900 ◦C. The reason for this behavior is, at present, not fully understood, but may be
linked with a release of strongly physisorbed water molecules and/or bulk protons, as seen in other
studies on similar materials [185–187].

Beyond proton-conducting oxides, TGA measurements were likewise performed on the synthe-
sized oxyhydrides in order to verify that they are reduced and get a rough estimate of the content
of hydride-ions (if any) present in the structure. The oxyhydride thermograms are characterized
by a rise in mass for the temperature range between 550 and 650 ◦C, manifesting gradual oxida-
tion, followed by a final plateau at temperatures above, as shown for BaTiO3 oxyhydride (BTO) in
Figure 4.7.
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Figure 4.7: TG curve for a hydrated powder sample of Ba2In1.85Ga0.15O6H2 (Ga/BIO),
presented as a blue line, and BaTiO3−xHx oxyhydride (BTO), presented with a pink line.

4.3.2 Nuclear Reaction Analysis

Nuclear reaction analysis (NRA) was used to verify the degree of hydrogen in films of BaZr1−xScx
O3−x/2 (x = 0.45, 0.54, and 0.64). The basic principle of NRA is that the film of interest is exposed
to accelerated and energy-monochromatized 15N ions, which upon contact with hydrogen in the
film, these ions undergo the following reaction:

15N+ 1H → 16O → 12C+ α+ γ. (4.10)

At resonance energy ER = 6.385 MeV, excited 16O nucleus is formed as an intermediate com-
pound, which then undergoes α-decay into the first nuclear excited state of 12C, followed by release
of γ-radiation with energy equal to 4.4389 MeV. The intensity of the γ-radiation signal is measured
by a γ-detector and it is related to the hydrogen concentration at a specific depth. The 15N ions with
EN = ER can only induce a reaction with the hydrogen atoms near the surface of the film [188]. For
EN > ER, the 15N ions penetrate further into the film, and lose energy due to electronic stopping
amid traveling through the film, ∆E = EN − ER. Crucially, the energy loss ∆E is proportional to
the certain depth, or, to the trajectory length of the penetrated ions, z, which is equal to zero at
the surface [188], and can be calculated as z = ∆E/S, where S is the stopping power which, in our
experiments, is related to the total film thickness. A schematic drawing of the NRA measurements
on film samples is shown in Figure 4.8.

In our experiments, the energy resolution of the 15N beam was set to be around 13 keV, which
corresponds to a depth resolution of a film of 50 Å, as previously determined by NRA measurements
on a BaZr0.53In0.47O2.765 500 nm thick film [189]. The obtained results from the NRA measurements
give information about the total hydrogen concentration and hydration degree of the film samples.
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Figure 4.8: Schematic drawing of the basic principle of NRA for detection of hydrogen. Here,
EN represents the energy of the 15N ions, and ER the resonance energy equal to 6.385 MeV.

4.3.3 Powder X-ray diffraction

Powder X-ray diffraction (XRD) is a commonly employed technique in materials science for ana-
lyzing the srystal structure of materials [190, 191]. This process involves exposing a material of
interest to X-rays, which upon interaction with the material, produce constructive interference (and
also diffracted rays) when conditions satisfy Bragg’s law: nλ=2dsin(θ). Essentially, Bragg’s law
relates the wavelength of the X-ray to the diffraction angle and the lattice spacing in a material.
The intensities of the diffracted X-rays are detected and counted. By scanning the sample to a 2θ
range, all possible diffraction directions of the lattice should be achieved. The intensities of the
scattered X-rays are then plotted against the scattering angle, resulting in a diffraction pattern
I(2θ) [190, 191].

This diffraction pattern I(2θ) provides insights into the material’s crystal structure, as each
material exhibits a unique diffraction pattern, akin to a fingerprint (Figure 4.9). Further analysis of
this pattern can reveal information such as the presence of different phases and the sizes of grains
in polycrystalline materials [190, 191]. In this thesis, XRD was used to perform phase analysis and
in particular determination of (phase) purity of the analyzed material.

Figure 4.9: Examples of diffraction pattern of BaZr1−xInxO3−x/2, x= 0.10 and 0.20 powder
samples used as precursors for synthesis of oxyhydrides.
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4.3.4 Energy dispersive spectroscopy
The analysis of X-rays produced when a high-energy electron beam interacts with a sample in an
electron microscope is called energy dispersive spectroscopy (EDS) [190]. These X-rays are generated
when the high-energy electron strikes a specific area of the sample, ejecting a core electron [190].
As a result, outer shell electrons transition to fill the vacant lower energy levels, emitting X-rays in
the process. A detector is used to analyze these X-rays [190].

The EDS spectrum is composed of different peaks, where each peak corresponds to the char-
acteristic radiation of a specific element in the sample. The intensity of each peak is proportional
to the amount of that element present, allowing for the determination of the sample’s composition.
By measuring the intensities of these peaks, a quantitative assessment of the elemental composition
is obtained, providing accurate information about the atomic composition of the sample [190]. In
this thesis, EDS was used as a complementary technique for verification of elemental compositions
of various proton- and hydride-ion conducting materials.

Figure 4.10: Examples of EDS spectra of BaZr1−xScxO3−x/2, x= 0.10, 0.20 and 0.30 powder
samples used as targets for fabrication of films.
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CHAPTER 5 Instruments

The true method of knowledge is
experiment.

William Blake

5.1 Quasielastic neutron scattering
1There are different types of instruments for performing QENS measurements. In this thesis, neutron
time-of-flight (TOF) and backscattering instruments were used. The primary difference between
the two types of instruments is in the determination of the neutron energy transfer ∆E = Ei −Ef ,
where Ei is the incident neutron energy and Ef is the final neutron energy. The TOF instruments
have a, so called, direct geometry, which means that neutrons with fixed Ei hit the sample; Ef is
then determined by measuring the time the neutron needs to reach the well-defined distance between
the sample and the detector, as shown in Figure 5.1 a). Backscattering scattering instruments, have
an indirect geometry, which means that Ef is selected by Bragg reflection from an analyzer crystal
(in our case a Si crystal), and Ei varies, as shown in Figure 5.1 b).

Traditionally, a Doppler-moving monochromator that selects the Ei wavelength is part of backscat-
tering instruments. However, for spallation source-based instruments, like the one used in this thesis,
the Ei wavelength is a result of a built-in neutron pulsed structure.

The difference when using these two techniques is within the energy resolution, which due
to the Bragg angle close to 90◦, is much higher (µeV range) for the backscattering technique.
Accordingly, this corresponds to measurements of different timescales; due to the higher energy
resolution, backscattering instruments can probe longer time-range than TOF instruments, which
gives the possibility of observing long-range diffusional processes in addition to localized diffusion.

As part of this thesis, three TOF instruments were used for studies on the localized proton
motion in Sc-doped BaZrO3 and Ba2In2O5 powders, i.e., IN6, TOFTOF, and FOCUS.

IN6 is a TOF instrument at Institut Laue–Langevin (ILL), in Grenoble, France. The polychro-
matic neutron beam is monochromized by graphite monochromator which is then chopped by a
Fermi chopper. The scattered neutrons are then detected by 337 He detectors covering scattering
angles between 10◦and 115◦ [79, 192]. For our experiments, the spectrometer operated with 5.1 Å
incident wavelength neutrons, yielding an energy resolution of 0.07 meV at full width at half max-
imum (FWHM) at the elastic line, and an accessible Q-range in the range of 0.21–2.08 Å−1. Of

1This chapter is partially build up on on my Licentiate thesis [1].
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relevance to this thesis, the IN6 instrument was chosen to probe the fundamental steps of proton
diffusion in hydrated BaZr0.90Sc0.10O2.95 and BaZr0.50Sc0.50O2.75 (Paper I). More specifically, IN6
allowed for detection of proton transfers and rotational motions on the picosecond timescale.

TOFTOF is an instrument at the FRM II Neutron Source in Garching, Germany. The beam
is monochromatized and pulsed by seven fast rotating disc choppers, and is then focused onto the
sample by a converging super-mirror. The scattered neutrons are detected by 1000 He detectors
covering scattering angles between 7◦ and 140◦ [193]. In our study, TOFTOF was operated with
2.5 Å incident wavelength neutrons, yielding an energy resolution of 0.45 meV at FWHM at the
elastic line, and an accessible Q-range of 0.35–4.72 Å−1. In this thesis, TOFTOF was used as a
complementary tool to IN6 for further studies of the proton transfers and rotational motions in the
hydrated BaZr0.90Sc0.10O2.95 and BaZr0.50Sc0.50O2.75 (Paper I). In more detail, the wide Q-range
offered by TOFTOF was especially useful for analysis of the geometry of these localized processes.
This wide Q-range offered increased statistics and more physically reasonable values of the analyzed
parameters. Overall, these two instruments allowed for thorough investigation on the effect of the
doping concentration on the localized proton dynamics in Sc-doped BaZrO3.

FOCUS is a TOF instrument at The Paul Scherrer Institute (PSI), Switzerland. A horizontally
and vertically focusing monochromator with variable curvature in both directions focuses the beam
through a Fermi-chopper on the sample. The scattered neutrons are detected by 375 3He counter
tubes of rectangular shape. The scattering angle covers a range from 10◦ and 130◦ [194]. For
our experiments, FOCUS operated with 6 Å incident wavelength neutrons, providing an energy
resolution at the FWHM of the elastic line of ∼ 40 µeV and an accessible Q-range of 0.2-2 Å−1.
In regards to this thesis, FOCUS was used as an additional tool for investigation of fast localized
proton motions (of few tens ps) in hydrated Ba2In1.85M0.15O5 with M = In, Ga, Sc and Y (Paper
II). Additionally, the inelastic part of the measurements were also subjected to further analysis in
these materials. Schematic drawing of IN6, TOFTOF, and FOCUS configurations based on a direct
geometry setup is shown in Figure 5.1 a).

As part of this thesis, the backscattering instrument BASIS, at the Spallation Nautron Source
(SNS) at Oak Ridge National Laboratory, USA was used for analysis of the localized proton motion
in hydrated Ba2In1.85M0.15O5 with M = In, Ga, Sc and Y (Paper II). BASIS is characterized
with an energy resolution up to 3.5 µeV with Si(111) analyzer, and accessible timescales from 2
ps to 0.1 ns [195]. Access to an extended Q range up to 3.8 Å−1 can be achieved by switching to
Si(311) analyzer. For our experiments, the spectrometer operated with Si(111) analyzer, yielding an
energy resolution of 3.5 µeV at FWHM at the elastic line, and an accessible Q-range of 0.2–2.0 Å−1.
Specifically, the high resolution of BASIS was a key to obtain information of slower localized motions
on the hundred picosecond timescale, associated with an additional site in these materials, as well
as the presence of long-range dynamics in these materials. Ultimately, this measurement allowed
for detailed investigation on the proton diffusion and its effect on the nature of dopant atom in
Ba2In1.85M0.15O5 with M = In, Ga, Sc and Y. Schematic drawing of a traditional backscattering
instrument configuration based on an indirect geometry is shown in Figure 5.1 b).

A comparison of some important characteristics of the instruments used in this thesis are pre-
sented in Figure 5.2.
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Figure 5.1: Schematic drawing of a) direct geometry (IN6, TOFTOF, FOCUS) and b)
indirect geometry (BASIS) instrumental setup.
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Figure 5.2: Some characteristics of the IN6, TOFTOF and BASIS instruments used for
QENS measurements in this thesis.

5.2 Infrared spectroscopy

In the past, IR spectrometers were equipped with various prisms, detectors and diffraction acces-
sories connected to a recorder. Nowadays, IR spectrometers use interferometers and Fourier trans-
form data processors, and are known as Fourier transform IR spectrometers (FTIRs) [183, 190, 196].

The basic working principle of a FTIR spectrometer is as follows: a IR light source (usually
IR radiation obtained from a heated ceramic material) is defined by an aperture and is partially
transmitted and partially reflected to a moving mirror by a beam splitter. The moving mirror creates
an interferogram which is then Fourier transformed into a spectrum [197]. FTIR spectrometers are
single-beam instruments, which means that both background and sample spectra need to be recorded
as separate measurements. The final spectrum is then obtained by the ratio of the two spectra. The
FTIR spectrometer used for this thesis is a Thermo Scientific Nicolet Nexus instrument and the
two sampling techniques used in this thesis are the transmittance mode for the film samples and
diffuse reflectance mode for the powder samples. A schematic drawing of the two modes in shown
in Figure 5.4.
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Transmittance mode

The transmittance mode is based on the principle that the incident light passes through the whole
sample and a spectrum is recorded. Although quite simple and straightforward method, the trans-
mittance mode is often complicated by the sample’s thickness, and/or lattice to substrate mismatch
(for films samples) [181, 190]. Additional data manipulation is often needed. In this thesis the film
samples (Paper III) were measured in transmittance mode in both air and argon atmosphere at room
temperature. A reference spectrum was taken on the Al2O3 substrate which is almost transparent
in the IR range. The absorbance spectra was then derived by taking the logarithmic ratio between
the reference and sample spectrum. It is important to point out that for the proton-conducting
films in paper III, due to the large thickness of the substrate there was a strong interference which
was smoothed using the Savitzky-Golay algorithm in the Thermo Scientific OMNIC FTIR software.

Diffuse reflectance mode

The diffuse reflectance mode in infrared spectroscopy collects the diffuse reflection of the incident
light by the powder’s surface reflection in all directions and directs in towards the detector [181,
190]. This mode is especially useful for rough surfaces, such as powder samples. In this thesis
the proton-conducting powder samples were subjected to diffuse reflectance infrared spectroscopy
measurements. The reference measurement is often collected from a perfect diffuse scatterer, such as
wrinkled aluminum foil or a specialized accessory offered by the instrument [181, 190]. In this thesis,
the proton conducting powder samples (prior and after proton incorporation) were measured using
the diffuse reflectance background accessory (mimicking perfect diffuse scattering) as a reference
(background) spectrum. The absorbance spectra was then derived by taking the logarithmic ratio
between the reference and sample spectrum. All of the measurements were performed in air at room
temperature.

Figure 5.3: Simplified schematic drawing of FTIR spectrometer operating in a diffuse re-
flectance or in a transmittance mode.
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5.3 Thermogravimetric analysis

The instrument used for this work is the STA 409 PC Luxx thermal and calorimetric analyzer which
operates within temperatures up to 2000 °C. The instrument is concisisted of a thermobalance which
includes an electronic balance (microgram precision), a temperature–programmable furnace and
computer–driven controller which enables simultaneous heating and weighing of a sample. Figure
5.4 shows a schematic drawing of the components of the instrument. The working principle is as
follows; first, the sample is placed and weighed in a crucible (for our experiments an alumina crucible
was used due to its resistance to high temperature and non-reactivity with the BaZrO3, BaTiO3 and
Ba2In2O5 powders). Then, the sample is heated to higher temperatures with a constant heating
rate, or in our case between 800–1000 ◦C with 5–10 ◦C/min. The sample is situated within an
enclosed system ensuring a gaseous atmosphere of the measurement. In our case the instrument
was connected to nitrogen gas to prevent possible oxidation for the measurements of the proton-
conducting materials. The oxyhydride materials were, in turn, measured in air to allow for an
oxidation and avoid formation of oxynitrides [64].

Figure 5.4: Schematic drawing of the STA 409 PC Luxx thermal and calorimetric analyzer’s
configuration. The sample is put on the balance within the furnace and mass change is
detected as a function of temperature. This figure has been also used in my Licentiate
thesis.
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CHAPTER 6 Overview of Findings

It is a wild dance floor there at the
molecular level.

Roald Hoffmann

This chapter summarizes the key results obtained from my study on the local structure and
dynamics in proton-conducting and hydride-ion conducting materials. It is structured as the follow-
ing; in section 6.1, I describe the effect of doping concentration on the local structure and dynamics
in Sc-doped BaZrO3 proton-conducting materials (Paper I [198] and Paper III [199]); in section
6.2, I discuss the relationship between the nature of dopant atom and local structure and dynamics
in Ba2In2O5-based proton-conducting materials (Paper II); in section 6.3, I give an overview of
key parameters that influence the hydride-ion incorporation and diffusion in BaTiO3 and In-doped
BaZrO3 oxyhydrides (Paper IV).

6.1 Unraveling the effect of doping concentration on local
structure and dynamics

The effect of the doping concentration on the proton diffusion and local proton environments was
studied on a series of Sc-doped BaZrO3 powders and thin films. Sc as a dopant atom was chosen due
to its similarity in size to Zr, which results in a cubic structure for higher doping concentrations,
allowing for a more detailed study on the effect of the dopant atom in acceptor-doped BaZrO3

materials.
Research on the effect of varying Sc doping concentrations on proton mobility has so far been

limited to low doping levels up to 20% [108, 115, 200, 201]. These studies indicate that the localized
proton diffusion occur on the picosecond timescale, with only a minor effect on doping concentration.
However, further investigations involving significantly higher doping concentrations are necessary
to fully understand how increased doping influences proton mobility. Therefore, this study has been
focused on investigation of the localized proton dynamics using QENS on two hydrated powder sam-
ples with significantly different Sc-doping concentration, namely BaZr0.90Sc0.10O2.95 (10Sc/BZO)
and BaZr0.50Sc0.50O2.75 (50Sc/BZO).

Analysis of the fitting parameters revealed localized dynamics in the picosecond timescale, below
8 ps for both materials and consistent with previous QENS studies on 10Sc/BZO [108, 113, 115, 176].
The activation energy for these dynamics was found to be in the range of 8–40 meV, and it was
slightly lower for 50Sc/BZO than for 10Sc/BZO. The geometry of the motion has been described
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Figure 6.1: EISFs for (a) 10Sc/BZO and (b) 50Sc/BZO, as derived from the TOFTOF data.
The lines are fits to the jump-diffusion model over two (2N) and four (4N) sites.

with a contribution from both proton transfer and orientational motions, as shown in Figure 6.1.
Additionally, a marginally larger fraction of mobile protons in 50Sc/BZO was found to be released
at higher temperatures, associated with lower trial frequencies.

The lower activation energy observed in 50Sc/BZO may be linked to the increased proportion of
asymmetric units, rising from 20% in 10Sc/BZO to 50% in 50Sc/BZO, assuming that the Sc-dopants
are dispersed randomly within the matrix. Since the activation energy for proton transfer correlates
with the jump length, shorter average jump distances may also account for the lower activation
energy observed in 50Sc/BZO in accordance to studies on Sc-doped BaZrO3, and similar BaZrO3

systems doped with Y or In [106, 122, 176]. Furthermore, these differences could originate from
modification of the lattice dynamics, such as a shift of phonon frequencies to lower energies involved
in the proton transfer process, or the presence of additional localized oxygen modes. The increased
presence of asymmetric units Sc–O–Zr in 50Sc/BZO could also contribute to these effects. This
structural change likely promotes a relatively higher population of proton transfers with shorter
jump distances, which could explain the lower activation energy, as previously reported on 10%
Sc- and Y-doped BaZrO3 [108, 115, 176, 177]. The results indicate that significant increase of the
Sc dopant concentration from 10% to 50%, has little effect on the localized proton dynamics, its
timescale, and its activation energy. This finding is of relevance for future industrialization of these
materials for fuel cell technologies, as it suggests that the application of lower doping concentration
can not only have (virtually) the same effects in terms of proton diffusion, but also lower the
fabrication costs and decrease the demand of critical raw materials (one of which is Sc).

In my thesis, I also investigated the effects of doping concentration on the local structure and
coordination of protons in Sc-doped BaZrO3 films. Such insights are particularly important, as for
application in fuel cells, the material should be in a thin film form [8, 17, 27, 77]. Understanding the
differences between the local structure and coordination of protons in films and powders can, there-
fore, help to facilitate the commercial development of these materials. More specifically, the nature
of the local structure and coordination environment of protons, as well as their dependence on the
morphology of nanocrystalline BaZr1−xScxO3−x/2 films with x = 0.45, 0.54, 0.65 were investigated
using IR spectroscopy. The proton concentration in each sample was determined by NRA, revealing
that the hydration levels of the films range from 28% for x = 0.45, to 22% for x = 0.54, and to 19%
for x = 0.64; As shown in Figure 6.2, the proton concentration across all doping concentrations
remains below 30% (of 100% which corresponds to full hydration). A significant portion of protons
is localized near the surface, as opposed to a relatively low proton concentration observed in the
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Figure 6.2: Hydrogen concentration of the hydrated film samples of BaZr1−xScxO3−x/2 with
x = 0.45, 0.54, and 0.65 (45Sc/BIO, 54Sc/BIO and 65Sc/BIO, respectively) as derived from
NRA. The top axis shows the estimated penetration depth. The error bars were calculated
as a standard deviation with 95% certainty and are within the data points. (Paper III).

bulk of the film.
Crucially, IR spectroscopy measurements revealed notable differences among the samples, as

seen in Figure 6.3. In general the IR spectra of Sc-doped BaZrO3 powders are characterized by
a broad, dominant O-H stretch band, due to presence of various local proton environments in the
materials. Specifically, the lower-frequency region of the O–H band (2500–3000 cm−1) corresponds
to protons in non-symmetrical environments, such as Zr–O–Sc, while the higher-frequency region
(3000–3700 cm−1) is associated to protons in symmetrical environments, such as Zr–O–Zr and
Sc–O–Sc [107]. Variations in the band profiles with increasing Sc dopant concentrations reflect
differences in the distribution of protons across these different sites. In contrast, the spectra of the
hydrated thin films display markedly different features. These IR spectra show significantly weaker
and narrower bands, indicating a less homogeneous proton distribution, with a larger fraction of
protons in symmetric, weakly hydrogen-bonding configurations. Specifically, Figure 6.3 (b) shows
the IR absorbance spectra for the hydrated film samples of BaZr1−xScxO3−x/2 with x = 0.45, 0.54,
and 0.64. For x = 0.45, the spectrum shows a broad, weak band similar as the one observed in the
powders. At x = 0.54, distinct bands emerge around 3400 cm−1 and 3700 cm−1, with the former
one being notably more intense. For x = 0.64, the spectrum resembles that of x = 0.54, but the
band initially at 3400 cm−1 appears up-shifted to approximately 3500 cm−1, and the 3700 cm−1

band diminishes in intensity.
By integrating the findings from the IR spectral analysis of both nanocrystalline films and

microcrystalline powder samples, several key observations can be made (Figure 6.3). The appearance
of a prominent and intense band at around 3400–3500 cm−1 for higher Sc dopant concentrations
(x = 0.54 and 0.64), suggests that proton distribution in the films becomes less uniform. In more
detail, a larger proportion of protons occupy relatively symmetric and weakly hydrogen-bonded
configurations, compared to the lower-doped film (x=0.45) and the powder systems. This indicates
that a compositional threshold for the development of such preferred proton sites likely exists
between x = 0.45 and x=0.54, beyond which the spectral features tend to converge. Moreover, the
elevated proton concentration near the surface points to the potential presence of a proton-rich top
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Figure 6.3: Comparison between the O–H region of the bulk powder samples from ref. [122]
(a) and the film samples prepared by mangeton co-sputtering (b).

layer, a feature also reported in recent study of a 50 nm-thick BaZr0.53In0.47O2.77 film [189]. This
suggests that formation of such a proton-rich surface layer may be a common characteristic of proton-
conducting perovskite films. Overall, the results point towards a significant difference in the local
proton environments in thin film samples which are primarily dominated by protons in symmetrical
sites. The reasoning behind such preferred proton sites could be potentially linked to the low
hydration degree in the films, which decreases systematically with increasing Sc concentration, as
opposed to the fully hydrated powder samples. This suggests that factors beyond high Sc doping
concentration, and related to the fabrication method itself, such as stress or lattice-mismatch with
the substrate, influence the formation of such unique O–H stretch band.

To address this speculation, further investigation was conducted. Thin films of BaZr1−xScxO3−x/2

with x= 0.10, 0.20, 0.30 were prepared using PLD with powders serving as targets. The powders
were then fully characterized; XRD analysis confirmed the presence of a phase-pure cubic structure
(Pm3m); the powders showed polycrystalline grains with sizes ranging from 700 nm to 900 nm.
Figure 6.4 summarizes the characterization results.

The films along with with a small portion of the powder targets were hydrated at the same time

Figure 6.4: XRD patterns for BaZr1−xScxO3−x/2 films with x = 0.10, 0.20, and 0.30 (a) and
SEM image of BaZr0.80Sc0.20O2.90 (b).
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to verify that the hydration is successful. Figure 6.5 shows the IR absorbance spectra of the hydrated
powders (a) and thin film (b) samples of BaZr1−xScxO3−x/2 with x = 0.10, 0.20, and 0.30. Generally,
the powders are characterized with a broad O–H stretch band, indicating a diverse distribution of
proton sites and in accordance with the literature [1, 97, 196]. On contrary, no distinct O–H stretch
band is observed in any of the films across the different doping concentrations. While the cause
of this is unknown, we speculate that conditions related to the PLD deposition or the substrate
itself are responsible for lack of oxygen vacancies. These results further support the implication
that factors related to film fabrication such as stress or lattice-substrate mismatch contribute to
low (or absent) degree of proton concentration, especially since protons (and distinct O–H stretch
band) could be observed in the powders used as targets. These results give further insights into
the relationship between local proton environments in films, and the fabrication methods used.
The results also highlight the importance of developing and optimizing a fabrication method for
depositing films that have properties similar to those observed in the powders.

Figure 6.5: IR absorbance spectra of hydrated BaZr1−xScxO3−x/2 powders (a) and films
prepared by PLD (b) with x = 0.10, 0.20, and 0.30.

6.2 Elucidation of the relationship between type of dopant
atom and local structure and dynamics

Recent studies on hydrated Ba2In2O5, based on INS and QENS, revealed the presence of two types of
proton sites, H(1) and H(2), associated with proton rotational motions and proton transfers, respec-
tively, with activation energies Ea between 10–20 meV [93, 129]. Additionally, a third side, acting as
a saddle point for proton transfers and rotational motions was identified, with Ea = 35 meV, in the
timescale of 45–77 ps. The effect on the dopant atom in a doped Ba2In2O5, i.e. Ba2In1.85M0.15O5

with M = Ga, Sc and Y was also investigated using INS and IR spectroscopy [135]. The study
showed that the nature of the dopant has only a minor effect on the populations of these two proton
sites, H(1) and H(2).

Building upon these insights, this present study was focused on investigations on the effect of
the nature of dopant atom on the localized dynamics in Ba2In1.85M0.15O5 with M = In, Ga, Sc
and Y. The study is a continuance of the latter two investigations, and it aims to provide more
detailed information regarding the relationship between the nature of the dopant atom and its
localized dynamics. Hydrated powder samples of Ba2In1.85M0.15O5 with M = In, Ga, Y and Sc,
hereafter referred to as BIO, Ga/BIO, Y/BIO and Sc/BIO were analyzed using QENS. Analysis of
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Figure 6.6: S(Q,E)meas together with fits for (a) Ba2In1.85Ga0.15O5, (b) Ba2In1.85Y0.15O5 and
(c) Ba2In1.85Sc0.15O5 at T = 4900 K for Q = 1.50 Å−1.

the data for the undoped material, BIO, did not reveal a significant quasielastic scattering signal at
any of the tested temperatures (T = 400, 490, and 600 K). Although the exact cause remains
unclear, this absence is likely attributed to the presence of more stable protons with stronger
bonding in the material which are not mobile at these temperatures, as suggested by the TGA
measurements characterized with a rapid release of protons at temperatures above 700 ◦C (see
Supporting Information of Paper II), and in accordance with several other reports [92, 129].

Analysis of the doped materials, M/BIO (where M = Ga, Y, and Sc) showed that the dependence
of the FWHM on Q varies with temperature. Up to T = 490 K, the FWHM showed no significant
Q-dependence (within error), for any of the three materials. However, for T = 600 K, the FWHM
was found to increase with increasing Q, as shown in Figure 6.7. This was related to the presence
of localized dynamics with timescales in the range of 100–220 picoseconds for temperatures up to
490 K, and a long-range diffusion at 600 K, quite independent of M. It is worth noting that the
timescale for localized dynamics in Sc/BIO [700(90) ps] was disregarded on the basis that it is
likely attributed to a weak quasielastic signal that exceeds the instrument resolution as shown in
Figure 6.6 c). The localized dynamics was shown to have contributions from both proton transfers
and rotational motions, quite independent of M, as shown in Figure 6.8, and in accordance to studies
on Ba2In2O5, and other cubic-structured proton conductors [129, 202, 203].

A (virtually) constant value of the immobile fraction was observed, independent of M. The
values are similar to those reported for Ba2In2O5, with c = 90(3)% to 82(2)% for T = 400–485 K
[129]. On the contrary, systematic decrease of c down to 50–60% is common for various cubic

Figure 6.7: Temperature evolution of the FWHM for (a) Ga/BIO, (b) Y/BIO and (c)
Sc/BIO, as derived from the Si(111) data. Dashed lines represent the Q-average value for
each temperature.
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Figure 6.8: EISFs for a) Ga/BIO, b) Y/BIO and c) Sc/BIO, as derived from the BASIS
data. The lines are fits to the jump-diffusion model over two (N = 2) and four (N = 4)
sites.

proton conductors, such as for example for Y- and Sc-doped BaZrO3 [176, 198, 203, 204]. The
higher fraction of immobile protons in brownmillerite-structured materials than in cubic-structured
materials could be related to a presence of a slower proton dynamics, which could be rationalized
as dynamics of protons too slow to be detected in the instrumental "time window". It can also
be explained by a population of strongly-bonded protons, not found in cubic proton conductors,
which are present not only at room-temperature but are also stable up to ca. 400 ◦C [92, 137], and
persists well beyond the onset of dehydration and up to 700 ◦C. This is supported by the TGA results
(Supporting Information, Paper II) with BIO showing a small gradual dehydration in the range of
400–700 ◦C followed up by a significant and rapid mass loss at 700 ◦C. The presence and persistence
in temperature of these strongly-bonded protons are less pronounced in the M-doped materials, by
the lower dehydration temperature of ca. 300 ◦C for Ga/BIO, Y/BIO and Sc/BIO. Note however
that the temperature of dehydration in M/BIO is significantly higher than in cubic-structured
materials, typically at ca. 200 ◦C [106, 202, 204], which suggest that these strongly-bonded protons
are likewise present in the doped M/BIO materials. The long-range dynamics observed at 600 K,
independent of M, was attributed to a series of jumps with a fixed jump length of around 2.5 Å
and an average relaxation time of around 120 ps, as per the Chudley-Elliott model [178]. As an
example, Figure 6.9 shows fits of this model to the Y/BIO and Sc/BIO data.

A key result in this study is in the difference of the timescale of proton dynamics in the undoped
BIO and M/BIO materials, as only the M/BIO materials show proton dynamics in the here probed
range of 30 -300 ps. As all materials have similar hydration degree, the difference in such timescale
of the dynamics may indicate difference in local environment of protons in BIO, as opposed to
M/BIO. Peak-fit analysis of the IR spectra however, showed a quite similar ratio of the number of
H(1) protons to H(2) protons for all materials, pointing out that the difference in dynamics between
BIO and M/BIO may be, instead, related to the H(3) site (Supporting Information, Paper II).
In this regard, we speculate that the absence of dynamics in BIO may be related to lack of site
availability of H(3) due to proton saturation in the BIO structure. Specifically, cation substitution
is an effective route for lowering the amount of protons [129], which may also explain the weak
effect of the nature of dopant atom, considering that the doping concentration for all M/BIO is the
same. The lower amount of protons in M/BIO, hence increases the probability for occupation of
the H(3) site. Assuming that the occupation of H(3) sites enables long-range diffusion, then larger
availability of the H(3) site would translate into faster long-range diffusion, as observed in our QENS
measurements. This suggests that doping the Ba2In2O5 system decreases the occupation of such
sites, thereby facilitating long-range proton diffusion. Such insight could potentially contribute to
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Figure 6.9: Q-dependence of the FWHM at T=600 K for a) Y/BIO and b) Sc/BIO. The
lines are fits to the C–E model.

further optimization of these materials for fuel cell technologies by expanding the application of
different (and more economic) dopant atoms.

6.3 Local structure and dynamics in perovskite-type oxy-
hydrides

In this study, initially based on synthesis of oxyhydrides, LiH was used as a reducing agent for
BaTiO3Hx. TGA experiments were conducted to verify successful reduction and possibly hydride-
ion incorporation. As shown in Figure 6.10, the BaTiO3 oxyhydride is characterized with a notable
increase in mass, suggesting successful reduction and hydride-ion incorporation. The hydride-ion
concentration was quantified through solid-state NMR measurements, raveling hydride-ion molar
ration of x=0.12.

The hydride-ion diffusion in BaTiO2.88H0.12 oxyhydride was further investigated using QENS.
Interestingly, the study showed an absence of any diffusional process within the material, indicating
that oxygen vacancies are essential for hydride-ion diffusion. The study likewise investigated the
hydride-ion dynamics in BaTiO2.67H0.12□0.21 oxyhydride; overall, the hydride-ion diffusion in this
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Figure 6.10: TGA curves of BaTiO3, SrTiO3 and CaTiO3 oxyhydrides measured in air.
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oxyhydride with oxygen vacancies, was shown to be a two-timescale dynamics: a faster dynamics
component ranging between 2–6 ps, likely associated with hydride-ion diffusion in vacancy-rich
environments, and a slower dynamics component between 20–40 ps, possibly linked to hydride-ion
diffusion in vacancy-poor areas. A high percentage of the hydride ions was found to be immobile on
the here probed timescales, which further indicates that that these mobile hydride ions are related to
a certain local environment in the material. The nature of such specific local environment remains
to be investigated, but could result from the existence of regions relatively rich in anion vacancies
which could be found, for example, in the vicinity of grain boundaries. A key result in this study
is the necessity of oxygen vacancies for hydride-ion dynamics in BaTiO2.88H0.12. Furthermore the
presence of specific local environments present in the oxygen deficient BaTiO2.67H0.12□0.21 sheds
light on the relationship between the oxygen vacancies and hydride-ion dynamics. If this relationship
is further explored, synthesis of these oxyhydrides with an optimal number of oxygen vacancies
could contribute to optimization of materials with desirable hydride-ion conductivity for their final
applications in fuel cells. In this thesis, I have also synthesized SrTiO3 and CaTiO3 oxyhydrides
with CaH2 as a reducing agent. The successful reduction of these materials was confirmed by TGA
(Figure 6.10). It is worth pointing out, however, that the initial weight loss in the TGA shown in
Figure 6.10 for all three materials can be due to loss of surface hydroxyl and secondary water [67].
The slightly bigger drop observed for the CaTiO3 oxyhydride may be due to the extensive washing,
which could lead to increased amount of water absorption [67]. The hydride-ion concentration was
quantified through solid-state NMR measurements, raveling hydride-ion molar rations of x=0.13 in
the SrTiO3 oxyhydride. Unfortunately, no hydride-ions were detected in the CaTiO3 oxyhydride;
this could be related to unfinished reduction process, which may indicate that repetition of the
reduction process is needed. The SrTiO3 oxyhydride will be further investigated with QENS, with
the aim to unravel the relationship between the A-site cation and hydride-ion dynamics. Such
insights will contribute to a deeper understanding of the governing mechanism for hydride-ion
diffusion which can help in optimization of these materials for fuel cell applications.

Note that understanding the relationship between synthesis parameters and hydride-ion incor-
poration and diffusion in oxyhydrides is also essential for further advancement in this relatively
novel field of materials science. The topochemical route, as outlined in Chapter 3, requires special
conditions and equipment, which may limit its practicality for large-scale production and industrial
application. Motivated by the need for a more straightforward synthesis method for oxyhydries, and
inspired by a recent study on a hydrogen gas reduction route for synthesis of a new class of oxyhy-
dride, BaZr0.50In0.50O2.25H0.5 [70], this thesis focused on optimization of the hydrogen gas synthesis
route for a broader range of perovskite oxyhydries. Building upon results of the study in ref [70],
additional compositions of BaZr1−xInxO3−x/2 oxyhydrides with x=0.10 and 0.20 were synthesized
with the hydrogen gas reduction method, allowing for a more systematic study. XRD patterns con-
firmed the preservation of phase-pure powders post-synthesis. TGA measurements showed slight
oxidation, suggesting reduction of the material and possibly presence of a small amount of hydride-
ions in the material. To verify hydride-ion incorporation, INS measurements were performed. As
shown in Figure 6.11 b), no clear hydrogen-related peaks were detected in the samples. The reason
for this is not fully clear, but can be related to extremely small amount of hydride ions. Assuming
incorporation of hydride-ions is sensitive to the dopant concentration (and amount of oxygen va-
cancies present in the material), BaZr1−xInxO3−x/2 powders with x close to 0.50, namely x =0.56
and x =0.59 were also investigated. TGA results revealed notable difference in mass increase, with
x=0.56 showing significantly higher increase (Figure 6.11 a)). This result indicated high sensitivity
of hydride-ion incorporation to doping concentration. To further investigate this, a larger amount
(ca. 5 grams) of the very same x=0.56 powder batch underwent hydrogen reduction under the same
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conditions used previously. Interestingly, TGA data showed a lower mass increase compared to the
previously reduced material (0.1 grams), implying that that hydride-ions did not penetrate in the
bulk materials as effectively at larger scales (Figure 6.11 a)). INS measurements on the 59In/BZO
powder, however, showed no distinguishable hydrogen-related peaks. The reason for this remains
unclear at present times, but can be related to a very small amount of hydride-ions which produced
very weak (unnoticeable peaks) along with strong absorption in the material. It can imply that the
material transformed into oxygen-ion conductor, rather than a hydride-ion conductor. Upcoming
QENS experiments should give more insights regarding this cause.

Figure 6.11: TGA curves of BaZr0.44In0.56O2.72 (sample 1: 56In/BZO) and BaZr0.41In0.59O2.71

(sample 2: 59In/BZO), measured in air (a). INS spectra at T = 10 K of 10In/BZO and
20In/BZO and 56In/BZO; the purple line shows the data for BaTiO2.88H0.12 (BTOH) mea-
sured on IN1 (proposal 7-01-550) for the comparison (b).
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CHAPTER 7 Conclusions and outlook

The science of today is the technology
of tomorrow.

Edward Teller

The research results presented in this thesis have contributed to the fundamental understanding
of proton diffusion and local proton environment in proton-conducting oxides, particularly perovskite
and perovskite-like brownmillerite-type oxides. Additionally, this thesis has also provided more
detailed and systematic results into the influence of different parameters for the local structure
and dynamics in perovskite-type oxyhydrides. Referring back to the research questions outlined in
Chapter, 1, this thesis provides valuable insights.

In addressing the research question, "What is the relationship between the doping concentration
and the dynamics of protons, its activation energy, timescale and geometry in Sc-doped BaZrO3

perovskites? Does it differ? How?", the findings reveal that the localized proton dynamics, is weakly
affected by the Sc doping level within the here investigated range up to 50%. In more detail, studies
on powder samples of BaZr1−xScxO3−x/2 (x = 0.10 and 0.50) confirmed that proton dynamics are
localized and composed of proton rotational motions around a single oxygen atom, and transfers
between neighboring oxygens. These processes occur on timescales below 10 ps, with activation
energies ranging between 8 and 40 meV. The implications from this study suggest that Sc doping
concentration has a minor effect on the proton dynamics, therefore providing further insights which
can contribute to industrialization of these materials for fuel cell applications, considering that for
large-scale applications, factors such as chemical composition have a significant economic impact.
This research question was also further investigated on the effect of Sc dopant on the proton envi-
ronments in BaZr1−xScxO3−x/2, (x = 0.45, 0.54, 0.65) films prepared by magneton co-sputtering.
The goal was to better understand this research question from an application perspective, making
the findings more relevant for real-application. The results revealed a diverse range of local proton
environments for x = 0.45. In contrast, compositions with x = 0.54 and 0.65 showed evidence of
preferred, symmetric, weakly hydrogen-bonding proton configurations. Additionally, it was demon-
strated that the local structural features of the studied films prepared by magneton sputtering differ
significantly from those observed in powder samples with comparable compositions, with the films
exhibiting much homogeneous distribution of protons. On contrary, absence of proton incorporation
was observed in the films prepared by PLD, as compared to the powder "targets" used for their
deposition, which were characterized by a diverse range of local proton environments. The results
on films fabricated by magneton co-sputtering and PLD indicate that factors beyond chemical com-
position play role in the presence of such unique local structural features, hence highlighting the
importance of advancement and optimization of fabrication methods on both lab- and large-scale.
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In relation to the second research question "What are the effects of different dopants on the
proton environments, proton diffusion, its timescale, and geometry of motion in Ba2In1.85M0.15O5,
M = In, Ga, Y, and Sc brownmillerite materials", the results demonstrated that doping the Ba2In2O5

structure with Ga, Y, and Sc, results in the presence of localized proton diffusion in the range of a
hundred picoseconds. Doping was found to be an effective strategy for promoting the occupation of
a saddle state which facilitates the interexchange of proton transfers and rotational motions, and for
enabling long-range diffusion. The specific type of dopant atom was observed to have only a minor
influence on the distribution of proton sites, as well as on the dynamics or timescale of the diffusional
processes. These findings, overall, indicate that cation substitution has favorable influence on both
the localized and long-range diffusion, whereas the specific dopant atom plays a minor role in the
geometry or temporal characteristics of these processes. Such findings may contribute to application
of a wider range of dopant atoms, some which are also more economic and applicable in industrial
settings.

Regarding the remaining research questions related to synthesis of perovskite oxyhydride and
the relationship between the compositional differences of the precursors and the hydride-ion incor-
poration and dynamics, the results reveal important new insights. In more detail, the study utilizing
a topochemical synthesis route demonstrated that reducing agents other than CaH2, such as LiH,
can be employed to synthesize oxygen vacancy-free BaTiO2.88H0.12. However, the same material
showed no signs of hydride-ion diffusion, indicating that the presence of oxygen vacancies is essential
for facilitating hydride-ion diffusion. The study also revealed that hydride-ion diffusion relies on
oxygen-vacancies, and that the timescale of this diffusion is dependent on the local environment of
hydride ions, especially related to the vicinity of oxygen vacancies.

Additionally, the effect of the doping concentration on hydride-ion incorporation in a series
of BaZr1−xScxO3−x/2, (x = 0.20, 0.30, 0.56, and 0.59) using hydrogen gas reduction method was
investigated. The findings indicate that doping concentration and synthesis parameters significantly
influence the ability of hydride-ion incorporation. These findings indicate that advances in synthesis
methods, allowing for controlled composition of oxyhydrides, is crucial for further advancement in
this relatively new field of materials science.

With a view towards the future, this thesis has also raised new intriguing research questions
worthy of further investigation. For instance, the findings for Sc-doped BaZrO3 powder and film
samples show structural difference between the two, highlighting the need for additional investigation
on the cause of this phenomenon. As one example, systematic study on the effect of fabrication
parameters and compositional differences in these systems may help in developing films with features
similar to the powder ones. Additionally, more detailed studies of the localized structure between
films and powders using, for example, UV-Raman spectroscopy can possibly provide more details
that can help optimize the films.

Further investigation on the influence of the dopant atom on the macroscopic conductivity in
Ba2In1.85M0.15O5, M = In, Ga, Y, and Sc, can, naturally, offer deeper insights into the relationship
between nature of dopant atom, localized diffusion and macroscopic conductivity. Such insights
could further contribute in optimization of these materials for their practical application. It would
be also interesting to investigate the behavior of these systems in conditions used in fuel cell under
operation. Additionally, investigation of Ba2In1.85MxO5, M = In, Ga, Y, and x= 0.05–0.20 would
offer a more systematic study for the influence of the dopant atom concentration on the localized
and long-range proton dynamics.

Regarding the synthesis methods, numerous approaches remain to be explored. As one exam-
ple, optimizing parameters such as temperature and gas flow in hydrogen gas reduction method
could give new insights to avoid structural decomposition. Extended systematic studies using both
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topochemical and hydrogen gas reduction routes with different composition of precursors, reduc-
ing agents and temperatures may also bring new insights which will facilitate innovations in this
relatively new field.

Furthermore, studies on the hydride-ion diffusion in a series of BaTiO3 oxyhydrides with differ-
ent amount of oxygen vacancies could provide a more thorough understanding on the relationship
between hydride-ion local environment and diffusion.
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Appendix A

Fuel cells– brief considerations

Fuel cells are electrochemical devices that produce electricity through reactions between a fuel,
typically hydrogen, and an oxidant, usually oxygen. There are different types of fuel cells, each dis-
tinguished by their electrolyte material and operating conditions beyond SOFCs, which is explained
in Chapter 2 of this thesis. Other type of fuel cells include proton exchange membrane fuel cells
(PEMFCs), molten carbonate fuel cells (MCFCs), alkaline fuel cells (AFCs), and phosphoric acid
fuel cells (PAFCs). These fuel cells differ in terms of materials used, efficiency levels, operational
temperatures, and applications. Figure 7.1 summarizes the primary characteristics of these fuel cell
types [205].

Figure 7.1: Characteristics of different fuel cells, beyond SOFCs, and some of their charac-
teristics. Adapted from [205].
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Appendix B

Incorporation of protons and hydride-ions in perovskite-
type oxides

Incorporation of protons in ABO3 systems
1Protons do not exist by default in the oxide materials, but rather are incorporated into the struc-
ture [35]. The essential requirement for proton incorporation, however, is the presence of oxygen
vacancies. Oxygen vacancies can be part of the structure of these oxides, or they can be created by
acceptor doping as a result the difference in valency between the transition metal and dopant atom.
The process used for proton incorporation is called hydration and it is performed by exposing the
oxide to water vapor for certain amount of time. Upon hydration, the oxygen vacancies are filled
due to water dissociation, or in terms of Kröger-Vink nomenclature:

H2O + V¨
O +Ox

o = 2OH˙ (7.1)

Where V̈O is the oxygen vacancy present within the structure or created by acceptor doping,
Ox

o is the oxygen ion on the lattice site and OH˙ is the proton localized on the oxygen ion. For
the acceptor doped perovskite oxides, the number of proton concentration is roughly estimated
to be equal to the dopant concentration; once incorporated, the protons remain stable at room
temperature. However, increasing the temperature above certain point causes the protons to leave
the structure, a process also known as dehydration.

Incorporation of hydride-ions in hydride-ion-conducting
ABO3 systems

The mechanism of hydride-ion incorporation in perovskite ABO3 systems is not yet known. However,
there are likely processes that are possible during the hydride reduction of these systems. In the
two step case-scenario, the ABO3 system reacts with a metal hydride and creates hydrogen gas a
side product. Then, the oxygen-deficient system reacts with the H2 gas in which the hydride-ion
enters the perovskite framework and forms the oxyhydride [68].

BaTiO3 + 2x/nMHn → BaTiO3−x + 2x/nMOn/2 + xH2

1This part is partially included in my Licentiate thesis [1].
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BaTiO3−x + x/2H2 → BaTiO3−xHx

In the hydrogen gas case-scenario, the ABO3 system reacts with a hydrogen gas and creates
oxygen vacancies on the surface. The oxygen moves up towards the surface, creating oxygen vacan-
cies in the bulk. Consequently, the hydride ion is incorporated on the surface and penetrates down
in the bulk of the material [68]. Schematic drawing is shown in Figure 7.2.

BaTiO3 + xH2 → BaTiO3−x + xH2O

BaTiO3−x ++x/2H2 → BaTiO3−xHx

Figure 7.2: Schematic drawing of the possible hydride-ion incorporation process with hydro-
gen gas reduction. Oxygen vacancies are created on the surface (1); hydride-ion is incorpo-
rated (2); oxygen migrates to the surface leaving vacancies in the bulk (3); at the same time
the hydride-ion diffuse into the bulk (4)
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