
Ultra-high-capacity band and space division multiplexing backbone EONs:
multi-core versus multi-fiber

Downloaded from: https://research.chalmers.se, 2025-06-01 04:44 UTC

Citation for the original published paper (version of record):
Arpanaei, F., Zefreh, M., Natalino Da Silva, C. et al (2024). Ultra-high-capacity band and space
division multiplexing backbone EONs: multi-core versus
multi-fiber. Journal of Optical Communications and Networking, 16(12): H66-H78.
http://dx.doi.org/10.1364/JOCN.533086

N.B. When citing this work, cite the original published paper.

© 2024 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained
for all other uses, in any current or future media, including reprinting/republishing this material for
advertising or promotional purposes, or reuse of any copyrighted component of this work in other
works.

(article starts on next page)



Research Article Journal of Optical Communications and Networking 1

Ultra High-Capacity Band and Space Division
Multiplexing Backbone EONs: Multi-core vs. Multi-fiber
FARHAD ARPANAEI1,2,*, MAHDI RANJBAR ZEFREH3, CARLOS NATALINO2, PIOTR LECHOWICZ2,
SHUANGYI YAN4, JOSÉ M. RIVAS-MOSCOSO5, ÓSCAR GONZÁLEZ DE DIOS5, JUAN PEDRO
FERNÁNDEZ-PALACIOS5, HAMI RABBANI6, MAITE BRANDT-PEARCE6, ALFONSO SÁNCHEZ-MACIÁN1,
JOSÉ ALBERTO HERNÁNDEZ1, DAVID LARRABEITI1, AND PAOLO MONTI2

1Department of Telematic Engineering, Universidad Carlos III de Madrid (UC3M), Leganés, Madrid, 28911 Spain.
2Electrical Engineering Department, Chalmers University of Technology, 41296 Gothenburg, Sweden.
3CISCO Systems S.R.L., Vimercate (MB), Italy.
4Smart Internet Lab, University of Bristol, Bristol, UK,
5Telefónica Global CTIO, S/N, 28050 Madrid, Spain.
6Charles L. Brown Department of Electrical and Computer Engineering, University of Virginia, Charlottesville, VA 22904 USA.
*Corresponding author: farhad.arpanaei@uc3m.es

Compiled December 10, 2024

Both multi-band and space division multiplexing (SDM) independently represent cost-effective approaches
for next-generation optical backbone networks, particularly as data exchange between core data centers
reaches the petabit-per-second scale. This paper focuses on different strategies for implementing band
and SDM elastic optical network (BSDM EON) technology and analyzes the total network capacity of
three sizes of backbone metro-core networks: ultra-long-, long-, and medium-distance networks related
to the United States, Japan, and Spain, respectively. Two BSDM strategies are considered, namely multi-
core fibers (MCFs) and standard single mode fiber (SSMF) bundle of multi-fiber pairs (BuMFPs)-based
BSDM. For MCF-based BSDM, we evaluated the performance of four manufactured trench-assisted weakly
coupled (TAWC) MCFs with four, seven, thirteen, and 19 cores. Simulation results reveal that in the regime
of ultra low (UL) loss and inter-core crosstalk (ICXT), MCF-based throughput can be up to 14% higher than
SSMF BuMFP-based BSDM when the core pitch exceeds 43 µm and the loss coefficient is lower than that
of standard single-mode fibers. However, increasing the number of cores with (non-)standard CDs and
UL loss and ICXT coefficient is not beneficial. As core counts increase up to 13 in non-standard cladding
diameter (< 230µm), core pitch and loss coefficient also increase, leading to degraded performance of
MCF-based BSDM compared to SSMF BuMFP-based BSDM. The results indicate that in scenarios with 19
MFPs, SSFM BuMFP-based BSDM outperforms 19-core MCF-based scenarios increasing the throughput
by 55% to 73%, from medium backbone networks to ultra-long ones.
© 2024 Optica Publishing Group
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1. INTRODUCTION

The emergence of sixth generation (6G) mobile technology marks
a pivotal moment in telecommunications, promising to overhaul
high-speed, low-latency services by the anticipated horizon of
2030 [1]. This cutting-edge technology is motivated by an un-
precedented surge in demand for bandwidth-intensive appli-
cations and services, compelling a substantial expansion in the

capacity of the optical network infrastructure [2, 3]. As novel
technologies and applications that require greater bandwidth
continue to proliferate, Internet service providers and telecom-
munication operators (Telcos) face an urgent task: to increase
their network capacity while also increasing cost-effectiveness
and energy efficiency [4, 5].

The integration of multi-band technology has emerged as a
practical solution to meet these requirements [6, 7]. However,

http://dx.doi.org/10.1364/ao.XX.XXXXXX
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projections suggest that by 2030, the developments of the 6G
mobile communication landscape and the proliferation of artifi-
cial intelligence applications will demand a shift towards spatial
multiplexing networks [2, 8]. Developing a network that seam-
lessly combines band and space division multiplexing (BSDM)
technologies presents a complex task [9, 10]. The challenges
associated with few-mode fibers and few-mode multi-core fibers
are considerable, rendering them unsuitable for long-haul and
regional metro-core backbone networks [8]. To address these
challenges while ensuring the stability of Telcos’ infrastructure
and compatibility with existing systems, recent studies have
introduced weakly-coupled multicore fibers (MCFs) or bundle
of multifiber pairs (BuMFPs) cables [11] for backbone optical
networks.

Over the past 15 years, research on MCFs has led to the intro-
duction of two categories: strongly-coupled (SC) and weakly-
coupled (WC) [12, 13]. In the case of SC fibers, multi-input
multi-output (MIMO) digital signal processing (DSP) is required
at the receivers, and the coupled channels must be treated as
a single entity from the source to the destination; otherwise,
regeneration at intermediate nodes becomes necessary [14]. The
random coupling within SC-MCFs can mitigate the accumu-
lation of non-linearity impairments, group delay differences
between modes, spatial mode dispersion, and mode-dependent
loss/gain. In this way, SC-MCFs could serve as promising candi-
dates for long-haul point-to-point transmissions [14]. In contrast,
weakly-coupled MCFs (WC-MCFs) do not require MIMO DSP
at the receivers, and their channels can operate independently,
allowing for optical switching without the need for optical-to-
electrical-optical conversion/regeneration at intermediate nodes
[15]. In terrestrial fully meshed regional/metro-core networks,
WC-MCFs are preferred to circumvent the need for MIMO-DSP.
Due to these properties, this work focuses on WC-MCFs. In
recent years, various types of WC-MCFs have been introduced
by both academia and industry, differing in core layout, number
of cores, cladding diameters, thickness diameters, pitch distance,
bandwidth, and other factors [13, 14, 16–19].

The WC-MCFs with hexagonally close-packed layout is re-
garded as the most spatially efficient, which is typically quan-
tified in terms of the number of cores per unit area or volume.
Three parameters are crucial in the manufacturing of WC-MCFs:
the core pitch, which is the distance between the centers of adja-
cent cores and affects inter-core crosstalk (ICXT); the cladding
diameter (CD), closely related to the mechanical reliability of
the optical fiber; and the cladding thickness (CT), which is the
distance from the center of the outer core to the outer cladding
edge affecting loss coefficients. Designing WC-MCFs requires
careful consideration of the number of cores within a limited
cladding space [20]. While there is no standard cladding size for
MCFs, a smaller diameter is preferable for achieving high core
density and maintaining mechanical reliability during bending.
For practical use of WC-MCFs, suppressing ICXT is critical. A
smaller core pitch results in larger ICXT between adjacent cores,
necessitating a decrease in effective area to reduce coupling coef-
ficient and, consequently, an increase in fiber non-linearity [21].
Additionally, the CT must be sufficient to reduce micro-/macro-
bending losses in outer cores. Hence, there exists a trade-off
relationship between ICXT, fiber non-linearity, and core den-
sity while maintaining a single-mode condition. The CD of
WC-MCFs should be smaller than 230 µm to satisfy the limit of
failure probability, and the CT must be sufficiently large (> 40
µm) for reducing micro-/macro-bending losses in outer cores
[22].

In the course of this work, we consider these assumptions.
Authors in [16] investigated WC-MCFs with a CD equivalent
to that of traditional single-core fibers, typically 125 µm. How-
ever, as mentioned earlier, in order to maintain low non-linearity,
ICXT, and a low loss coefficient, the number of cores was set
to 4, with a core pitch and cladding thickness greater than 40
µm [19, 23]. Furthermore, in [24] and [25], the proposal of 6-8
core MCFs and 19-core MCFs, respectively, was noted; how-
ever, these WC-MCF configurations are not suitable for long-
haul multi-band optical networks. The intricacy of managing
crosstalk becomes even more challenging in multi-band systems
due to phenomena such as inter-channel stimulated Raman scat-
tering (ISRS), which notably affects transmission quality and the
ICXT depending on the frequency [9]. Moreover, the frequency-
dependent power coupling coefficient across different bands,
unlike C-band systems, cannot be overlooked [9, 26]. Recent
advancements propose four-core fibers of standard gauge for
operation across all bands [21], with a core pitch of 43 µm and a
lower loss coefficient than standard single mode fibers (SSMFs).
In this study, we not only assess the performance of these fibers
against non-standard cladding diameter fibers (less than 230
µm) but also compare ultra-low (UL)-ICXT MCFs systems with
bundles of single-mode multi-fiber pairs (BuMFP). Addition-
ally, determining the suitable operating range of MCFs based on
the distance between adjacent cores and trench width is critical
[27, 28]. This operating range ensures that ICXT resulting from
core proximity does not compromise the bit rate of transceivers,
relying solely on linear and non-linear noise factors to determine
bit rates. This operating range is known as the UL-ICXT zone,
where the modulation format level selection remains indepen-
dent of ICXT. Consequently, network planning is less complex
compared to ICXT-aware service provisioning, which is neces-
sary for ICXT-sensitive WC-MCFs.

Today’s network deployments adopt SSMF due to their avail-
ability for the past several decades. However, optical networks
need to be upgraded to meet the demands for ultra-wideband,
high-capacity demands. Upgrading from SSMF (ITU-T G.652)
to UL loss (ULL) SMFs (ITU-T G.654) presents a significant op-
portunity for improving network performance in terms of reach
and capacity [29–31]. ULL SMFs offer substantially lower atten-
uation compared to SSMFs, with loss coefficients ranging from
0.14 to 0.17 dB/km for ULL SMFs and from 0.19 to 0.22 dB/km
for SSMFs at 1550 nm. This reduction in loss allows for extended
transmission distances between amplification sites, effectively
decreasing the number of amplifiers required across long-haul
links. However, ULL SMFs might not be the only alternative. UL
loss-ICXT MCFs offer a higher spatial density within the same
CD as standard SMFs, making them a compact and potentially
more cost-effective option for greenfield deployments. Addition-
ally, in brownfield deployments, MCFs remain more efficient
in terms of spatial density, especially due to the pre-established
constraints in terms of space. Therefore, UL loss-ICXT MCFs
may not yet surpass ULL SMFs in terms of loss coefficient, but
their smaller footprint and potential for UL ICXT make them
a promising alternative for ultra-wideband, high-capacity net-
works. A fair comparison between UL loss-ICXT MCFs and ULL
SMFs should account for factors such as technological matu-
rity, hardware availability, and long-term economic viability, but
these studies are out of the scope of this paper. It is important
to clarify that throughout this work, when referring to BuMFP-
based BSDM, we are specifically discussing its implementation
using SSMF, and not ULL SMFs

Additionally, the total network capacity exceeds that of WC-
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Fig. 1. Architecture of the nodes in band and space division multiplexing (BSDM) EONs.

MCFs sensitive to ICXT. In ICXT-sensitive MCFs, the modulation
format of each lightpath (LP) depends on the experienced ICXT
[32]. In [33], authors experimentally assessed the capacity perfor-
mance of the C+L+S-band over a 3,000 km 4-core SC-MCF with a
cladding diameter of 125 µm. While [34] proposed a survivable
service provision algorithm for BSDM EONs over the C+L-band,
the linear noise of the QoT estimator did not model ISRS. Ad-
ditionally, [10] experimentally evaluated the performance of
7-core and 4-core WC-MCFs over the C+L-band, revealing a
wavelength dependence of ICXT in WC-MCFs, with nearly a 10
dB tilt between the short edge of the C-band and the long edge
of the L-band for the considered fibers. Subsequently, [35] as-
sessed the achievable throughput of C+L band and S+C+L band
MCF transmission systems using fibers with standard cladding
diameter, concluding that the optimal core count is four, effec-
tively balancing the effects of crosstalk with those of amplified
spontaneous emission (ASE) and fiber non-linearity. In [36], the
authors explore the evolution of optical networks, particularly
the challenges related to optical signal switching in multi-band
over SDM systems. While the work presents three novel node
architectures, its focus remains on fiber-lane switching within
BuMFPs rather than MCFs. Moreover, innovative approaches
for transceivers and switching, focused on flexibility, energy
efficiency, and sustainability, have been proposed to address the
requirements of 6G optical networks. The study demonstrates
multi-band over SDM technology, achieving up to 180.9 Gb/s
transmission across S+C+L bands and validating a 19-core MCF
scenario for next-generation network scalability and efficiency
[37]. In [9], the authors also identify a critical wavelength where
the influence of SRS on ICXT becomes negligible. Building on
those findings, they proposed that, under the influence of SRS,
arranging for low frequency channels at low input power and
high frequency channels at high input power is advantageous
for the design of BSDM EONs. Consequently, the HPO approach
of employing flat receiver power, as proposed in our previous
work [38], proves beneficial in achieving this objective. It is note-
worthy that, to the best of our knowledge, this study is the first
to consider this aspect, in contrast to existing literature such as
[10, 34].

In line with state-of-the-art studies, the contributions of this
paper are as follows: (i) introducing a comprehensive analyti-
cal model for estimating the generalized signal-to-noise ratio

(GSNR) for multi-band SDM EONs, inspired by the model pro-
posed in [39]; (ii) analyzing the ICXT of WC-MCFs with stan-
dard and non-standard cladding diameter in different bands and
cores for C+L+S-band systems; (iii) conducting a network-wide
study of the performance of WC-MCFs with standard and non-
standard cladding diameter, comparing them with C+L+S-band
BuMFPs BSDM in networks of varying sizes; (iv) sharing the
QoT profiles of all connections in the three sizes of networks in
an open-source repository (see [40]) for use in future studies such
as network planning, techno-economic analysis, and migration
and upgrading studies from conventional/multi-band EONs
to the BSDM EONs. Simulation results reveal that MCF-based
systems can outperform BuMFP-based BSDM by increasing the
throughput by up to 14% in ultra-low ICXT and low loss scenar-
ios (MC04 and MC07) when the core pitch exceeds 43 µm and
the loss coefficient is lower than standard single-mode fibers.
However, increasing the number of cores with non-standard
cladding diameters (<230 µm) leads to worse performance due
to higher core pitch and loss coefficients. In scenarios with 19
MFPs, BuMFP-based BSDM outperforms 19-core MCF-based
systems by 55% to 73% gains in throughput in medium to ultra-
long networks.

The rest of this paper is structured as follows: Section 2 pro-
vides details of the system model for BSDM EONs, including
node architectures and switching functionality. Section 3 de-
scribes the physical layer modeling for BSDM EONs, including
a discussion on the linear, nonlinear (Kerr and ISRS), and ICXT
noises, which are essential for calculating the GSNR and ICXT.
Section 4 introduces exhaustive simulation results and discus-
sions on network capacity and ICXT analysis for different BSDM
scenarios. Finally, Section 5 concludes this paper.

2. BAND AND SPACE DIVISION MULTIPLEXING (BSDM)
EONS

Fig. 1 shows the nodal architecture of BSDM EONs considered
in this work. A multi-layer optical transport network (OTN)
switching-based BSDM over WC-MCFs or BuMFPs is consid-
ered. The network uses C+L+S-band technology, providing ap-
proximately 20 THz of bandwidth. The modulation format of the
line cards is tailored according to the GSNR [41]. Since the GSNR
of each (channel, core) pair is different, due to the ISRS and ICXT
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in BSDM systems, the modulation format/transmission bit rate
of each line card is contingent upon the channel and core uti-
lized by the respective line card. For example, as shown in Fig.
2, the line card bit rate can vary from 100 Gbps to 600 Gbps.
Therefore, the Internet protocol/multiprotocol label switching
(IP/MPLS) traffic can be groomed via the OTN switch matrix
and mapped to an idle line card that constructs a lightpath (LP).
However, the IP-over-WDM approach, which bypasses the opti-
cal terminal, would be another solution as illustrated in Fig. 1.
Then, the LPs can be optically switched via a BSDM colorless,
directionless, and contentionless (CDC) reconfigurable add-drop
division multiplexing (ROADM) and transmitted through WC-
MCFs/BuMFPs. For the sake of simplicity, we assume that
switching the spatial lane (core/fiber) is not permitted.

The CDC BSDM ROADM is equipped with modules for
telemetry, including optical channel monitoring (OCM), opti-
cal time-domain reflectometer (OTDR), and optical supervisory
channel (OSC) [42, 43]. However, the optimal design for such
a ROADM remains an open topic for future research. Proof-of-
concept architectures and designs for various SDM ROADMs
have been discussed in the literature, such as in [44]. Addi-
tionally, it features a dynamic gain equalizer (DGE) to equal-
ize the launch power, and the pre- and post-amplifiers. The
software-defined networking orchestrator oversees and regu-
lates the routing, modulation format selection, grooming, spec-
trum assignment, and switching process based on the GSNR
of each (channel, core) pair. The in-line amplifier sites of the
BSDM are equipped with the DGE. Doped fiber amplifiers (DFA)
specific to each band and core amplify the signals at the in-line
amplifying sites and in the CDC BSDM ROADM after the fan-in
fan-out (FIFO) and the mux/demux components. Erbium-doped
fiber amplifiers (EDFAs) are utilized in the C- and L-bands,
while thulium-doped fiber amplifiers (TDFAs) are employed in
the S-band. The DGEs are calibrated according to the hyper-
accelerated power optimization (HPO) strategy proposed in
[38].

In our study, we emphasize the concept of optimal flat re-
ceived power at the end of each span as part of our HPO ap-
proach [38]. This technique is designed to enhance the capacity
of multi-band optical systems by addressing the ISRS effects. The
HPO approach involves adjusting the launch power of different
frequency channels to compensate for the power loss experi-
enced over the fiber span. Specifically, higher launch powers are
applied to higher-frequency channels, which are more affected
by ISRS. This adjustment aims to achieve a flat optical signal-to-
noise ratio (OSNR) at the end of each span, facilitating effective
network management and service monitoring. Although this
results in a reduced tilt of the GSNR profile, it does not aim for a
uniform GSNR profile, which may not necessarily be optimal for
maximizing span capacity. The benefits of this approach include
improved network management through consistent OSNR and
a practical method for optimizing power in multi-band systems.
The second benefit of this approach is accelerating power opti-
mization, which is discussed in detail in [38]. However, it should
be noted that while the flat OSNR is maintained, the span capac-
ity is optimized based on the adjusted power levels rather than
a uniform GSNR profile. For a more comprehensive discussion
on this technique and its impact on system performance, please
refer to [38]. The in-line amplifier sites architecture is proposed
based on the discussion in [45]. However, the application of
DGEs depends on the network scale.

The schematic diagram of the BSDM CDC ROADM is de-
picted in Fig. 2. The ROADM comprises four degrees, labeled

Fig. 2. Band and space division multiplexing (BSDM) color-
less, directionless, and contentionless (CDC) reconfigurable
add-drop division multiplexing (ROADM).

Fig. 3. Trench-assisted weakly coupled multi-core fiber lay-
out, 7-core fiber (MC07) with cladding diameter 187.5 µm,
13-core fiber with cladding diameter 200 µm, 19-core fiber with
cladding diameter 200 µm, 4-core fiber with cladding diameter
125 µm.

as 1, 2, 3, and 4. Each LP is represented by different colors, with
the LP’s destination degree labeled from 1 to 4. For instance,
the red LP is established between degree 1 and 3 in the L-band
of spatial lane 1 (SP1), while the yellow LP established on the
link connected to degree 1 is dropped at a left-side line card.
Since band and spatial lane switching are not allowed, no more
pass-through LPs can be established at this node.

3. PHYSICAL LAYER MODELING FOR BSDM EONS

To mitigate crosstalk and enhance core density in MCFs, trench-
assisted WC-MCFs (TAWC-MCFs) have been introduced. Fig. 3
illustrates a representative cross-sectional view of a fabricated
TAWC-MCF featuring a homogeneous core arrangement, i.e.,
the identical cores with a low-index trench profile are arranged
in a hexagonal/square configuration. As depicted in the figure,
a trench area with a lower relative refractive index (∆2) com-
pared to the cladding is considered around each core, with a
width of Wtr. The ICXT in TAWC-MCFs depends on fiber pa-
rameters such as the relative refractive index difference between
the trench and cladding, trench width, and core pitch (r1). It also
depends on the frequency, but this component is negligible in
C-band optical networks. However, as shown later, it is not neg-
ligible in multi-band systems like the C+L+S-band technology
considered in this work.

In this study, we consider four different TAWC-MCF variants,
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each representing a specific cutting-edge technology: 1) MC04
with four cores and standard CD, i.e., 125 µm; 2) MC07 with
seven cores and non-standard CD, i.e., 181 µm; 3) MC13 with
thirteen cores and non-standard CD, i.e., 225 µm; and 4) MC19
with nineteen cores and non-standard CD, i.e., 225 µm. We have
chosen these types of MCFs to not only compare the capacity
performance of TAWC-MCFs with standard CD against those
with non-standard CD, but also to evaluate the impact of in-
creasing the number of cores in non-standard CD TAWC-MCFs
on network capacity performance. Further details will be dis-
cussed in the section 4 . All TAWC-MCFs have been fabricated
in real-world scenarios.

To estimate the ICXT of TAWC-MCFs, several works in the lit-
erature proposed numerical simulations and experimental mea-
surements [32, 46, 47]. Moreover, authors in [27] proposed an
analytical closed-form model for the mode coupling coefficient
of the TAWC-MCFs. In this context, the ICXT of a TAWC-MCF
can be calculated from equations (1)-(3).

µICXT ( f i) =
NAC − NAC exp[−(NAC + 1)Ω( f i)L]

1 + NAC exp[−(NAC + 1)Ω( f i)L]
, (1)

The power coupling coefficient (PCC), denoted as Ω( f i) in
Eq. (1), is calculated from Eq. (2), where κ, rb, c, Λ, L, ncore, f i,
and NAC represent the mode coupling coefficient (MCC), bend-
ing radius, propagation velocity, the distance between the cen-
ters of two adjacent cores (or core pitch), transmission distance,
effective refractive index of the core, channel’s center frequency,
and the number of lit adjacent cores of the channel under test,
respectively.

Ω( f i) =
c(κ( f i))2rbncore

π f iΛ
(2)

Moreover, the MCC, denoted as κ in Eq. (2), is calculated
from Eq. (3) [27].

It should be noted that in many works in the literature con-
sider the PCC at 1550 nm, disregarding the dependency of the
PCC and MCC on frequency, which affects the ICXT analysis
in SDM-EONs [48–55]. For BSDM-EONs, the frequency de-
pendency of the PCC and MCC is not negligible and must be
taken into account. Therefore, the end-to-end QoT of an LP
in terms of the GSNR at channel i is estimated from Eq. (4) in-
spired from the incoherent Gaussian noise (GN)/enhanced GN
(EGN) model for multi-band systems proposed in [56]. Indeed,
in this paper, we utilize the semi-closed from EGN model pre-
sented in [39, 56], which incorporates state-of-the-art techniques.
This model is a machine learning (ML)-based GN/EGN model,
validated through both the split-step Fourier method and exper-
imental testing [57–59].

GSNRi
LP|dB = 10 log10

[(
SNR−1

ASE + SNR−1
NLI+

SNR−1
ICXT + SNR−1

TRx
)−1

]
− σFlt|dB − σAg|dB, (4)

where SNRASE = Σs∈SPs+1,i
tx /Ps,i

ASE, SNRNLI =

Σs∈SPs+1,i
tx /Ps,i

NLI, SNRICXT = Σs∈SPs+1,i
tx /Ps,i

ICXT. More-
over, Ps+1,i

tx is the launch power at the beginning of span s + 1,
Ps,i

ASE = nFh f i(Gs,i − 1)Rch is noise power caused by the DFA
equipped with the DGE, and non-linear interference (NLI)
noise power (Ps,i

NLI) is calculated from Eq. (5) [39]. In Eq. (5),

nF, h, f i, Gs,i = Ps+1,i
tx /Ps,i

rx , S, and Rch are the noise figure of
DFA, Plank’s coefficient, channel frequency, frequency center of
the spectrum, the gain of DFA, set of spans, and channel symbol
rate, respectively. Here, f0 denotes the frequency reference,
which is associated with the wavelength 1550 nm, where β2,
β3, and β4 are measured. It should be noted, without loss of
generality, we assume the channel bandwidth and the symbol
rate are identical. Ps,i

rx is the received power at the end of span s.
SNRTRx, σFlt, σAg are the transceiver SNR, SNR penalty due to
wavelength selective switches filtering, and SNR margin due
to the aging. Hence, the GSNR for all potential connections
from arbitrary sources to destinations in the network can be
computed. Subsequently, the generalized mutual information
generalized mutual information (GMI) profiles of the K shortest
(path, channel, core) tuples are pre-calculated, employing GSNR
thresholds for each GMI [41].

In multi-band WDM systems with a bandwidth exceeding
6 THz (super C-band), the gain/loss power profile for pre-tilt
launch power scenario cannot be determined using a closed-
form formula due to the need to solve the associated Raman ordi-
nary differential equations (ODEs) [56]. Assuming Nch channels
having center frequencies f1 < f2 < · · · < fNch , the evolution of
power over distance for each channel is governed by a system
of coupled differential equations:

∂Pl,s,i
tx (z)
∂z

= κPl,s,i
tx (z)

[ Nch

∑
n=1

ζ

(
fi
fn

)
Cr( fn, fn − fi)P( fn, z)− α( fi)

]
, i ∈ [1, Nch], (6)

where z is the signal propagation distance, α( fi) is the fiber at-
tenuation at frequency fi, Pl,s,i

tx (z) is the power of the ith channel
at distance z, and κ is set to +1 for a signal propagating along
the +z direction (forward propagating), while κ=− 1 for signals
propagating in the −z direction (backward propagating). ζ(x)
returns x for x > 1, 0 for x = 1, and 1 for x < 1. Cr exhibits odd
symmetry with respect to the frequency difference ∆ f = fn − fi.
This variable characterizes the gain profile of the Raman effect
within the fiber. It is contingent on the fiber’s physical attributes,
such as the Raman gain coefficient and the effective area of the
fiber. Additionally, we estimate the auxiliary loss coefficients
profiles, i.e., αi

0, αi
1, and σi by fitting the power evolution profile

obtained from Eq. (6) and approximately closed-form formula,
(13) in [56]. The inspired actual frequency-depended fiber loss
can be loosely modeled based on Eq. (7).

α(z, f i) = α0( f i) + α1( f i) exp{−σ( f i)z}, (7)

where z is the signal propagation distance, and the index i de-
notes the channel’s frequency f i. Indeed, the interpretation of
Eq. (7) suggests that the observed loss coefficient in MB systems
differs from the loss coefficient utilized in C-band systems. In
this context, αi

0 represents the fiber loss in the absence of ISRS,
while αi

1 quantifies the loss alteration attributable to ISRS at
the onset of the span. Additionally, σi characterizes the rate
at which ISRS diminishes along the span with the decreasing
optical power. Once these parameters are assigned, the NLI
calculation becomes closed-form. However, assigning auxiliary
loss coefficient profiles is not closed-form, as doing it in full
closed-form would introduce excessive errors. This step is the
only non-closed-form, being a semi-CFM QoT estimation ap-
proach. Equations (30.1) and (30.2) in [56] offer a closed-form
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κ( f i) ∼=
√

Γ∆1

r1

U2
1 ( f i)

V3
1 ( f i)K2

1(W1)

√
πr1

W1Λ
exp{−W1Λ + 1.2[1 + V1( f i)]wtr

r1
} where, Γ =

W1

W1 +
1.2(1+V1( f i))wtr

Λ

, (3)

and,

V1( f i) =
2π f ir1ncore

√
2∆1

c
, K1(W1) =

√
π

2W1
e−W1 , U2

1 ( f i) =

[
2π f ir1

ncorec

]2

(n4 − 1), W1| ∆2
∆1

=2
= 1.143V1( f i)− 0.22.

Ps,i
NLI =

16
27

Ps+1,i
tx ∑

1≤n≤Nc ,
0≤j≤1,

0≤k≤M,
0≤q≤M

ρn(γi,n)2(Ps+1,n
tx )2(2 − δi,n)(−1)je−4αn

1 /σn

2π(Rn
ch)

2k!q!(4αn
0 + (k + q)σn)β̄n

2

(
2αn

1
σn

)k+q

ψi,n,j,k , where, γi,n =
2π f i

c
2ncore

Aeff( f i) + Aeff( f n)
, (5)

and,

β̄n
2 = β2 + πβ3( f i + f n − 2 f0) +

2π2

3
× β4[( f i − f0)

2 + ( f i − f0)( f n − f0) + ( f n − f0)
2], M = MAX⌊10 × |2αi

1/σi |⌋+ 1.

best-fit for αi
1 and αi

0 given σi. Finally, optimizing numerically
over σi gives the overall best-fit for αi

1, αi
0, and σi. To calculate

the power of ICXTs due to the coupling of adjacent cores for
MCF, we can apply Eq. (8).

Ps,i
ICXT = µs,i

ICXT
Ps+1,i

tx (8)

A BSDM-EON over MCFs does not need the MIMO-DSP-
equipped transceivers when the accumulated ICXT penalty on
the SNR is equal or lower than 1 dB [15, 32, 60]. The ICXT
threshold of each modulation format in terms of acceptable bit
error rate (BER) according to the corresponding GSNR (Gth) in
dB based on Eq. (9) is as follows.

µm
ICXTth

= 10 log10(
1 − 10(

−Γ
10 )

χm × 10(
Gth
10 )

), (9)

where µm
ICXTth

is the threshold of acceptable ICXT of modulation
format m for a given QoT penalty Γ = 1 dB and BER. Addition-
ally, χm=1 to χm=6 equal 0.5, 1, 3.41, 5, 10, 21 [32].

4. SIMULATION SETUP AND NUMERICAL RESULTS

Initially, we present a study on the TAWC-MCFs. Subsequently,
we analyze the network performance for the two SDM scenarios,
i.e., MCFs and BuMFPs.

A. ICXT Analysis in BSDM EONs
According to Fig. 1, four real-world TAWC-MCFs are considered
for the BSDM EON, namely MC04, MC07, MC13, and MC19.
Additionally, standard single-mode fibers (SSMF) are used in the
BuMFPs strategy. The physical optical fiber parameters are listed
in Table 1. We considered these MCFs because they are currently
manufactured and represent cutting-edge technology in each cat-
egory. For example, to the best of our knowledge, while several
types of standard CD TAWC-MCFs have been introduced in the
literature, the four-core lattice is the optimal layout for this type
of MCFs. Moreover, concerning the non-standard TAWC-MCFs,
hexagonal close-packed MCFs are more efficient based on the
core numbers and lower ICXT. In this regard, we adopted the
MC07 in [47] which has the lowest ICXT. Furthermore, for MC13
and MC19, we adopted the MCFs introduced in [22] and [61],
respectively. It should be noted that, in contrast to works in the
literature, we apply frequency-dependent values of parameters
such as loss coefficient, effective area, and effective dispersion co-
efficient. Therefore, both the GSNR and the ICXT of each channel

depend on the frequency. Recently, one of the trends in manu-
facturing MCFs is the development of ultra-low ICXT and loss
MCFs that operate across multiple bands, from the C-band to the
L-band [17]. The main reason to implement TAWC-MCFs with
ultra-low ICXT and loss, especially in long-distance networks, is
to increase the transmission bit rate and reduce planning com-
plexity. In the ultra-low ICXT and loss working zone, the ICXT
in all channels of all cores is lower than the ICXT threshold of
the highest modulation format level (i.e., 64QAM) for long-haul
distances (even 10,000 km) with loss coefficient lower than the
SSMF [17, 35]. To demonstrate this phenomenon, let us first
analyze the ICXT in terms of the PCC and MCC based on the
ratio of trench width to core radius. Fig. 4 (a) illustrates the PCC
in terms of frequency in the C+L+S-band from solving Eq. (2).

As shown in Fig. 4, the PCC undergoes significant changes
based on frequency. Therefore, in a multi-band system, con-
sidering the PCC only at 1550 nm is an oversimplification that
may lead to large inaccuracies. We can also see that the ICXT
depends on the ratio of trench width to core radius, i.e., wtr/r1.
By increasing this ratio, the ICXT decreases. However, we can-
not increase it indefinitely. The distance between two adjacent
trenches must be less than 3 µm [46], therefore, we can derive
Eq. (10) based on the Fig. 1.

Rtr ≤
Λ − 3

2r1
− 2 (10)

For instance, in the case of MC19, this ratio of trench width to
core radius cannot exceed 1.5. Therefore, to have a fair compari-
son we consider wtr/r1 = 1.5 in the remainder of this paper. As
anticipated, the PCC of MC19 is higher compared to other MCFs
due to its lower core pitch. The ICXT of MC19 is 22 dB/km
higher than MC13, 34 dB/km higher than MC04, and 55 dB/km
higher than MC07, with differences in their core pitches being
5 µm, 8 µm, and 16 µm, respectively. Increasing the Rtr by 50%
results in approximately a 20 dB decrease in ICXT. The MCC for
different values of the ratio of trench width to core radius, calcu-
lated using Eq. (3), is illustrated in Fig. 4 (b). The results show
that by increasing the wtr/r1 from 1 to 1.5 in an MC19, a signif-
icant decrease in MCC occurs. However, increasing it further
does not result in any significant change. Regarding other MCFs,
the results indicate that changes in wtr/r1 do not significantly
affect the MCC. As we mentioned earlier in the ultra-low ICXT
and loss regime, for all (connection, channel, core) tuples, the
ICXT must be lower than the crosstalk threshold of the highest
modulation format level in the network, i.e., µm=6

ICXTth
> µICXT.

According to Eq. (9), µm
ICXTth

is -10.58, -13.59, -18.93, -20.58, -23.59,
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Table 1. physical parameters of the optical fibers

Parameter Symbol MC04 MCF07 MC13 MC19 SSMF

Core counts nc 4 7 13 19 1

Cladding diameter [µm] CD 125 187.5 200 200 125

Cladding thickness [µm] CT 40 40 35 30 40

Core radius [µm] r1 4.5 4.5 4.1 3.6 9

Core-trench r2 2r1 2r1 2r1 2r1 -

Trench’s width wtr (1,1.5)r1 (1,1.5)r1 (1,1.5)r1 (1,1.5)r1 -

Effective area Aeff( f i) [21] [47] [22] [61] [39]

Loss coefficient α( f i) [21] [47] [22] [61] [39]

Effective dispersion coefficient βeff( f i) [21] [47] [22] [61] [39]

Core pitch [µm] Λ 43 51 40 35 -

Core’s refractive index ncore 1.44 1.44 1.44 1.44 1.44

bending radius [mm] rb 144 144 140 140 140

Fig. 4. (a) Power coupling coefficient (PCC) and (b) mode
coupling coefficient (MCC) versus frequency for different
values of the ratio of trench width to core radius, i.e., wtr/r1
for four-core MCF (MC04) with Λ = 43 µm, seven-core MCF
(MC07) with Λ = 51 µm, thirteen-core MCF (MC13) with
Λ = 40 µm, and nineteen-core MCF (MC19) with Λ = 35 µm.

and -26.82 dB for m = 1-6, corresponding to GMI values from 2
to 12 related to the m=1-6 (see Fig. 5). These values are related
to the pre-forward error correction (FEC) BER of 1.5 × 10−2, and
Γ = 1 dB. The soft decision FEC with a maximum overhead of
20% - 30% is used [41]. Moreover, the GSNR threshold for each
modulation format level m depends on the pre-FEC BER and can

be determined from (7) in [4]. Therefore, the GSNR threshold is
3.71, 6.72, 10.84, 13.24, 16.16, and 19.01 dB for the pre-FEC BER
of 1.5 × 10−2.

The ICXT, as calculated using Eq. (1), is simulated for trans-
mission distances ranging from 500 km to 9,000 km using the
parameters listed in Table 1. The results presented in Fig. 5
lead to several observations. Firstly, the ICXT of a channel is
influenced not only by the transmission distance but also by
factors such as frequency, the physical configuration of the MCF,
the number of neighboring cores, and the core pitch.

Consider MC04 with a core pitch of 43 µm, depicted in Fig. 5
(a). Each core in MC04 has two neighboring cores, rendering it an
ultra-low ICXT MCF. However, from Fig. 5 (a) and Fig. 4 (a), it is
evident that with wtr/r1 = 1, MC04 does not qualify as an ultra-
low ICXT MCF. Despite this, the ICXT in MC07 cores is lower
than in MC04 (see Fig. 5 (b) and (c)). Although MC07 features
two types of cores, inner ones with 6 neighbors and outer ones
with 3 neighbors, the primary determinant of ICXT is the core
pitch, set at 51 µm in MC07. Therefore, MC07 qualifies as an
ultra-low ICXT MCF. Both MC04 and MC07 are also ultra-low
loss MCFs, with loss coefficients lower than those of SSMFs (as
reported in [21] and [47], respectively). Increasing the core count
from 7 to 13 results in an increase in ICXT due to the reduction
in core pitch. Fig. 5 (d)-(f) illustrate the variation in ICXT in
MC13, which, as observed, is not an ultra-low ICXT MCF. For
certain (channel, core) pairs, particularly those in the L-band and
lower frequency of the C-band, the modulation format level may
need to be lowered to m = 6 in some transmission scenarios.
Consequently, not only does the transmission bit rate decrease,
but service provisioning becomes more complex, especially in
ICXT-aware planning strategies.

Moreover, in the worst-case scenario, i.e., lowest frequency
with the highest transmission reach, (channel, core) pairs may
only support data transmissions with m = 1, although this situa-
tion does not occur for MC19. Indeed, Fig. 5 (g)-(i) demonstrate
that by increasing the number of cores and reducing the core
pitch to 35 µm in MC19, data transmission becomes impractical
for certain (channel, core) pairs at higher transmission reaches in
the most of the C- and L-band resources. This challenge is more
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Fig. 5. Inter-core crosstalk (ICXT) for (a) MC04, (b) and (c) MC07, (d)-(f) MC13, and (g)-(i) MC19 over transmission reaches of 500
km to 9000 km.

pronounced for (channel, core) pairs in the L-band. Therefore,
MCFs with core pitch lower than 43 µm are not good candidate
for the BSDM EONs such as MC13 and MC19.

B. Comparison of metro-core backbone networks performance:
MCFs v.s BuMFPs

In this section, we investigate two BSDM strategies, namely
MCFs and BuMFPs. However, inspired by the previous dis-
cussion, we focus on TAWC-MCFs. To do this, three networks
are considered in this study, each with a different size. The
first is the United States of America backbone network called
USB6014, which has 60 nodes and 79 links, focusing on traffic
exchange between the core nodes, i.e., only 14 nodes, as shown
in Fig. 6. In the other nodes, we have only optical cross-connects,
with add/drop functionality exclusively at the core nodes. The
average nodal degree is 2.63, the average link distance is 447
km, and the maximum LP distance for the k=5 shortest paths
is 6,493 km. The second network is the Spanish backbone net-
work called SPNB3014, which has 30 nodes and 56 links. The
average nodal degree is 3.73, the average link distance is 148.5
km, and the maximum LP distance for the k=10 shortest paths
is 1,044 km. The third network is the Japanese backbone net-
work called JPNB4812, which has 48 nodes and 56 links. The
average nodal degree is 3.41, the average link distance is 153.7
km, and the average LP distance for the k=10 shortest paths
is 2,292 km. To begin with, let us examine the USB6014. We
calculate the transmission bit rates for all tuples of (connection,

channel, core) for the USB6014 operating across the C+L+S-band
with 268 channels, each having a bandwidth of 75 GHz. This
analysis encompasses 92 connections within the network. The
maximum span length is 100 km in each link. The symbol rate
of each channel is 64 GBaud, and the transmission bit rate varies
between 100 Gbps and 600 Gbps based on the GSNR of each
channel, calculated according to Eq. (4) for the k=1 shortest path
of each connection. The noise figures of the DFA amplifiers are
4.5 dB, 5 dB, and 6 dB in the C-, L-, and S-band, respectively. The
optimum pre-tilted launch power for each span is calculated
based on the hyper-accelerated scheme introduced in [38].

The modulation format level profiles for all tuples of (con-
nection, channel, core) are depicted in Figs. 7 and 8 for BuMFP-
based BSDM and MCF-based BSDM, respectively. The modu-
lation format is determined as min{mGSNR, mICXT-1dB}, where
mGSNR denotes the modulation format level meeting the GSNR
threshold, and mICXT-1dB represents the modulation format meet-
ing the ICXT threshold of 1 dB penalty. The comparison between
Fig. 7 and Fig. 8 reveals that MC04 and MC07, characterized
by lower loss coefficients, exhibit higher modulation format lev-
els. In this study, we pre-calculated the GSNR profiles for all
connections across three above-mentioned backbone networks,
considering k=5 for USB6014 (due to longer distances) and k=10
for the other two networks. However, due to space constraints,
we report only the results for USB6014 and k=1 in this paper.
The full dataset, including GSNR profiles for all k values, is
available in [40] for open use in further research.
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Fig. 6. Network topology of (a) United State backbone (USB6014), (b) Japan backbone (JPN4812), and (c) Spanish backbone
(SPNB3014).

Fig. 7. Modulation format level profile (right), and the connec-
tion length (left) for USB6014 in the BuMFP scenario and k=1.

Accordingly, the loss coefficient appears to be a more promi-
nent factor than the low ICXT, particularly noticeable in the C-
and L-bands. The results confirm that increasing the core pitch
leads to higher modulation format levels and bit rates, as ob-
served in the results for MC07 compared to others. Additionally,
the effect of core pitch is significantly more dominant compared
to the number of adjacent cores. For instance, comparing Fig. 8
(b) and (c) with Fig. 8 (a) reveals this dominance. Moreover, de-
creasing the core pitch in MC13 results in the selection of lower
modulation format levels, reducing the capacity per core, as
shown in Fig. 8 (d)-(f). This effect is even more pronounced for
MC19, where the modulation format level index is zero, indicat-
ing that no feasible modulation format can be selected, rendering
most of the C- and L-band channels practically unusable (see Fig.
8 (g)-(i)). To provide a more detailed insight into the capacity
performance of MCF-based BSDM and BuMFP-based BSDM, we
present the cumulative throughput of each connection in both
BSDM scenarios. Fig. 9 illustrates that the capacity performance
of ultra-low ICXT and low-loss TAWC-MCFs surpasses that of
the BuMFPs scenario. This difference is particularly evident
in the comparison between MC04 and MF04 (a BuMFP with
4 SSMF pairs) and between MC07 and MF07 (a BuMFP with
7 SSMF pairs), attributable to the lower loss coefficient in the
state-of-the-art ultra-low ICXT and low-loss MC04 and MC07.
The extent of this difference depends on the transmission reach

and the number of hops for each connection. Increasing the
number of cores and decreasing the core pitch enhances the
performance of BuMFP-based BSDM. Furthermore, the loss co-
efficient of MC13 and MC19 is not lower than that of SSMFs
due to the lower cladding thickness. However, the throughput
degradation in MC13 is relatively minor due to the 40 µm core
pitch. In contrast, this degradation is significant for MC19 due
to the higher ICXT with a core pitch of 35 µm.

It is worth mentioning that the simulation results for
JPNB4812 and SPNB3014 are not illustrated here to save space.
However, the simulations exhibit the same behavior as shown in
Figs. 7, 8, and 9. Additionally, the average bit rates per channel
for JPNB4812 and SPNB3014 are higher than for USB6014 due to
the longer-distance connections in the US network. Therefore,
in the case of MC19, the number of unfeasible channels in the
L-band for SPNB3014 is lower than for JPNB4812, and for both
of them, it is lower than for USB6014. The total network capacity
for three topologies is depicted in Fig. 10. We can see the same
behavior for all networks. Increasing the number of cores from
4 to 13 results in a linear increase in network capacity, while
higher core counts lead to a significant decrease. The results
in Fig. 10 (a) indicate that MC04 and MC07 exhibit 11% and
14% higher total capacity in USB6014 compared to MF04 and
MF07, respectively. However, for MC13 and MC19, the total
network capacity is 4%|73% lower than that of MF13|MF19.
These values are 2%|60% and 1%|55% for the JPNB4812 and
SPNB3014, respectively. Therefore, in scenarios where the core
pitch is higher than 40 µm, MCF-based approaches could be
comparable to BuMFPs. However, with this core pitch, network
planning becomes more complex, requiring ICXT-aware service
provisioning (see Fig. 5). Conversely, in ultra-low ICXT scenar-
ios with a core pitch greater than 43 µm, the modulation format
level for all (connection, channel, core) tuples is selected inde-
pendently of the ICXT value. Finally, the ultra-low ICXT and
loss make it a more suitable candidate for the next-gen BSDM
backbone EONs. This is because all (connection, channel, core)
tuples are feasible for data transmission, and the transmission
depends only on the GSNR thresholds, being independent of
the ICXT 1-dB penalty due to the MIMO-free transmission.

5. CONCLUSIONS

Our study underscores the potential of trench-assisted weakly
coupled multi-core fiber (TAWC-MCF) in ultra-high-capacity
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Fig. 8. Modulation format level profile for USB6014 in the MCF-based scenario: (a) MC04, (b)/(c) MC07, for cores with 3/6 adjacent
neighbours, (d)/(e)/(f) MC13, for cores with 2/5/6 adjacent neighbours, (g)/(h)/(i) MC19, for cores with 3/4/6 adjacent neigh-
bours.

Fig. 9. Cumulative (channel-core) throughput [Pbps] in terms of the connections in USB6014 for both BSDM scenarios, i.e., MCF-
based (MC04,07,13,19) and BuMFPs-based (MF04,07,13,19).
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Fig. 10. Total network capacity [Pbps] in (a) USB6014, (b)
JPNB4812, (c) SPNB3014 for both BSDM scenarios, i.e., MCF-
based (MC04, 07, 13, 19) and BuMFPs-based (MF04, 07, 13, 19).

band and space division multiplexing (BSDM) backbone elas-
tic optical networks (EONs). We have demonstrated that
MCF-based BSDM EONs, operating in the ultra-low inter-core
crosstalk (UL-ICXT) and low loss regime, can provide up to 14%
greater network throughput compared to bundled multi-fiber
pairs (BuMFPs). Through meticulous design of the physical
structure of the TAWC-MCF, it is feasible to achieve compa-
rable total network capacity with BuMFPs even with thirteen
cores and a core pitch of 40 µm. Our results indicate that in-
creasing the number of cores beyond thirteen with the limited
cladding diameters significantly decreases the total network ca-
pacity compared to BuMFPs. Furthermore, our findings suggest
that the L-band is not a favorable option for core pitches lower
than 43 µm, even for smaller networks like the Spain backbone.
Therefore, the C+S-band combination shows greater potential
for next-generation BSDM EONs. Overall, TAWC-MCFs with
core pitches exceeding 40 µm exhibit promising performance
and represent a viable alternative to BuMFPs in broadband op-
tical communication systems. Finally, future research should
include comprehensive techno-economic studies to identify the
optimal strategy for upgrading or deploying new optical net-
works, considering both ULL SMFs and ULL loss-ICXT MCFs
as MCF technology continues to advance.
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