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Lattice Paths, Lefschetz Properties, and
Almkvist’s Conjecture in Two Variables

Nancy Abdallah & Chris McDaniel

Abstract We study a certain two-parameter family of non-standard graded complete intersec-
tion algebras A(m, n). In case n = 2, we show that if m is even then A(m, 2) has the strong
Lefschetz property and satisfies the complex Hodge–Riemann relations, while if m is odd then
A(m, 2) satisfies these properties only up to a certain degree. This supports a strengthening of
a conjecture of Almkvist on the unimodality of the Hilbert function of A(m, n).

1. Introduction
Let Q be the field of rational numbers, and fix positive integers m, n. Let R = Rn =
Q[x1, . . . , xn] denote the polynomial ring in n variables with the standard grading.
For each 0 ⩽ i ⩽ n, let ei = ei(x1, . . . , xn) =

∑
1⩽j1<···<ji⩽n xj1 · · · xji ∈ R be the

ith elementary symmetric function, and define the mth power elementary symmetric
functions ei(m) = ei(xm

1 , . . . , xm
n ). Let Q[e1, . . . , en] ⊂ R be the subalgebra gener-

ated by the elementary symmetric functions. It follows from fundamental theorem
of symmetric polynomials [20, Theorems 1.1.1, 1.1.2] that Q[e1, . . . , en] is a polyno-
mial algebra to which every other symmetric polynomial in R belongs. In particular,
ei(m) ∈ Q[e1, . . . , en] for each 0 ⩽ i ⩽ n, and let (e1(m), . . . , en(m)) ⊂ Q[e1, . . . , en]
be the ideal they generate. The main object of study in this paper is the quotient
algebra

(1) A(m, n) = Q[e1, . . . , en]
(e1(m), . . . , en(m)) .

Using invariant theory, one can show that A(m, n) is a graded Artinian complete
intersection for all positive integers m, n; see Appendix A for further details. One
can show, e.g. [17, Theorem 2.21 and Proposition 3.1], that the Hilbert polynomial
H(m, n; t) for A(m, n) is given by the formula

(2) H (m, n; t) = (1 − tm) · · · (1 − tmn)
(1 − t) · · · (1 − tn) =

n∏
i=1

(
1 + ti + t2i + · · · + t(m−1)i

)
.

Expanding the Hilbert polynomial in Equation (2)

H(m, n; t) =
d∑

k⩾0
H(m, n)k · tk, where H(m, n)k = dimQ(Ak),
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we refer to its sequence of coefficients H(m, n) = (H(m, n)k)d
k=0 as the Hilbert func-

tion of A(m, n).
This family of Hilbert functions H(m, n) also has a combinatorial interpretation as

the generating functions for a certain two parameter family of integer partitions; see
Appendix A for further details. In a series of papers from the 1980s, G. Almkvist [2–4]
studied these generating functions H(m, n) and formulated the following remarkable
conjecture:

Conjecture 1.1 (Almkvist 1985).
(1) For each m, the Hilbert function H (m, n) is unimodal for all n ⩾ 11.
(2) Moreover if m is even, then H (m, n) is unimodal for all n.

Conjecture 1.1 was verified by Almkvist in [4] for 3 ⩽ m ⩽ 20, as well as for
m = 100 and 101. For m = 2, Conjecture 1.1 was proved independently by Odlyzko–
Richmond [18] using analytical methods, by Stanley [21] using the hard Lefschetz
theorem (see Appendix A for further details), and by Hughes [11] using properties of
root systems in Lie algebras.

Following Stanley’s lead, we conjecture that the unimodal condition on the Hilbert
functions H(m, n) always stems from certain Lefschetz properties on the algebras
A(m, n). Recall that a graded Artinian Gorenstein (e.g. complete intersection) algebra
A of socle degree d has the strong Lefschetz property (SLP) if there exists a linear
form ℓ ∈ A1 such that the multiplication maps

(3) ×ℓd−2i : Ai → Ad−i, 0 ⩽ i ⩽

⌊
d

2

⌋
are all isomorphisms. More generally, A has the Lefschetz property with respect to the
Hilbert function (HLP) if the maps in Equation (3) have rank equal to the minimum
dimension of the graded components between i and d−i. Note that if A has SLP, then
its Hilbert function H(A) must be unimodal, and if H(A) is unimodal then SLP and
HLP are equivalent. Related to Lefschetz properties are the Hodge–Riemann relations.
The algebra A satisfies the Hodge–Riemann relations (HRR) if the signature of the
multiplication maps in Equation (3) equals the alternating sum of first differences of
its Hilbert function. We introduce the complex Hodge–Riemann relations (complex
HRR) to mean that the maps in Equation (3) have signature equal to the alternating
sum of even first differences of the Hilbert function. In general, both HRR and complex
HRR imply SLP, but existence of either one of HRR or complex HRR precludes the
existence of the other (in high enough degrees); see Section 2 for precise statements
and further discussion.

We formulate the following as a strengthening of Almkvist’s conjecture(1):

Conjecture 1.2.
(1) For each m, the algebra A(m, n) satisfies the SLP for all n ⩾ 11.
(2) Moreover if m is even, then A(m, n) satisfies the SLP for all n.
(3) For each m, the algebra A(m, n) satisfies HLP for all n.
(4) If m is even, then the algebra A(m, n) satisfies the complex HRR.

One class of graded Artinian Gorenstein algebras that satisfies SLP and HRR is the
cohomology rings (in even degrees, over Q) of smooth complex projective algebraic
varieties. For example, in case m = 2, the algebra A(2, n) can be identified as the
cohomology ring of a certain smooth projective algebraic variety, and as such, A(2, n)
must have SLP and HRR (this is essentially Stanley’s proof of Almkvist’s conjecture
for m = 2). On the other hand, we will see that for m > 2 and n = 2, A(m, 2) cannot

(1)Items (1), (2), and (3) of Conjecture 1.2 were posed in the paper [17]; item (4) is new.
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satisfy HRR and hence cannot be the cohomology ring of any smooth projective
algebraic variety; see Remark 4.8. In this paper we focus on the case n = 2. Our main
results are stated below.

Theorem 1.3. The Hilbert function H(m, 2) satisfies the formula

H(m, 2)i =
⌊

i + 2
2

⌋
−
⌊

i + 2 − m

2

⌋
⋆

+
⌊

i + 2 − 2m

2

⌋
⋆

,

where ⌊x⌋⋆ = max(0, ⌊x⌋). If m = 2m′ is even then

H(m, 2) = (1, 1, 2, 2, · · · , m′−1, m′−1, m′, m′, · · · , m′, m′︸ ︷︷ ︸
m+2 terms

, m′−1, m′−1, · · · , 2, 2, 1, 1),

and if m = 2m′ − 1, then
H(m, 2)=(1, 1, 2, 2, · · · , m′−1, m′−1, m′, m′ − 1, · · · , m′ − 1, m′︸ ︷︷ ︸

m terms

, m′−1, m′−1, · · · , 2, 2, 1, 1).

In particular, H(m, 2) is unimodal if and only if m is even.

In the following, we say that an algebra A satisfies SLP or HRR or complex HRR
up to degree r if the maps in Equation (3) satisfy the corresponding condition for all
degrees 0 ⩽ i ⩽ r; we write SLPr, HRRr, complex HRRr, respectively.

Theorem 1.4.
(1) If m is even then A(m, 2) satisfies SLP. If m is odd then A(m, n) satis-

fies SLPm−1.
(2) The algebra A(m, 2) satisfies HLP for all m.
(3) If m is even then A(m, 2) satisfies the complex HRR. If m is odd then A(m, 2)

satisfies complex HRRm−1.

The first step in our proof of Theorem 1.4 consists in finding a presentation and a
Macaulay dual generator for A(m, 2).

Theorem 1.5. The algebra A(m, 2) has the following presentations:

A(m, 2) ∼=
Q[e1, e2]

(fm(e1, e2), em
2 ) = Q[e1, e2]

Ann(Fm(E1, E2))
where

fm(e1, e2) =
⌊ m

2 ⌋∑
k=0

(−1)k m

m − k

(
m − k

k

)
em−2k

1 ek
2

and

Fm(E1, E2) =
m−1∑
n=0

m

m + 2n

(
m + 2n

n

)
Em+2n−1

1 Em−n−1
2

(m + 2n − 1)!(m − n − 1)! ,

Our proof of the formula for Fm(E1, E2) relies on an interesting formula involving
Catalan numbers, pointed out to us by A. Burstein [6] to whom we are grateful. The
connection between the algebra A(m, n) and the Catalan numbers is still somewhat
surprising and mysterious to us.

We establish SLP, HLP, and complex HRR by looking at the higher Hessian matri-
ces for the Macaulay dual generator. It turns out that these higher Hessian matrices
are weighted path matrices whose determinants count certain families of what we call
subdiagonal NE lattice paths that are doubly vertex disjoint. We prove the following
general combinatorial result:
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Theorem 1.6. Given nonnegative integers i, m satisfying 0 ⩽ i ⩽
⌊

3(m−1)
2

⌋
, the

determinant of the matrix(
m

3m − 2 − 2p − 2q

(
3m − 2 − 2p − 2q

m − 1 − p − q

))
⌊ i+2−m

2 ⌋
⋆
⩽p,q⩽⌊ i

2 ⌋

is equal to (−1)hi times the number of doubly vertex disjoint subdiagonal NE lattice
path systems from

Am
i =

{
(p, p)

∣∣∣∣ ⌊ i + 2 − m

2

⌋
⋆

⩽ p ⩽

⌊
i

2

⌋}
Bm

i =
{

(2m − 2 − q, m − 1 − q)
∣∣∣∣ ⌊ i + 2 − m

2

⌋
⋆

⩽ q ⩽

⌊
i

2

⌋}
.

where hi =
⌊

i+2
2
⌋

−
⌊

i+2−m
2

⌋
⋆
. Moreover this determinant is nonzero if and only

if 2hi ⩽ m.

This paper is organized as follows. In Section 2, we give precise definitions of
SLP, HLP, HRR, and complex HRR, and their analogues up to degree r. We also
discuss matrix criteria, Macaulay duality, and higher Hessians. In Section 3 we prove
Theorem 1.3 (Proposition 3.2) and Theorem 1.5 (Proposition 3.1 and Proposition 3.3).
In Section 4 we prove Theorem 1.4 (Proposition 4.7) and Theorem 1.6 (Proposition 4.5
and Proposition 4.6). In Appendix A we give a brief exposition of the connections
between the algebra A(m, n), invariant theory, and partitions.

2. Preliminaries
2.1. Oriented AG Algebras. By an oriented AG algebra of socle degree d we mean
a pair

(
A,
∫

A

)
consisting of a graded Artinian Gorenstein Q algebra A =

⊕d
i=0 Ai,

together with a fixed linear isomorphism
∫

A
: Ad → Q, called an orientation, such

that for each 0 ⩽ i ⩽
⌊

d
2
⌋

the intersection pairing defined by multiplication in A

Ai × Ad−i
// Q

(α, β)i

∫
A

αβ

is non-degenerate. By the Hilbert function of A we mean the integer sequence H(A) =
(h0, h1, . . . , hd) defined by hi = dimQ(Ai).

2.2. Lefschetz and Hodge–Riemann Properties. For a fixed linear form ℓ ∈ A1,
define the ith Lefschetz map as the multiplication map

×ℓd−2i : Ai → Ad−i

and the ith Lefschetz pairing

Ai × Ai
// Q

(α, β)ℓ
i

∫
A

ℓd−2iαβ.

We say that the pair (A, ℓ) satisfies the strong Lefschetz property up to degree r
(SLr) for some 0 ⩽ r ⩽

⌊
d
2
⌋

if for all 0 ⩽ i ⩽ r, the Lefschetz map is an isomorphism,
or equivalently, the ith Lefschetz pairing is nondegenerate for all 0 ⩽ i ⩽ r. If (A, ℓ)
satisfies SL⌊ d

2 ⌋, then we will simply say that it satisfies the strong Lefschetz property
or SLP. As a shorthand, we sometimes say that the linear form ℓ ∈ A1 is SLr or
SL(=SL⌊ d

2 ⌋) for A.
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A more general property than SLP is HLP. We say that the pair (A, ℓ) satisfies the
Lefschetz property with respect to its Hilbert function(2) or HLP if the rank of the ith

Lefschetz map equals the minimum value of the Hilbert function between degrees i
and d − i, i.e.

rk
(
×ℓd−2i : Ai → Ad−i

)
= min{hi, hi+1, . . . , hd−i}.

Remark 2.1. Note that if the Hilbert function H(A) satisfies h0 ⩽ h1 ⩽ h2 ⩽ · · · ⩽ hr

for some 0 < r ⩽
⌊

d
2
⌋
, and if hr = min{hr, . . . , hd−r}, the minimum value of the

Hilbert function between degrees r and d − r, then SLr is equivalent to HLP. If
hr = max{hk} is the maximum value of the Hilbert function, then SLr is equivalent
to SLP. Finally if the Hilbert function is unimodal, then SLP and HLP are equivalent.

Define the ith primitive subspace with respect to ℓ as

Pi,ℓ = Pi,ℓ(A) = ker
(
×ℓd−2i+1 : Ai → Ad−i+1

)
.

The following well known result is called the primitive decomposition of A with respect
to ℓ; for a proof see, e.g. [16].

Lemma 2.2. If (A, ℓ) satisfies SLr−1, then for each 0 ⩽ i ⩽ r, we have dim(Pi) =
hi − hi−1 and we have the following orthogonal decomposition with respect to the ith

Lefschetz form
Ai = Pi ⊕ ℓ(Ai−1).

For fixed 0 ⩽ r ⩽
⌊

d
2
⌋
, we say that the pair

((
A,
∫

A

)
, ℓ
)

satisfies Hodge–Riemann
relations up to degree r (HRRr) if for all 0 ⩽ i ⩽ r, the ith Lefschetz form is (−1)i-
definite on the ith primitive subspace, i.e.

(−1)i

∫
A

ℓd−2iα2 > 0, ∀α ∈ Pi,ℓ, α ̸= 0.

If r =
⌊

d
2
⌋
, we say that the pair

((
A,
∫

A

)
, ℓ
)

satisfies the Hodge–Riemann relations
or HRR. As a shorthand, we sometimes say that the linear form ℓ ∈ A1 is HRr or
HR(=HR⌊ d

2 ⌋) for A.
A related notion is the complex Hodge–Riemann relations up to degree r, which

means that for each 0 ⩽ i ⩽ r, the primitive subspace Pi,ℓ = 0 if i is odd, and the ith

Lefschetz form satisfies

(
√

−1)i

∫
A

ℓd−2iα2 > 0, ∀α ∈ Pi,ℓ, α ̸= 0.

We shall use the shorthand notation complex HRRr, or for r =
⌊

d
2
⌋
, complex HRP or

complex HRR. Note that in order to have the complex HRRr, it is necessary that the
primitive subspace lives only in even degrees up to degree r, which means in particular
that h2j+1 − h2j = 0 for all 0 ⩽ j ⩽

⌊
r
2
⌋
.

2.3. Matrix Conditions. For each 0 ⩽ i ⩽
⌊

d
2
⌋
, let Ei ⊂ Ai be an ordered Q-basis

for the degree i component of A, and let E∗
i ⊂ Ad−i be its dual basis with respect to

the ith intersection pairing on A. Let M ℓ
i (Ei) be the hi ×hi matrix for the ith Lefschetz

map with respect to the bases Ei and E∗
i . In other words, M ℓ

i (Ei) is the matrix for the
ith Lefschetz pairing, i.e. if Ei = {ei

p | 1 ⩽ p ⩽ hi} then

M ℓ
i (Ei) =

((
ei

p, ei
q

)ℓ

i

)
1⩽p,q⩽hi

.

(2)In the paper [17], this property was called the “maximum Jordan type consistent with the
Hilbert function.” It was renamed as above and further studied in the later paper [13].
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Note that M ℓ
i (Ei) is a real symmetric matrix, and we define its signature as

sgn(M ℓ
i (Ei)) = #(positive eigenvalues) − #(negative eigenvalues).

Note that the signature of M ℓ
i (Ei) is independent of the basis Ei.

It follows from the primitive decomposition, and the fact the restriction of the ith

Lefschetz form to the subspace ℓ(Ai−1) ⊂ Ai equals the (i − 1)st Lefschetz form,
that if we choose the basis Ei compatibly with the primitive decomposition, then the
matrix M ℓ

i (Ei) has the block decomposition

(4) M ℓ
i (Ei) =

M ℓ
i (Ei)|Pi,ℓ

0

0 M ℓ
i−1(Ei−1)

 .

Using Equation (4), we arrive at the following matrix criteria for establishing SL and
HRR.(3)

Lemma 2.3. With notation as above:
(1) The pair (A, ℓ) satisfies SLr if and only if for every 0 ⩽ i ⩽ r,

det(M ℓ
i (Ei)) ̸= 0.

(2) The pair
((

A,
∫

A

)
, ℓ
)

satisfies HRRr (resp. complex HRRr) if and only if it
satisfies SLr and for every 0 ⩽ i ⩽ r

sgn
(
M ℓ

i (Ei)
)

=
i∑

j=0
(−1)i(hj − hj−1),

resp. =
⌊ i

2 ⌋∑
j=0

(−1)j(h2j − h2j−1)

 .

(3) In addition if dim(Pi) ⩽ 1 for each 0 ⩽ i ⩽ r, then
((

A,
∫

A

)
, ℓ
)

satisfies HRRr

(resp. complex HRRr)if and only if it satisfies SLr and for every 0 ⩽ i ⩽ r,

sgn
(
det
(
M ℓ

i (Ei)
))

= (−1)⌊
i+1

2 ⌋

resp. = (−1)

⌊
⌊ i+2

2 ⌋
2

⌋ .

Proof. Assertion (1) is clear, so we move on to assertion (2). We will prove by induction
on r that if the pair

((
A,
∫

A

)
, ℓ
)

satisfies HRRr, respectively complex HRRr, then
for each 0 ⩽ i ⩽ r we have

sgn
(
M ℓ

i (Ei)
)

=
i∑

j=0
(−1)j(hj − hj−1),

respectively,

sgn
(
M ℓ

i (Ei)
)

=
⌊ i

2 ⌋∑
j=0

(−1)j(h2j − h2j−1).

Assume that the pair
((

A,
∫

A

)
, ℓ
)

satisfies HRRr, respectively complex HRRr. For
the base case r = 0, we have P0,ℓ = A0 = Q·1, and hence M ℓ

0(E0) =
∫

A
ℓd > 0 is a 1×1

matrix whose signature is 1 = h0 by HRR0, respectively complex HRR0. Inductively,
assume the implication holds for degrees r′ ⩽ r − 1. Then since

((
A,
∫

A

)
, ℓ
)

satisfies
HRRr, respectively complex HRRr, it also satisfies HRRr−1, respectively complex

(3)Conditions (2) and (3) for HRR have appeared elsewhere in the literature, e.g. [16].
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HRRr−1. Therefore by the induction hypothesis it suffices to show that the signature
condition holds in degree r, i.e. that

sgn
(
M ℓ

r (Er)
)

=
i∑

j=0
(−1)j(hj − hj−1),

respectively

sgn
(
M ℓ

r (Er)
)

=
⌊ r

2 ⌋∑
j=0

(−1)j(h2j − h2j−1).

Choosing a basis Er compatible with the primitive decomposition as in Lemma 2.2,
it follows from the decomposition in Equation (4) that

sgn
(
M ℓ

r (Er)
)

= sgn
(
M ℓ

r (Er)|Pr,ℓ

)
+ sgn

(
M ℓ

r−1(Er−1)
)

.

If
((

A,
∫

A

)
, ℓ
)

has HRRr, then it follows that the restriction of M ℓ
r (Er) to the primitive

subspace is (−1)r definite, and hence
sgn

(
M ℓ

r (Er)|Pr,ℓ

)
= (−1)r(hr − hr−1)

and it follows from induction that

sgn
(
M ℓ

r (Er)
)

=
i∑

j=0
(−1)j(hj − hj−1).

If
((

A,
∫

A

)
, ℓ
)

satisfies complex HRRr, then there are two cases to consider.
Case 1: r is odd. In this case, the primitive subspace must be zero, i.e. Pr,ℓ = 0,

and hence it follows by induction that

sgn
(
M ℓ

r (Er)
)

= sgn
(
M ℓ

r−1(Er−1)
)

=
⌊ r−1

2 ⌋=⌊ r
2 ⌋∑

j=0
(−1)j(h2j − h2j−1).

Case 2: r is even. In this case, the restriction of M ℓ
r (Er) to the primitive sub-

space Pr,ℓ is definite with sign (
√

−1)r = (−1)⌊
r
2 ⌋. It then follows from our inductive

hypothesis that

sgn
(
M ℓ

r (Er)
)

= (−1)⌊
r
2 ⌋(hr − hr−1) +

⌊ r−1
2 ⌋=⌊ r

2 ⌋−1∑
j=0

(−1)j(h2j − h2j−1).

Conversely, assume that for some fixed linear form ℓ ∈ A1 and for all 0 ⩽ i ⩽ r, we
have

sgn
(
M ℓ

i (Ei)
)

=
i∑

j=0
(−1)i(hj − hj−1),

respectively,

sgn
(
M ℓ

i (Ei)
)

=
⌊ i

2 ⌋∑
j=0

(−1)j(h2j − h2j−1).

First we show that the pair (A, ℓ) satisfies SLr. Suppose not, and let 0 ⩽ j ⩽ r be
the smallest degree for which the map ×ℓd−2j : Aj → Ad−2j is not an isomorphism.
Then there exists a nonzero element α ∈ Aj such that ℓd−2j · α = 0, and hence
0 ̸= α ∈ Pj,ℓ and (α, α)ℓ

i = 0. On the other hand, it follows from the minimality of j,
and Lemma 2.2, that Aj = Pj ⊕ ℓ(Aj−1) where dim(Pj) = hj − hj−1, and also that
the block decomposition in Equation (4) holds for i = j. By our assumption on the
signature of M ℓ

j (Ej), it follows that its restriction to the primitive subspace is definite,
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and hence (α, α)ℓ
j ̸= 0 for any nonzero α ∈ Pj,ℓ, a contradiction. Therefore

((
A,
∫

A

)
, ℓ
)

satisfies SLr. Then by Lemma 2.2, primitive decomposition holds, and hence also the
matrix decomposition in Equation (4) for all 0 ⩽ i ⩽ r. In particular, it follows that
the signature of the ith Lefschetz form restricted to the ith primitive space is

sgn
(
M ℓ

i (Ei)
)

= sgn
(
M ℓ

i (Ei)
)

− sgn
(
M ℓ

i−1(Ei−1)
)

and the assertion (2) follows.
For assertion (3), note that the restricted matrix M ℓ

i (Ei)|Pi,ℓ
is either empty

(if Pi,ℓ = 0) or a 1 × 1 matrix. It follows that the signature of the ith Lefschetz
form on the ith primitive subspace is equal to the sign of the quotient of consecutive
determinants

sgn
(
M ℓ

i (Ei)|Pi,ℓ

)
= sgn

(
det
(
M ℓ

i (Ei)
)

det
(
M ℓ

i−1(Ei−1)
)) =

sgn
(
det
(
M ℓ

i (Ei)
))

sgn
(
det
(
M ℓ

i−1(Ei−1)
)) .

A straightforward inductive argument then shows that the pair
((

A,
∫

A

)
, ℓ
)

satisfies
HRRr, respectively complex HRRr, if and only if

sgn
(
M ℓ

i (Ei)
)

= (−1)⌊
i+1

2 ⌋,

respectively

sgn
(
M ℓ

i (Ei)
)

= (−1)

⌊
⌊ i+2

2 ⌋
2

⌋
which is assertion (3). □

Remark 2.4. Note that if
((

A,
∫

A

)
, ℓ
)

has a nonzero primitive space Pr,ℓ with r ⩾ 2,
then HRRr and complex HRRr are mutually exclusive. Indeed in order to satisfy
HRR2 and complex HRR2 condition (2) implies that the Hilbert function must sat-
isfy h1 = 2h2 + h0 > h2. On the other hand, SL1 implies the multiplication map
×ℓ : A1 → A2 is injective and hence h1 < h2, a contradiction.

2.4. Macaulay Duality and Higher Hessians. Let R = Q[x1, . . . , xn] and Q =
Q[X1, . . . , Xn] be two graded polynomial rings in n-variables, regarding Q as a module
over R by the partial differentiation action, i.e. for all 1 ⩽ i ⩽ n and F ∈ Q,

xi ◦ F = ∂F

∂Xi
,

and the action is extended algebraically to all of R. In other words, R is the polynomial
ring generated by partial differential operators ∂/∂X1, . . . , ∂/∂Xn. Then for each
homogeneous polynomial F ∈ Qd of degree d, the set

Ann(F ) = {f ∈ R | f ◦ F ≡ 0}
is an ideal in R, and the quotient

AF = R

Ann(F )
is an oriented AG algebra of socle degree d with a canonical orientation given by∫

A

: Ad → Q,

∫
A

α = α ◦ F.

In fact, every oriented AG algebra arises this way, and the polynomial F is called the
Macaulay dual generator for the oriented AG algebra AF .

Given the oriented AG algebra A = AF of socle degree d, given 0 ⩽ i ⩽
⌊

d
2
⌋
, and

given a basis Ei = {bi
p | 1 ⩽ p ⩽ hi} ⊂ Ai, define the ith Hessian matrix of F with

respect to Ei by
Hessi(F, Ei) =

(
bi

pbi
q ◦ F

)
1⩽p,q⩽hi

;
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it is an hi ×hi matrix with entries that are homogeneous polynomials of degree d−2i
in Q. Given a vector c = (c1, . . . , cn) ∈ Qn, we can evaluate these polynomial entries
at c and get the evaluated Hessian

Hessi(F, Ei)|c
which is a real symmetric matrix. Assuming that the ring AF has at least one non-zero
linear form, and relabeling the generators if necessary, we may assume that for some
1 ⩽ m ⩽ n the generators x1, . . . , xm all have degree one. Then for any linear form
ℓ = c1x1 + · · · + cmxm, and for any homogeneous polynomial G ∈ Qk of degree k, we
have

ℓk ◦ G = k!G(c1, . . . , cm, 0, . . . , 0).
We shall refer to the case where all variables x1, . . . , xn all have degree one as the
standard graded case. Using this, one can show the following result, which appears to
have been observed first by J. Watanabe [23].

Lemma 2.5. Given an oriented AG algebra A = AF , and any linear form
ℓ = ℓ(c) = c1x1 + · · · + cmxm + 0xm+1 + · · · + 0xn ∈ A1, define the vector
c = (c1, . . . , cm, 0, . . . , 0) ∈ Qn. Then for any 0 ⩽ i ⩽

⌊
d
2
⌋

and for any choice of basis
Ei ⊂ Ai, we have

Hessi(F, Ei)|c = (d − 2i)!M ℓ(c)
i (Ei).

In particular, Lemma 2.5 and Lemma 2.3 give a Hessian criterion on the Macaulay
dual generator of an oriented AG algebra for the SL and HRR properties.

3. Proof of Theorem 1.3 and Theorem 1.5
The proof of Theorem 1.5 comes in two parts.

Proposition 3.1. The algebra A(m, 2) has the following presentation:

A(m, 2) = Q[e1, e2]
(fm(e1, e2), em

2 )
where deg(e1) = 1 and deg(e2) = 2 and

fm(e1, e2) =
⌊ m

2 ⌋∑
k=0

(−1)k m

m − k

(
m − k

k

)
em−2k

1 ek
2 .

Proof. Define the symbol

cm,k =
{

m
m−k

(
m−k

k

)
if 0 ⩽ k ⩽

⌊
m
2
⌋

0 if k < 0 or
⌊

m
2
⌋

< k

We want to show that for each positive integer m

fm(x + y, xy) =
⌊ m

2 ⌋∑
k=0

(−1)kcm,k(x + y)m−2k(xy)k = xm + ym.

Note that if d =
⌊

m
2
⌋
, then d + 1 =

⌊
m+2

2
⌋

for all positive integers m. Also note that
for m = 1, c1,0 = 1 and f1(e1, e2) = e1, and for m = 2, we have c2,0 = 1 and c2,1 = 2,
and f2(e1, e2) = e2

1 − 2e2. Also for every positive integer m we have the recursive
relation

xm+2 + ym+2 = (x2 + y2)(xm + ym) − (xy)2(xm−2 + ym−2).
Hence by induction on m, it suffices to show that our functions satisfy the following
recursive formula:
(5) fm+2(e1, e2) = (e2

1 − 2e2)fm(e1, e2) − e2
2fm−2(e1, e2).

Algebraic Combinatorics, Vol. 8 #2 (2025) 303



Nancy Abdallah & Chris McDaniel

With m fixed, set d =
⌊

m
2
⌋

and the left hand side of Equation (5) is

fm+2(e1, e2) =
d+1∑
k=0

(−1)kcm+2,kem+2−2k
1 ek

2

and the right hand side of Equation (5) is

(e2
1 − 2e2)

d∑
k=0

(−1)kcm,kem−2k
1 ek

2 − e2
2

d−1∑
k=0

(−1)kcm−2,kem−2−2k
1 ek

2

=
d∑

k=0

(−1)kcm,kem+2−2k
1 ek

2 −
d∑

k=0

(−1)k2cm,kem−2k
1 ek+1

2 −
d−1∑
k=0

(−1)kcm−2,kem−2−2k
1 ek+2

2

=
d∑

k=0

(−1)kcm,kem+2−2k
1 ek

2 −
d+1∑
k=1

(−1)k−12cm,k−1em+2−2k
1 ek

2 −
d+1∑
k=2

(−1)k−2cm−2,k−2em+2−2k
1 ek

2

=
d+1∑
k=0

(−1)k (cm,k + 2cm,k−1 − cm−2,k−2) em+2−2k
1 ek

2 .

Hence the result follows if we can prove that the symbols cm,k satisfy the recursive
formula
(6) cm+2,k = cm,k + 2cm,k−1 − cm−2,k−2.

On the right hand side of Equation (6) we have
m(m − k − 1)!

k!(m − 2k)! + 2 m(m − k)!
(k − 1)!(m + 2 − 2k)! − (m − 2)(m − k − 1)!

(k − 2)!(m + 2 − 2k)!

=m(m − k − 1)!(m + 1 − 2k)(m + 2 − 2k) + 2km(m − k)! + k(k − 1)(m − 2)(m − k − 1)!
k!(m + 2 − 2k)!

=(m − k − 1)! (m(m + 1 − 2k)(m + 2 − 2k) + 2km(m − k) − k(k − 1)(m − 2))
k!(m + 2 − 2k)!

=(m − k − 1)! ((m + 2)(m − k + 1)(m − k))
k!(m + 2 − 2k)!

which is equal to the left hand side, as desired. □

At this point we can prove Theorem 1.3.

Proposition 3.2. For any positive integer m ⩾ 1, the algebra A(m, 2) has socle degree
d = 3(m − 1), and for each 0 ⩽ i ⩽ d its Hilbert function H(m, 2) satisfies

H(m, 2)i =
⌊

i + 2
2

⌋
−
⌊

i + 2 − m

2

⌋
⋆

−
⌊

i + 2 − 2m

2

⌋
⋆

where
⌊

x
2
⌋

⋆
= max{

⌊
x
2
⌋

, 0}.

Proof. It follows from the presentation in Proposition 3.1 that A(m, 2) has a monomial
basis E = {ep

1eq
2 | 0 ⩽ p, q ⩽ m − 1}, and hence the socle generator is em−1

1 em−1
2 in

degree m − 1 + 2(m − 1) = 3(m − 1) = d. For general i, 0 ⩽ i ⩽ d, Hm
i = H(m, 2)i is

counting the lattice points (p, q) lying in the (m−1)× (m−1) square on the diagonal
line x + 2y = i. For 0 ⩽ i ⩽ m − 1, we can count these lattice points using Pick’s
theorem: The area (A) of a lattice polygon is the number of interior lattice points (c)
plus half the number of boundary lattice points (b) minus 1, i.e. A = c + b

2 − 1. In our
case, for fixed 0 ⩽ i ⩽ m − 1, take the smallest lattice polygon containing the four
points (i, 0), (i − 1, 0),

(
0,
⌊

i
2
⌋)

, and
(
0,
⌊

i−1
2
⌋)

, which has area i/2 with no interior
points, and one more boundary point than the sum Hm

i + Hm
i−1. Plugging into Pick’s

formula, we get the relation
Hm

i + Hm
i−1 = i + 1
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from which it follows inductively that Hm
i =

⌊
i+2

2
⌋

for all 0 ⩽ i ⩽ m − 1. Next
we assume that i satisfies m ⩽ i ⩽ 2m − 1. Then as above, we compute using
Pick’s formula, the number of lattice points on the diagonal line segment from (i, 0)
to
(
0,
⌊

i
2
⌋)

is
⌊

i+2
2
⌋
, but now we subtract off those lattice points that do not lie

in the (m − 1) × (m − 1) square which is computed by shifting over by m, hence
Hm

i =
⌊

i+2
2
⌋

−
⌊

i+2−m
2

⌋
for m ⩽ i ⩽ 2m − 1. Finally we repeat this procedure for

2m ⩽ i ⩽ 3m − 3: the number of lattice points on the diagonal line x + 2y between
(i, 0) and

(
0,
⌊

i
2
⌋)

in the (m−1)×(m−1) square is
⌊

i+2
2
⌋

−
⌊

i+2−m
2

⌋
−
⌊

i+2−2m
2

⌋
. □

Here is the second part of Theorem 1.5. As in Section 2 consider the two non-
standard graded polynomial rings R = Q[e1, e2] and Q = Q[E1, E2] where deg(ei) =
i = deg(Ei) for i = 1, 2 and the lower case letters act on the upper case letters by
partial differentiation, i.e. ei ◦ F (E1, E2) = ∂F/∂Ei for i = 1, 2.

Proposition 3.3. The algebra A(m, 2) has the following presentation:

A(m, 2) = Q[e1, e2]
Ann(Fm(E1, E2))

where

Fm(E1, E2) =
m−1∑
n=0

m

m + 2n

(
m + 2n

n

)
Em+2n−1

1 Em−n−1
2

(m + 2n − 1)!(m − n − 1)! .

Proof. Let F = Fm(E1, E2) be as above, and note that em
2 ◦ F ≡ 0. Hence it suffices

to show that fm(e1, e2) ◦ F ≡ 0. Consider the monomial basis of the degree 2m − 3
component Q[e1, e2](4):

E2m−3 =
{

e2i−1
1 em−i−1

2 | 1 ⩽ i ⩽
⌊m

2

⌋}
.

Then it suffices to show that for every 1 ⩽ i ⩽
⌊

m
2
⌋
,

e2i−1
1 em−i−1

2 fm(e1, e2) ◦ Fm(E1, E2) = 0.

We have

(7) e2i−1
1 em−i−1

2 fm(e1, e2) =
⌊ m

2 ⌋∑
k=0

(−1)k m

m − k

(
m − k

k

)
em−2k+2i−1

1 ek+m−i−1
2

and applying Equation (7) to Fm(E1, E2), the problem comes down to proving the
following binomial identities:

(8)
i∑

k=0
(−1)k m

m − k

(
m − k

k

)
m

m + 2(i − k)

(
m + 2(i − k)

i − k

)
= 0, ∀1 ⩽ i ⩽

⌊m

2

⌋
.

These authors posted this problem to MathStackExchange [1], and solutions were
provided by M. Riedel [19] and A. Burstein [6] to whom these authors are grateful. We
have adopted the proof given by A. Burstein, using some general results on Lagrange
inversion and Catalan generating functions from a paper of I. Gessel [9].

Let Cn = 1
2n+1

(2n
n

)
denote the nth Catalan number, and let C(x) =

∑
n⩾0 Cnxn

be its generating function. The following formula for the mth power of C(x) appears
in Gessel’s paper as [9, Equation 2.3.2].

(9) C(x)m =
∑
n⩾0

m

m + 2n

(
m + 2n

n

)
xn.

(4)We have indexed here slightly differently than we will do in the next section.
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Using a form of Lagrange inversion, also in [9], we compute the following formula for
its reciprocal:

(10) 1
C(x)m

=
⌊ m

2 ⌋∑
n=0

(−1)n m

m − n

(
m − n

n

)
xn +

∑
n⩾⌊ m

2 ⌋+1

bnxn

for some coefficients bn ∈ R. Then, using the coefficient extractor function, where
[xn](f) denotes the coefficient of xn in the power series expansion of f , we have

[xi]
(

C(x)m · 1
C(x)m

)
= 0 =

i∑
k=0

(−1)k m

m − k

(
m − k

k

)
m

m + 2(i − k)

(
m + 2(i − k)

i − k

)
for all 1 ⩽ i ⩽

⌊
m
2
⌋
, and this completes the proof. □

Remark 3.4. It was pointed out by an anonymous referee that the Macaulay dual gen-
erator in Proposition 3.3 can be interpreted as a confluent hypergeometric function,
specifically:

Fm(E1, E2) = (E1 · E2)m−1

((m − 1)!)2 · 1F1

(
−(m − 1); (m + 1);

(
−E2

1
E2

))
where the confluent hypergeometric function 1F1(a; b; z) is defined by the formula

w = 1F1(a; b; z) =
∞∑

n=0

a(a + 1) · · · (a + n − 1)
b(b + 1) · · · (b + n − 1) · zn

n!

and is a solution to Kummer’s hypergeometric equation

z
d2w

dz2 + (b − z)dw

dz
− aw = 0.

See [7] for further details on hypergeometric equations and functions. The referee
asked how the generators of the defining ideal fm(e1, e2) and em

2 in Proposition 3.3
might also be related to Kummer’s equation; at this time we do not know an answer
to this question. We thank the referee for pointing out this remarkable connection.

4. Proofs of Theorem 1.4 and Theorem 1.6
Now that we have the Macaulay dual generator of A(m, 2) we can compute its Hessian
matrices. By Proposition 3.2, we need only consider Hessians in degree 0 ⩽ i ⩽⌊

3(m−1)
2

⌋
< 2m − 1. For each 0 ⩽ i ⩽ 2m − 1, let us fix the ordered monomial basis

in degree i:

Ei =
{

bi
p = ei−2p

1 ep
2 |
⌊

i + 2 − m

2

⌋
⋆

⩽ p ⩽

⌊
i

2

⌋}
.

Note this is a basis by Proposition 3.2 and Proposition 3.1.

Lemma 4.1. For each i, 0 ⩽ i ⩽
⌊

3(m−1)
2

⌋
, the ith Hessian matrix for Fm(A, B) with

respect to the monomial basis Ei, evaluated at the point c = (1, 0) is

Hessi(Fm, Ei)|c = 1
(3m − 3 − 2i)!

(
m

3m − 2 − 2p − 2q

(
3m − 2 − 2p − 2q

m − 1 − p − q

))
⌊ i+2−m

2 ⌋
⋆
⩽p,q⩽⌊ i

2 ⌋

Proof. By the formula for the ith Hessian, we have

Hessi(Fm, Ei) =
(

e2i−2p−2q
1 ep+q

2 ◦ Fm

)
⌊ i+2−m

2 ⌋
⋆
⩽p,q⩽⌊ i

2 ⌋
.
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Evaluating at c = (1, 0), we have
e2i−2p−2q

1 ep+q
2 ◦ Fm|c

=e2i−2p−2q
1 ep+q

2 ◦

(
m−1∑
n=0

m

m + 2n

(
m + 2n

n

)
Em+2n−1

1 Em−n−1
2

(m + 2n − 1)!(m − n − 1)!

)∣∣∣∣∣
c

=e2i−2p−2q
1 ep+q

2 ◦
(

m

3m − 2p − 2q − 2

(
3m − 2p − 2q − 2

m − p − q − 1

)
E3m−2p−2q−3

1 Ep+q
2

(3m − 2p − 2q − 3)!(p + q)!

)∣∣∣∣
c

= m

3m − 2p − 2q − 2

(
3m − 2p − 2q − 2

m − p − q − 1

)
1

(3m − 3 − 2i)!
and the result follows. □

Recall that given a directed acyclic graph G = (V (G), E(G)) with vertex set V (G)
and directed edge set E(G) together with a weight function ω : E(G) → R taking
values in some fixed commutative ring R (for our purposes, R = Q will suffice), and
further given row and column vertex subsets (finite and of the same cardinality will
suffice for our purposes) A = {A1, . . . , Ar}, B = {B1, . . . , Br} ⊂ V (G), one can form
the associated (square r × r) weighted path matrix

W (G, ω, A, B) =

 ∑
P : Ap→Bj

ω(P )


1⩽p,q⩽r

where the sum is over all directed paths P : Ap → Bq from the row vertex Ap to the
column vertex Bq in G and ω(P ) is the path-weight defined to be the product of the
weights of all directed edges in the path, ω(P ) =

∏
e∈P ω(e).

A path system from A to B, denoted by P : A → B, is a collection of paths P =
{Pi : Ai → Bσ(i) | 1 ⩽ i ⩽ r} from the row vertices A to the column vertices B
forming a bijection between the two sets. Since A and B are indexed with the same
set {1, . . . , r}, we can associate a permutation σ ∈ Sr to every path system, and we
define the sign of the path system to be the sign of the permutation, i.e. sgn(P) =
sgn(σ). Define the weight of the path system to be the product of the weights of its
paths, denoted ω(P) =

∏n
i=1 ω(Pi). We say that a path system is vertex disjoint if

no two paths in the path system share a common vertex. The following very useful
result is due to Lindström [15] and Gessel-Viennot [8].

Fact 4.2. The determinant of the weighted path matrix is

det (W (G, ω, A, B)) =
∑

P : A→B
vertex disjoint

sgn(P)ω(P)

where the sum is over all vertex disjoint path systems from A to B.

Typically Fact 4.2 is useful in cases where the set of vertex disjoint path systems
all have the same sign, although this is not quite the case in our situation.

In our situation, we shall consider the following directed acyclic graph G.
Let V (G) = Z2, the set of lattice points in the plane, and let E(G) denote the set of
North edges (i, j) → (i, j + 1) together with the set of East edges (i, j) → (i + 1, j);
in this case the directed paths are NE lattice paths. A useful and thorough reference
for NE lattice path enumeration is C. Krattenhaler’s comprehensive paper [14].

We will actually restrict our attention to the induced sugraph G′ with vertex set
V (G′) = {(i, j) | i ⩾ j} ⊂ Z2 consisting of lattice points lying on or below the main
diagonal line y = x. Hence in the directed graph G′, directed paths are subdiagonal NE
lattice paths. Define the constant edge-weight function ω(e) ≡ 1, so that every directed
edge, and hence also every directed path, has weight equal to one. Our row and column
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vertex sets depend on the nonnegative integers i, m satisfying 0 ⩽ i ⩽
⌊

3(m−1)
2

⌋
, and

are given by

A = Am
i =

{
(p, p)

∣∣∣∣ ⌊ i + 2 − m

2

⌋
⋆

⩽ p ⩽

⌊
i

2

⌋}
B = Bm

i =
{

(2m − 2 − q, m − 1 − q)
∣∣∣∣ ⌊ i + 2 − m

2

⌋
⋆

⩽ q ⩽

⌊
i

2

⌋}
.

Note the vertices Am
i lie on the diagonal line y = x, and the vertices Bm

i lie on the
shifted diagonal line y = x − (m − 1). The following is [14, Corollary 10.3.2].

Fact 4.3. The number of subdiagonal NE lattice paths from a vertex A = (a, a) ∈ V (G′)
on the diagonal line y = x to an arbitrary vertex B = (b, c) ∈ V (G′) is equal to

b − c + 1
b + c − 2a + 1

(
b + c − 2a + 1

c − a

)
.

Equipped with Fact 4.3, we can identify the Hessian with a multiple of the weighted
path matrix described above W (G′, ω′ ≡ 1, Am

i , Bm
i ). This is stated formally below.

Lemma 4.4. For each 0 ⩽ i ⩽
⌊

3(m−1)
2

⌋
, the ith Hessian of Fm(E1, E2) with respect

to the ordered monomial basis Bi satisfies

Hessi(Fm, Ei)|(1,0) = 1
(3m − 3 − 2i)!W (G′, ω′ ≡ 1, Am

i , Bm
i ).

Proof. The (p, q)-entry of W is
∑

P : Ap→Bq
ω′(P ) which, in this case, equals the num-

ber of subdiagonal NE lattice paths from Ap to Bq, which, according to Fact 4.3,
equals

m

3m − 2 − 2q − 2p

(
3m − 2 − 2q − 2p

m − 1 − q − p

)
.

The result now follows immediately from Lemma 4.1. □

Note that our setup allows for vertex disjoint path systems from Am
i to Bm

i with dis-
tinct signs, and hence we expect further cancellations to occur in the sum in Fact 4.2.
It turns out however that we can keep track of the cancellations that occur, and char-
acterize the terms that persist. To this end, let us define the doubly vertex disjoint
path systems, as follows.

Generally, given a NE lattice path in G′, say P : A = v0 → · · · → vN = B from
a vertex A = (a, a) on the diagonal line y = x to B = (b + m − 1, b) on the shifted
diagonal line y = x − m + 1, define its initial segment I : A = v0 → vj where vj is
the first vertex in P that lies on the shifted diagonal y = x − m + 1, and define a
primitive segment of P to be a segment S : vk → vk+1 → · · · vℓ−1 → vℓ such that the
two endpoints of S, vk and vℓ, are the only vertices of S to lie on the shifted diagonal.
We shall refer to an upper, respectively lower, primitive segment as one whose vertices
lie on or above, respectively on or below, the shifted diagonal. We say that the path P
is upper if it is an initial segment itself, i.e. it has no primitive segments, or if it has
only upper primitive segments, and we say that P is lower otherwise. Given a lower
path P , we get an upper path F (P ), called the flip of P , obtained from P by keeping
its initial and upper primitive segments fixed, and reflecting each of its lower primitive
segments over the shifted diagonal line. If P is an upper path, define F (P ) = P ; its
flip is itself. Given a path system P : A → B from some set of row vertices, say A, on
the diagonal, to some set of column vertices, say B, lying on the shifted diagonal, we
define its flipped path system F (P) : A → B to be the path system whose paths are
the flips of paths in P.
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In our case where A = Am
i and B = Bm

i , note that if P : A → B is a sub-diagonal
NE lattice path system, then so is its flipped path system F (P) : A → B. Indeed,
in such a path system all lower primitive segments are contained in the square lying
along the x-axis, with its top vertex B⌊ i+2−m

2 ⌋
⋆

∈ Bm
i , and its diagonal lying along the

shifted diagonal line y = x+m−1, and that square, closed under flips, lies completely
under the diagonal line y = x.

Note, however, that flips need not preserve the vertex disjoint property; we say
that a path system P is doubly vertex disjoint if the path system P and its flipped
path system F (P) are both vertex disjoint. Note that in our case, if a path system
P : A → B is doubly vertex disjoint then its permutation is necessarily the order
reversing permutation, and hence its sign is constant.

The following result is the first assertion of Theorem 1.6 from the Introduction. It
is certainly inspired by the “traditional” proof of Fact 4.2.

Proposition 4.5. For any non-negative integers i, m satisfying 0 ⩽ i ⩽
⌊

3(m−1)
2

⌋
,

the determinant of the weighted path matrix

W (G′, ω′ ≡ 1, Am
i , Bm

i ) =
(

m

3m − 2 − 2p − 2q

(
3m − 2 − 2p − 2q

m − 1 − p − q

))
⌊ i+2

2 ⌋
⋆
⩽p,q⩽⌊ i

2 ⌋

is equal to (−1)

⌊
⌊ i+2

2 ⌋−⌊ i+2−m
2 ⌋

⋆
2

⌋
times the number of doubly vertex disjoint subdi-

agonal NE lattice path systems from Am
i to Bm

i .

Proof. Let N = N (A, B) denote the set of vertex disjoint path systems from A to B
which are not doubly vertex disjoint. Let us neglect for the moment the assertion
of sign. Then by Fact 4.2 and the remarks above, it suffices to show that there is a
sign-reversing bijection ϕ : N → N , so that the path systems in N all cancel out with
each other in the determinant, leaving only the doubly vertex disjoint path systems
to be counted.

To this end, fix a path system P ∈ N and let F (P) be its flip. Let c = (a, b)
be the northern most, then eastern most vertex at which two (unique!) paths, say
F (Pr), F (Ps) ∈ F (P), intersect. Let F (Sr) ⊂ F (Pr) and F (Ss) ⊂ F (Ps) be the
primitive (or initial) segments containing c. Since P is vertex disjoint, it follows that
exactly one of Sr or Ss was lower, and the other is either initial or upper; after
relabeling if necessary, we may assume that Sr is the lower primitive segment. For a
point z = (x, y) in the plane, let z̃ = (y − m + 1, x + m − 1) be its reflection across
the shifted diagonal line y = x − m + 1. Setting

Sr =vj → vj+1 → · · · vd = c̃ → vd+1 → · · · vJ

Ss =wk → wk+1 → · · · we = c → we+1 → · · · wK

we have

F (Sr) =vj = ṽj → ˜vj+1 → · · · ṽd = c → ˜vd+1 → · · · ṽJ = vJ

F (Ss) =wk → wk+1 → · · · we = c → we+1 → · · · wK .

Define new segments S′
r and S′

s by swapping the final legs after c in the flipped
segments F (Sr) and F (Ss), and then flipping back, i.e.

S′
r =vj → vj+1 → · · · vd = c̃ → ˜we+1 → · · · w̃K

S′
s =wk → wk+1 → · · · we = c → ˜vd+1 → · · · ṽJ .
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P ϕ(P)

F (P) F (ϕ(P))

Sr

Ss

S′
r

S′
s

c c

Figure 1. A path system, its image under the involution ϕ, and
their associated flipped path systems

Then to define the new path system ϕ(P) : A → B, we simply replace segments
Sr ⊂ Pr and Ss ⊂ Ps by the new segments S′

r and S′
s to obtain new paths P ′

r and P ′
s,

and keep all other paths the same. See Figure 1.
Note that P and ϕ(P) have opposite signs since their corresponding permutations

differ by a single transposition. Also note that ϕ is invertible; in fact it is an involution.
It remains to see that ϕ(P) is vertex disjoint, or in other words that ϕ(P) ∈ N . If not,
then the new crossing must occur in one of the new segments S′

r or S′
s, and then after

c̃ or c, on the new part. Suppose, for concreteness, that the crossing occurs at some
vertex w̃b ∈ S′

r for some k + 1 ⩽ b ⩽ K. Then w̃b lies in paths P ′
r and P ′

t in ϕ(P) for
some t ̸= r. That means that in the original flipped path system F (P), wb belongs to
both paths F (Pr) and F (Pt). On the other hand, since wb comes after c, wb is more
northerly-easterly of c, in contradiction to our original choice of c. Therefore there
can be no crossing of paths in the path system ϕ(P), and hence ϕ(P) ∈ N . Thus we
have produced a sign-reversing bijection ϕ : N → N , as desired.

Finally, note that for any doubly vertex disjoint path system P from Am
i to Bm

i ,
either P or its flipped path system F (P) must be a vertex disjoint path system
completely contained in the parallelogram bounded by the diagonal lines y = x and
y = x − m + 1 and horizontal lines y =

⌊
i+2−m

2
⌋

⋆
and y = m − 1 −

⌊
i+2−m

2
⌋

⋆
. Since

P and F (P) have the same sign, it follows that the permutation of P is the order-
reversing permutation on the indexing set {1, . . . , hi} where hi =

⌊
i+2

2
⌋

−
⌊

i+2−m
2

⌋
⋆

=

#Am
i , which has sign (−1)

⌊
hi
2

⌋
and the result follows. □

It follows from Proposition 4.5 that the determinant of the weighted path ma-
trix W (G′, ω′ ≡ 1, Am

i , Bm
i ), and hence the determinant of the higher Hessian matrix

Hessi(Fm, Ei) is nonzero precisely when the number of doubly vertex disjoint subdi-
agonal NE lattice path systems from Am

i to Bm
i is nonzero; denote this number by
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N(i, m). Note that if 0 ⩽ i ⩽
⌊

3(m−1)
2

⌋
, then

hi =
⌊

i + 2
2

⌋
−
⌊

i + 2 − m

2

⌋
⋆

= H(m, 2)i = #Am
i .

The following result amounts to the second assertion of Theorem 1.6.

Proposition 4.6. For each 0 ⩽ i ⩽
⌊

3(m−1)
2

⌋
, the number N(i, m) is nonzero if and

only if 2 · hi ⩽ m.

Proof. Note that N(i, m) ̸= 0 if and only if there exists a vertex disjoint NE lattice
path contained completely inside the closed parallelogram bounded by the diagonal
lines y = x and y = x − m + 1 and the horizontal lines y =

⌊
i+2−m

2
⌋

⋆
and y =

m − 1 −
⌊

i+2−m
2

⌋
⋆
. Assuming first that 2 · hi ⩽ m, then we can construct a vertex

disjoint NE lattice path system from each of the hi vertices in Am
i to Bm

i using the⌊
m
2
⌋

disjoint tubes formed by adjacent diagonal lines y = x−2p and y = x−2p−1 for
0 ⩽ p ⩽

⌊
m
2
⌋
. Conversely, if 2 · hi > m, then by counting the number of lattice points

contained in the closed parallelogram, we see that there are not enough lattice points
to contain hi vertex disjoint NE lattice paths from Am

i to Bm
i , and hence N(i, m)

must equal zero. □

Finally we are in a position to prove Theorem 1.4 from the Introduction.

Proposition 4.7.
(1) If m is even then A(m, 2) satisfies SLP. If m is odd then A(m, n) satis-

fies SLPm−1.
(2) The algebra A(m, 2) satisfies HLP for all m.
(3) If m is even then A(m, 2) satisfies the complex HRR. If m is odd then A(m, 2)

satisfies complex HRRm−1.

Proof. First assume that m is even. Then it follows from Proposition 3.2 that 2 ·
hi ⩽ m for all 0 ⩽ i ⩽

⌊
3(m−1)

2

⌋
. It follows from Lemma 4.4, Proposition 4.5, and

Proposition 4.6 that for each 0 ⩽ i ⩽
⌊

3(m−1)
2

⌋
the ith Hessian matrix Hessi(Fm, Ei)

is nonsingular, and hence from Lemma 2.5 and Lemma 2.3 it follows that A(m, 2)
must have SLP.

If m is odd, it follows from Proposition 3.2 that h0 ⩽ h1 ⩽ · · · ⩽ hm−1 =
⌊

m
2
⌋

and hm−1 = min{hm−1, . . . , h2(m−1)}. Therefore it again follows from Lemma 4.4,
Proposition 4.5, and Proposition 4.6 that for each 0 ⩽ i ⩽

⌊
3(m−1)

2

⌋
the ith Hessian

matrix Hessi(Fm, Ei) is nonsingular, and hence A(m, 2) satisfies SLm−1. It follows
from Remark 2.1 that A(m, 2) satisfies HLP for all m.

That A(m, 2) satisfies complex HRR if m is even, or complex HRRm−1 if m is odd
follows directly from Proposition 4.5 and Lemma 2.3. □

Remark 4.8. As pointed out in Remark 2.4, A(m, 2) satisfying the complex HRRr

precludes it satisfying HRRr for any r ⩾ 2. In particular it follows from Proposition 4.6
that the ring A(m, 2) cannot satisfy HRP for any m satisfying r =

⌊
3(m−1)

2

⌋
⩾ 2,

or equivalently for any m ⩾ 3. On the other hand, for m = 2, A(2, n) does satisfy
HRR (and complex HRR!), and in fact it is the cohomology ring of a smooth complex
projective algebraic variety, namely the complex projective space CP3. In contrast,
it follows from Proposition 4.7 that A(m, 2) cannot be the cohomology ring of any
smooth complex projective algebraic variety for any m > 2!
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Example 4.9. Take m = 5. Then

A(5, 2) = Q[e1, e2]
(f5(e1, e2), e5

2) = Q[e1, e2]
Ann(F5(E1, E2))

where
f5(e1, e2) = e5

1 − 5e3
1e2 + 5e1e2

2
and

F5(E1, E2) = E4
1E4

2
4!4! + 5E6

1E3
2

6!3! + 20E8
1E2

2
8!2! + 75E10

1 E2

10! + 275E12
1

12! .

Take i = 3. Then the ordered monomial basis is
E3 =

{
b3

1 = e3
1, b3

2 = e1e2
}

and the 3rd Hessian evaluated at c = (1, 0) is

Hess3(F5, E3)|c =
(

e6
1 ◦ F5|c e4

1e2 ◦ F5|c
e4

1e2 ◦ F5|c e2
1e2

2 ◦ F5|c

)
= 1

6! ·
(

275 75
75 20

)
det7→ −125

6! .

The 125 in the determinant counts the number of doubly vertex disjoint subdiag-
onal NE lattice path systems from A5

3 = {A0 = (0, 0), A1 = (1, 1)} to B5
3 = {B0 =

(8, 4), B1 = (7, 3)} shown in Figure 2 (actually shown are those upper path systems
that lie completely inside the parallelogram; every lower path system may be trans-
formed into a unique upper path system by flipping the lower primitive segments,
hence the multiplicities attached–a factor of 2 for every primitive segment).

On the other hand, if we take i = 4, then there are no doubly vertex disjoint
subdiagonal NE lattice path systems from A5

4 = {Ap = (p, p) | 0 ⩽ p ⩽ 2} and
B5

4 = {Bq = (8 − q, 4 − q) | 0 ⩽ q ⩽ 2} since h4 = 3 and 2 · h4 > m = 5, and hence we
deduce that the determinant of the 4th Hessian evaluated at c = (1, 0) must be zero:

det (Hess4(F5, E4)|c) = 0.

Shown in Figure 3 are two vertex disjoint path systems that cancel out in the de-
terminant, as in Proposition 4.5. Of course we should expect this by looking at the
Hilbert function

H(A(5, 2)) = (1, 1, 2, 2, 3, 2, 3, 2, 3, 2, 2, 1, 1);
indeed, since dimQ(A4) = 3 and dimQ(A5) = 2, it follows that the multiplication map
×a4 : A4 → A8 must have nonzero kernel.
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Appendix A. Connections to Invariant Theory and Partitions
A.1. Invariant Theory. Let F = Q(ζ) denote the field of rational numbers adjoined
with ζ a primitive mth root of unity. Let G(m, 1, n) be the group of n×n matrices over
F consisting of permutation matrices whose nonzero entries are mth roots of unity.
This is equal to the semi-direct product

G(m, 1, n) =


λ1 · · · 0

...
. . .

...
0 · · · λn


∣∣∣∣∣∣∣λm

i = 1

⋊Sn
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Figure 2. Doubly vertex disjoint path systems from A5
3 to B5

3,
counted with multiplicities (125 total).
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Figure 3. Two path systems that cancel out in the determinant det (Hess4 (F5)).
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where Sn is the subgroup of permutation matrices whose nonzero entries are 1’s.
The group G(m, 1, n) is a pseudo-reflection group generated by permutation matrices

σ ∈ Sn together with the diagonal matrix t =

 ζ · · · 0
...

. . .
...

0 · · · 1

. Then G(m, 1, n) acts

on the polynomial ring S = F[x1, . . . , xn] in the usual way with σ(xi) = xσ(i) and

t(xi) =
{

ζ · xi if i = 1
xi if i ̸= 1

.

The elementary symmetric functions

ei = ei(x1, . . . , xn) =
∑

1⩽k1<···<ki⩽n

xi1 · · · xin
∈ RF

are a fundamental set of invariants of the symmetric group Sn acting on S (or even
R = Q[x1, . . . , xn]) as above, meaning that the subalgebra they generate SSn =
F[e1, . . . , en] ⊂ S is a polynomial algebra that contains every other symmetric func-
tion, e.g. [20, Theorems 1.1.1 and 1.1.2]. Define the ith mth power elementary sym-
metric function ei(m) to be the ith elementary symmetric function evaluated at the
mth powers of the variables, i.e. ei(m) = ei(xm

1 , . . . , xm
n ). Note that ei(m) is invariant

under the larger group action of G(m, 1, n) for all 1 ⩽ i ⩽ n.
Since e1, . . . , en are algebraically independent over F, and xm

1 , . . . , xm
n are alge-

braically independent and F, it follows that e1(m), . . . , en(m) are also algebraically
independent over F. Since e1(m) ⊗ 1, . . . , en(m) ⊗ 1 ∈ S are algebraically independent
over F and

∏n
i=1 deg(ei(m)) = |G(m, 1, n)| = mn · n!, it follows from [20, Propo-

sition 7.4.2] that the invariant polynomials e1(m), . . . , en(m) are a fundamental set
of invariants for the pseudo reflection group G(m, 1, n), meaning that the subalgebra
generated by them is a polynomial algebra that contains all other G(m, 1, n)-invariant
polynomials; in symbols we write

(S)G(m,1,n) = F[e1(m), . . . , en(m)].

It follows from a theorem of E. Noether, e.g. [20, Theorem 2.3.1] that the inclusion
SG(m,1,n) ⊂ S is a finite extension of rings meaning that S is finitely generated as
a module over SG(m,1,n), and likewise for SSn ⊂ S. It follows that the inclusion
SG(m,1,n) ⊆ SSn is also a finite extension. Indeed, if f1, . . . , fN ∈ S are a finite
generating set for S as a module over SG(m,1,n) then their symmetrizations under
Sn, f ♯

1, . . . , f ♯
n where f ♯

i = 1
n!
∑

σ∈Sn
σ(fi), must be a finite generating set for SSn

as a module over SG(m,1,n). This implies that the quotient algebra

SSn

S
G(m,1,n)
+ · SSn

= F[e1, . . . , en]
(e1(m), . . . , en(m)) = A(m, n) ⊗Q F

is finite dimensional over F, and hence is an Artinian complete intersection over F.
Finally, since F ⊇ Q is a finite field extension, it follows that A(m, n) is finite dimen-
sional over Q, and hence must also be an Artinian complete intersection over Q.

One can further show that if we define the coinvariant algebra of G(m, 1, n) to be
the quotient algebra

SG(m,1,n) = S

S
G(m,1,n)
+ · S
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then, and endow it with the induced action by the subgroup Sn, then the Sn-invariant
subring of the G(m, 1, n)-coinvariant ring satisfies(

SG(m,1,n)
)Sn = SSn

S
G(m,1,n)
+ · SSn

= A(m, n) ⊗Q F.

In particular, we recover a special case of a theorem of S. Goto [10]: if A is a complete
intersection algebra and G is a finite pseudo-reflection group acting linearly on A,
then the invariant ring AG must also be a complete intersection.

For m = 2, the group G(2, 1, n) is a real reflection group, and is in fact the Weyl
group of type Bn. It follows from results of Borel and Bernstein–Gelfand–Gelfand [5,
Proposition 1.3 and Theorem 5.5] that

A(2, n) ∼= H2•(G/P,Q)

where G/P is a smooth complex projective algebraic variety (a partial flag variety of
type Bn). It follows from Hodge theory on Kähler manifolds, e.g. [12], that A(2, n)
satisfies SLP and HRR for all n. This is essentially Stanley’s proof of Almkvist’s
conjecture for m = 2 [21, Theorem 3.1].

A.2. Partitions. Recall that an integer partition λ is a weakly decreasing sequence
of non-negative integers λ = (λ1, . . . , λe); the individual integers λk are called the
parts of λ, the length of the partition ℓ(λ) is the largest index j for which λj ̸= 0, the
size of the partition |λ| is equal to the sum of its parts |λ| = λ1 + · · · + λe, and the
empty partition is the unique partition of size 0. Let P denote the set of all integer
partitions and let Pk denote the subset of partitions of size k.

Consider the two parameter family P(m, n) ⊂ P consisting of integer partitions
with part sizes at most n and the number of repeated part sizes at most m − 1, i.e.

P(m, n) = {λ ∈ P | λk ⩽ n, λk+m−1 < λk, ∀k} .

For example, P(3, 2) is the set of partitions with part sizes at most 2 and number of
repeated parts at most 3 − 1 = 2, that is:

P(3, 2) = {∅, (1), (2), (1, 1), (2, 1), (2, 2), (2, 1, 1), (2, 2, 1), (2, 2, 1, 1)} .

The generating function of P(m, n) is the polynomial P (m, n; t) =
∑

k⩾0 pk · tk

where pk = #Pk. Note that every partition λ ∈ P(m, n)k is uniquely determined by
a sequence of integers (j1, . . . , jn) where 0 ⩽ ji ⩽ m − 1 and λ has ji parts of size i
for 1 ⩽ i ⩽ n, and j1 + 2j2 + · · · + njn = k. On the other hand, every such sequence
of integers contributes exactly one tk term in the expansion of the polynomial

H(m, n; t) =
n∏

i=1

(
1 + ti + t2i + · · · + t(m−1)i

)
.

It follows that the Hilbert function of the algebra A(m, n) is equal to the generating
function of the set of partitions P(m, n), i.e. H(m, n; t) = P (m, n; t) for all m, n.

In fact, results of B. Totaro [22] show that this connection runs much deeper.
He has shown that the algebra A(m, n) has a basis of (equivalence classes of) Hall-
Littlewood symmetric polynomials, specialized at the mth root of unity and indexed
by the partitions P(m, n), i.e.

{[Qλ(x1, . . . , xn, ζ)] ∈ A(m, n) | λ ∈ P(m, n)} .

It remains an intriguing and challenging open problem to describe their structure
constants and to find their associated “complex Schubert calculus”. As a first step
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in this direction, Totaro computes the following “degree formula” for the algebra
A(m, n) [22, Theorem 0.1]:

e
(n+1

2 )(m−1)
1 ≡ m(n

2)
((

n+1
2
)
(m − 1)

)
!1!2! · · · (n − 1)!

(m − 1)!(2m − 1)! · · · (nm − 1)! · (e1 · · · en)m−1
.

Of course, for n = 2, this constant in front of the socle generator (e1 · · · en)m−1 agrees
with our formula for the 0th Hessian of Fm from Lemma 4.1 (scaled by d!):

(3m − 3)! · Hess0(Fm, B0) =
(

m

3m − 2

(
3m − 2
m − 1

))
.
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