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Abstract—As the semiconductor industry struggles to keep
Moore’s law alive and integrate more functionality on a chip,
multi-chiplet chips offer a lower cost alternative to large mono-
lithic chips due to their higher yield. However, chiplet-based chips
are naturally Non-Uniform Memory Access (NUMA) systems and
therefore suffer from slow remote accesses. NUMA overheads
are exacerbated by the limited throughput and higher latency of
inter-chiplet communication. This paper offers a comprehensive
analysis of chiplet-based systems with different design parameters
measuring their performance overheads compared to traditional
monolithic multicore designs and their scalability to system and
chiplet size. Several design alternatives pertaining to the memory
hierarchy, interconnects, and technology aspects are studied.
Our analysis shows that although chiplet-based chips can cut
(recurring engineering) costs to half, they may give away over
a third of the monolithic performance. Part of this performance
overhead can be regained with specific design choices.

I. INTRODUCTION

In the multicore era, integrating more resources on a chip is
evermore important for the performance scaling of processors.
In the past couple of decades, frequency scaling has been
limited by power density, and therefore, delivering perfor-
mance speedup relies primarily on fitting more cores on a chip.
However, technology scaling has become more difficult, and
large monolithic chips have low yields and, thus, excessive
costs. Building chips out of multiple smaller chiplets is a
cheaper, higher yield alternative [11], [16], [19], [28].

Die stacking technology has enabled multi-chiplet chips. It
was first used for building 3D stacked DRAM chips such as
High Bandwidth Memory (HBM) and bringing it closer to
processing units, e.g., to a GPU [6] or a vector engine [7].
Later it was employed for disintegrating processors to mul-
tiple chiplets, e.g., AMD EPYC and RYZEN architectures,
improving yield [19]. Currently, large chips, such as the AMD
MI300 [1] and Intel Sapphire Rapids [21], are composed of
many CPU and/or GPU chiplets, as well as HBM nodes com-
bining high processing throughput with fast, high-bandwidth
memory access.

Despite their improved yield, multi-chiplet chips come with
performance overheads. Due to their large size, such systems
inevitably use multiple non-uniform access memory nodes.
Even early AMD EPYC and RYZEN chips, which provide
DRAM access to their CPU chiplets via a single IO die, have
a varying access latency by tens of nanoseconds depending
on the accessed DRAM controller [19]. AMD MI300 and
Intel Sapphire Rapids have even more complex, heterogeneous
memory systems composed of multiple HBM nodes and exter-
nal DRAM. Non-uniform Memory Access (NUMA) machines

entail the performance pitfall of long latency remote accesses.
Although in the past Cache Only Memory Architectures
(COMA) [9] and Cache Coherent NUMA (CC-NUMA) [33]
approaches improved data locality and performance of NUMA
multi-socket machines, current multi-chiplet chips rely mainly
on code optimizations to improve data placement when op-
erating in a flat “HBM + external DDR” mode, or otherwise
sacrifice HBM capacity to cache data.

Another performance overhead in multi-chiplet chips, which
exacerbates the NUMA effects, is related to the inter-chiplet
communication. As opposed to networks on monolithic chips,
inter-chiplet connections suffer latency and bandwidth over-
heads. Exchanging messages with another chiplet requires
traversing longer links via microbumps and a silicon inter-
poser, adding extra latency. In addition, the number of avail-
able microbumps is limited by the chiplet size and their density
constraints, putting a cap on available off-chiplet bandwidth.

Although the yield and cost benefits of multi-chiplet chips
have been thoroughly analyzed [11], to the best of our
knowledge, the performance with respect to their monolithic
counterparts has not been studied. This work fills this gap
by evaluating the aforementioned performance overheads of
multi-chiplet chips compared to monolithic ones and analyzing
the cost-performance tradeoff they offer. We explore the fol-
lowing design points in this study: (i) system size, (ii) chiplet
size, (iii) Network-on-Chip (NoC) bandwidth, (iv) Last-Level-
Cache (LLC) organization, and (v) silicon interposer type
(passive vs. active). We measure the performance overheads
of chiplet-based chips varying the above design alternatives
and analyze them based on the insight provided by several
interconnect and memory system metrics.

Concisely, the contributions of this paper are the following:
• A microarchitectural simulation setup to model large-

scale chiplet-based architectures, including detailed mod-
els of their memory system and interconnection network;

• The first thorough analysis of performance overheads
and cost-performance tradeoffs of chiplet-based chips in
comparison to monolithic chips, showing that despite
their large cost benefit, chiplet-based designs incur a
significant impact on system performance;

• An analysis of various technological aspects that deter-
mine specific system parameters such as the length and
delay of inter-chiplet links, microbumps budget, yield and
cost of chiplet-based and monolithic chips;

• Some design choices are identified to regain some of the
performance overheads of chiplet-based chips.
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Fig. 1: Monolithic vs. Multi-Chiplet chips.

The remainder of this paper is organized as follows: Section
II describes the design alternatives analyzed for chiplet-based
architectures. Section III explains our experimental methodol-
ogy. Section IV presents our evaluation results. Finally, Section
V summarizes our conclusions.

II. OVERVIEW OF CHIPLET-BASED ARCHITECTURES

The microarchitecture of the chiplet-based chips studied in
this paper as well as the monolithic chips used as baselines,
are described next. Without loss of generality, the multicore
systems are organized in tiles composed of a core with its
private L1 and L2 caches, a shared Last-Level Cache (LLC)
partitioned in slices, each being closer to a subset of tiles,
as well as HBM and external DDR DRAM interfaces. The
above are interconnected via a Network-on-chip (NoC), which
dedicates a network router for each tile, LLC slice, HBM node,
and external DDR controller. The organization and floorplan
of the chips illustrated in Figure 1 are inspired by the AMD
Zen families [2], [4]. A monolithic chip uses a 2D mesh NoC,
has its LLC slices in the middle columns of the 2D mesh, and
the HBM and external DDR interfaces at the edges of the chip.
The chiplet-based counterpart uses chiplets, which contain a
subset of tiles, one or multiple LLC slices and HBM interfaces,
while access to external DDR is provided via a separate IO
chiplet. The NoC topology within the chiplet remains a 2D
mesh, and inter-chiplet links are reduced to a number that can
be supported by the microbumps budget of the chiplet, similar
to previous work [12], [13].

Figure 2 illustrates the above multi-chiplet organization for
different system sizes, i.e., different number of chiplets. It can
be observed that the number of HBM nodes scales linearly to
the number of chiplets, i.e., one HBM node per chiplet placed
next to it. Moreover, the external DDR size and the number
of channels also scale linearly to the number of chips.

In the rest of the section, details are provided for system
aspects that affect the potential performance overheads of
chiplet-based chips. In particular, it describes (i) the design of
the interconnects with a focus on inter-chiplet communication
and the choice of silicon interposer, (ii) the memory allocation
that dictates data placement on the Non-Uniform Memory
Access system, and (iii) the choice of the LLC organization.
Finally, the yield and cost of the chiplet-based chips are
estimated with respect to their monolithic counterparts.

 (a) 4 chiplets    (b) 8 chiplets            (c) 16 chiplets

Compute Chiplet HBM DDR I/O Chiplet
Chiplet-Chiplet link Chiplet-I/O link

I/OI/OI/O

I/O-DDR link

Fig. 2: Different sizes of multi-chiplet chips.

A. Chiplet-based NoCs

One of the first design choices involves deciding whether
to use a passive or active silicon interposer for integrating
the chiplets. A passive silicon interposer is cheaper as it
requires fewer fabrication steps and offers a higher yield,
but it offers slower inter-chiplet links because it does not
include buffers. An active interposer offers higher throughput
because it includes active components to pipeline the links and
potentially lower link latency. It may also include network
routers offering more advanced topologies. Additionally, an
active interposer benefits from lower clock skew/jitter due to
repeaters and easier clock synchronization. Minimally active
silicon interposers have been shown to have a small cost
overhead compared to passive ones [14], [27]. Another design
choice studied in previous work is the placement of inter-
chiplet links, showing the benefits of concentrating inter-
chiplet links to a few edge NoC routers of a chiplet [12],
[13].

In our performance analysis, passive silicon interposers
as well as minimally active, i.e., with pipelined links, are
explored. The total budget of microbumps per chiplet is
estimated based on technology parameters, and inter-chiplet
links are concentrated to fewer NoC edge routers adjusting
their width accordingly. Finally, various intra-chiplet NoC
datapath widths are explored, offering different intra-chiplet
communication bandwidth.

B. NUMA-aware Memory Allocation

The placement of data in DRAM (HBM and external DDR)
is critical for the performance of a NUMA system. Modern
operating systems widely support Non-Uniform Memory Ac-
cess (NUMA) architectures through various mechanisms. For
instance, operating systems like Linux [26], Windows [3], and
FreeBSD [5] implement NUMA-aware scheduling algorithms
that place processes and threads closer to the memory nodes.
This approach helps to reduce access latency by optimizing
memory locality. Additionally, these operating systems provide
APIs that allow user applications to discover the NUMA
topology, request memory from specific nodes, and set process
affinity, enhancing performance for NUMA-enabled systems.

In this study, we use a Distance-aware Memory Allocation
policy. This policy allocates physical memory pages to the



memory node closest to the processor core that first accesses
the memory. This approach can significantly improve perfor-
mance by ensuring that memory is allocated in proximity to
the accessing core, reducing the latency of memory access.

C. Last Level Cache Organization

In multi-chiplet systems, the Last-Level Cache (LLC) can
be organized through two primary designs:

Sliced LLC: The Sliced LLC architecture, pioneered by
Intel starting with the Sandy Bridge micro-architecture, dis-
tributes the LLC into multiple “slices” [32]. Each slice acts
as an independent cache, but all the slices together form a
single logical cache. The physical memory address determines
the slice into which data is loaded, effectively distributing
memory addresses across slices, and thereby enhancing ef-
fective memory bandwidth. In our study, we assign one LLC
slice per chiplet and evenly divide the address space among
the LLC slices, corresponding to the number of chiplets or
High Bandwidth Memory (HBM) nodes associated with a
chiplet. The addresses mapped to the external DDR are also
divided and assigned into these slices. Accesses from core
private caches mapped to local LLC slice exhibit lower latency,
whereas accesses mapped to remote LLC slices have to
traverse inter-chiplet links, resulting in higher access latency.

Private LLC: Unlike the sliced LLC architecture where the
logical LLC cache is distributed across chiplets, in the private
LLC architecture each chiplet is assigned its own private LLC
cache, and the entire address range is mapped to that private
LLC. As a result, all the accesses from the core private caches
first go to the local LLC, and only in the case of LLC miss
may be required to traverse the inter-chiplet communication
link (depending on where the data is mapped in the memory).
This design results in reduced inter-chiplet communication
overhead compared to the sliced LLC architecture. However,
since the same address can now be present in different LLCs
across chiplets, LLCs need to be kept coherent, requiring
a complex inter-chiplet coherence mechanism. Despite these
challenges, the Private LLC approach can offer performance
benefits in scenarios where the coherence overhead is man-
ageable or inter-chiplet communication latency is critical.

D. Yield and Cost

The performance analysis of the above multi-chiplet design
alternatives needs to be complemented with an evaluation of
their cost with respect to their monolithic alternative. This is
performed using the Feng-Ma chiplet actuary model [11] with
the parameters of the evaluated systems in our study.

More precisely, our work considers monolithic and multi-
chiplet chips which are based on AMD EPYC microarchitec-
ture composed of Zen4/Zen4c CPU chiplets manufactured at
5 nm and an IO chiplet at 14 nm. The chiplet area is estimated,
considering 16-core Zen4 chiplets after scaling the L2 and L3
cache sizes to what is used in our performance evaluation, as
depicted in Table I. That results in a chiplet size of 66mm2,
which is similar to the AMD Zen4 chiplets and slightly smaller
than the AMD Zen4C chiplet. In addition, each multi-chiplet
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Fig. 3: Cost analysis and comparison of RE cost of monolithic
and multi-chiplet chips for different system sizes. Cost is
normalized to that of the smallest monolithic.

chip includes an IO chiplet of 400mm2, as estimated from
AMD EPYC chips of similar technology. Finally, a passive
interposer of 65 nm technology is considered.

Based on the above parameters, the above cost model was
used to derive the costs of 64-, 128-, and 256-core systems,
which are divided in the case of chiplet-based chips to 4+1,
8+1, and 16+1 chiplets, respectively, including the IO chiplet
[11]. Figure 3 presents a breakdown of the detailed recursive
engineering (RE) cost. The total cost is the sum of the
following: (i) cost of raw chips which includes among others
the cost of the silicon and the processing during the wafer
fabrication, (ii) cost of raw package which covers the materials
that are necessary for assembling and packaging the chip as
well as testing and verification, (iii) cost of wasted known good
dies (KGD) that encapsulates the cost derived from dies that
already have been tested to ensure their correct functionality,
but still fail, (iv) cost of chip defects, that covers the cost of
defects that occur during the wafer fabrication process, and
(v) cost of package defects which includes costs related to the
packaging process. The total cost is then normalized to that
of the smallest monolithic chip.

Overall, the cost of chiplet-based chips is about 55% of
that of monolithic chips. The gap between the monolithic and
multi-chiplet costs seems to only slightly increase because of
the conservative estimation of the model regarding the bonding
and packaging multi-chiplet yield. Nevertheless, the model
confirms the significant savings of chiplet-based approaches
and puts our performance analysis in perspective.

III. EXPERIMENTAL METHODOLOGY

A. System Configuration

Our microarchitectural simulation offers detailed modeling
of the memory subsystem and interconnection network, as
explained in Section III-B, and therefore is computationally
intensive for large systems. In order to keep the simulation
times of our experiments within affordable bounds (tens of
hours per simulation point), the modeled systems are scaled
down by a quarter of a real one. A full-scale AMD Zen4C
chiplet contains 16 cores, as many considered in our cost
analysis of Section II-D1. As a consequence, our performance

1A yield and cost analysis of a scaled down chiplet would not make sense
as the size of the chiplets would be small, and so would be the size of the
monolithic chip making it too small to break down into chiplets.



TABLE I: System Configuration1

System
Chiplets 4 chiplets1

Cores and Caches
Cores 4 cores1 / chiplet, out-of-order, 3.2 GHz
TLB I-TLB: 512-entry, 4-way, 1 cycle latency

D-TLB: 512-entry, 4-way, 1 cycle latency
L1 Cache L1-I: Private, 32KB, 4-way, 2 cycle access latency

L1-D: Private, 32KB, 4-way, 2 cycle access latency
L2 Cache Private, 256KB, 8-way, 4 cycle access latency
L3 Cache Shared, 1MB/core, 16-way, 12 cycle access latency2

Main Memory
HBM2 1GB/chiplet, 2GHz, 4 channels, 128 bits per channel,

tCAS-tRCD-tRP: 14-14-14 ns
DDR4 4GB, 3.2GHz, 1 channel, 64 bits per channel, tCAS-

tRCD-tRP: 22-22-22 ns

Network
Intra-chiplet 2GHz, 3-stage router (VA/SA, ST, LT), 2x3 Mesh, 4

VCs per port, credit-based flow control, 256 bit link for
data, 154 bit link for control (coherence) traffic, 5 flit
buffers, XY Routing [10]

Inter-chiplet 2GHz, 3-stage router (VA/SA, ST, LT), 2x2 Mesh,
passive interposer, 2 to 3 cycle link latency3, 7 to 9
flit buffers 3

1 This configuration is the default setting. The parameter adjustments are detailed in
the respective evaluation sections of the sensitivity studies.

2 L3 access latency is 8 cycles for 2MB, 12 for 4MB, and 15 for 8MB.
3 Depending on the maximum inter-chiplet link length [28].

analysis considers chiplets scaled to be a quarter of a chiplet
AMD Zen4C or Intel Sapphire Rapids chiplet and as such
they contain a quarter of the number of cores and connect to
a quarter of HBM channels, as shown in Table I. Moreover, the
L2 and L3 caches are undersized in order to put more pressure
on the memory system and increase LLC misses per kilo
instructions (MPKI), which is otherwise difficult to achieve
when simulating systems for only a few billion instructions.

Based on the scaled down chiplet size (16.5mm22), the
microbump budget is calculated to be proportional to the
number of cores it includes. In addition, the following param-
eters were taken into account for calculating the microbump
budget: (i) a microbump pitch of 45 µm, (ii) reserving 40% of
the microbumps for power. Then, the number of microbumps
available for data were allocated for (i) connecting to the HBM
channels, (ii) one bidirectional link to the IO chiplet, (iii)
multiple bidirectional links to the other CPU chiplets. Then,
the width of the links to IO and CPU chiplets, as well as the
total number of links to other CPU chiplets, were adjusted
to fit the microbump budget. Finally, the latency of the inter-
chiplet links was measured to be 2 or 3 (NoC) clock cycles
considering the chiplet’s dimensions and the latency of the
links on the silicon interposer similar to [8], [28].

B. Simulation Setup

BZSim simulator was used for our experiments [29], ex-
tended to model memory system and interconnects of chiplet-
based chips. BZSim is based on ZSim simulator [25] integrated
with BookSim2 [15] for cycle-accurate intra- and inter-chiplet
network modeling, enhanced with a technique to detect and
skip simulation of low contention traffic in order to speed up

2Calculated based on Zen4 after scaling down L2 and L3 sizes proportional
to the capacity indicated in Table I.

TABLE II: Workload Characteristics

Benchmark Label Input
LLC

MPKI
Footprint

(GB)
Assigned to Mixes

mix-id#ofinstances

LLC MPKI 20-40
pageRank2 PRL2 LDBC (100k) 37.41 0.84 13,23,32,43,52,63,73,81

mcf1 MCF Default 34.01 0.45 22,63,82

graphColoring2 GCL2 LDBC (100k) 30.70 0.45 11,21,41,52,71,82

graphColoring2 GCL3 LDBC (10k) 21.26 0.09 12,21,32,62,81

Random Access
Workload3

RAND N=30, M=1000,
chunk=1024

20.83 0.70 11,23,31,42,62,71,81

LLC MPKI 10-20
connectedComp2 CCL3 LDBC (10k) 19.33 0.09 13,22,31,43,51,62,72,81

lbm1 LBM Default 18.19 0.40 31,72,81

BFS2 BFSCR CA RoadNet 17.25 0.64 11,21,31,42,53,72,81

fotonik3d1 FOTO Default 17.07 0.59 11,41

pageRank2 PRL3 LDBC (10k) 13.96 0.09 21,41,51

xalancbmk1 XAL Default 13.62 0.16 11,21,32,41,62,73,81

blender1 BLEN Default 12.78 0.08 21,41,51

shortestPath2 SPCR CA RoadNet 12.30 0.64 11,32,51,71,81

XSBench4 XSB XXL 11.11 0.37 51,81

graphColoring2 GCCR CA RoadNet 10.69 0.63 11,31,52,61,81

LLC MPKI 0-10
parest1 PAR Default 8.54 0.05 31

roms1 ROMS Default 7.58 0.25 81

triangleCount2 TCL2 LDBC (100k) 6.24 0.55 61,81

graphColoring2 GCL1 LDBC (1000k) 5.92 0.29 11,41,71

pageRank2 PRKR Knowledge Repo 4.56 0.30 31,51

omnetpp1 OMN Default 4.53 0.16 51

BFS2 BFSL1 LDBC (1000k) 2.71 0.98 31
1 SPEC CPU 2017 [22], 2 GraphBIG [20], 3 GUPS [24], 4 XSBench [30]

simulation times. BZSim offers microarchitectural simulations
with detailed (cycle-accurate) interconnect modeling at an
order of magnitude faster simulation speeds compared to
GEM5, enabling multi-billion instruction experiments within
reasonable times [29]. DRAMSim3 [17] was used for cycle-
accurate DRAM modeling and CACTI [31] for estimating
cache access times.

The system treats all HBM and external DDR memory
as part of a unified flat address space. The virtual memory
system was implemented based on HSCC [18]. The cores
are configurable with translation lookaside buffers (TLBs) for
both instructions and data, as well as with page table walkers
(PTWs). Additionally, the memory management modules in-
clude a distance-aware allocation policy. This policy allocates
pages to the HBM in the chiplet where they are first accessed.
If pages are unavailable in the nearest HBM, they are allocated
in the next neighboring HBM or in the external DDR.

C. Workloads

We use mixes of multi-programmed workloads from the
SPEC CPU2017 benchmark suite [22] (the eight with the high-
est MPKI), GraphBIG [20], Random access workload from
the GUPS suite [24] and XSBench [30] in our experiments.
For the SPEC CPU2017 and GraphBIG benchmarks, we use
Simpoints [23] to select a representative slice of one billion
instructions. We have chosen 22 different workloads, detailed
in Table II, and created random multi-programmed mixes of 16
applications designed to run on a system with 16 cores. Each
mix of applications has a minimum total memory footprint
of 7GB and a geometric mean LLC MPKI of at least 11. To
scale these mixes for systems with 32 or 64 cores, we replicate
the 16-application mix twice for the 32-core system and four
times for the 64-core system. All experiments run with an
average of 125 million instructions per core warm-up period,
where memory allocation is enabled, followed by an average
of 250 million instructions per core of detailed simulation.



D. Evaluated Systems

We evaluate three distinct systems as follows:
1) Chiplet-based System (CS): A multi-chiplet system with

sliced LLC is the focus of our evaluation. The default
configuration (depicted in Table I) consists of 4 chiplets,
each with 4 cores, integrated on a passive interposer with
one LLC slice per chiplet, 256 bit NoC data-links, 4
HBM channels per chiplet, one link to IO chiplet, and one
channel to external DDR. The above parameters change
in the various sensitivity analyses of the evaluation. One
variation of this design is to use chiplets with private,
rather than sliced, LLC, denoted as CP.

2) Monolithic (MN): A monolithic multicore matching the
CS characteristics. Similarly, the default monolithic con-
figuration is a 16-core system with sliced LLC in 4 parts
and 256 bit NoC data-links, 16 HBM channels and one
external DDR channel.

3) Ideal (IL): An ideal chiplet-based system with the ideal
scenario where an LLC miss is always served by the
closest HBM channel, assuming the local HBM has infi-
nite capacity, so memory allocation occurs solely within
this local HBM. As a result, all memory requests remain
local to the chiplet, eliminating the additional latency
associated with accessing remote HBM or external DDR.

IV. PERFORMANCE EVALUATION

The performance of chiplet-based systems is evaluated
and their overheads with respect to monolithic counterparts
are measured. System performance is measured in terms of
Instructions Per Cycle (IPC). The Average Memory Access
Time (AMAT) is also measured and broken down to: (i) the
access time for each cache level, (ii) the Network-on-Chip
(NoC) latency between each level (L2-L3 and L3-DRAM), and
(iii) the DRAM access time. Furthermore, the Average Packet
Latency (APL) and the percentage of accesses to local and
remote HBM nodes, as well as to external DDR are reported.

The performance evaluation is structured as follows: first,
the default chiplet-based system is compared against the
monolithic and ideal systems. Subsequently, a sensitivity
analysis of the system size is conducted to examine how
performance scales as the number of chiplets increases. Next,
the impact of chiplet granularity is explored by analyzing
different chiplet sizes (i.e., cores per chiplet) while keeping
the system size fixed. Then, the performance of an alternative
LLC organization for chiplet-based designs (private LLC per
chiplet) is evaluated in comparison with the default sliced
LLC. Next, a sensitivity analysis of the intra-chiplet NoC
data bandwidth (datapath) is performed. Finally, the impact
of passive versus minimally active interposer is measured.

Multi-Chiplet vs. Monolithic vs. Ideal: Figure 4 shows,
per mix of programs, the average performance (IPC), average
packet latency, average memory access time, and the break-
down of DRAM accesses for the default configuration of a 4-
chiplet system as well as for the equivalent 16-core monolithic
and ideal systems. The chiplet-based system is able to maintain
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Fig. 4: Multi-Chiplet vs. Monolithic vs. Ideal

only 43%-75% of the monolithic performance and on average
58%, as shown in Figure 4(a). Compared to the ideal system,
which is 24% faster than the monolithic, and its LLC misses
always go to the closest HBM, the chiplet-based system
is 54% slower. The performance overhead of chiplet-based
system versus the monolithic is not explained by just observing
AMAT, which is on average 40% higher than monolithic.
A more detailed look in Figure 4(c) reveals that the longer
monolithic AMAT is due to slow external DDR accesses,
rather than longer NoC and cache access latency, which is
more performance critical and hence puts a heavier toll on
chiplet-based performance. In fact, Figure 4(b) confirms the
3.7× longer packet latency of chiplet-based systems compared
to monolithic. Finally, it is interesting to analyze the primary
source of the performance overheads in the chiplet-based
system, which is a fraction of accesses to data placed remotely.
Figure 4(d) shows that on average 19% of the data accesses
are to the external DDR and 10% of the accesses are to a
remote HBM node. For a chiplet-based system, as opposed to
a monolithic, all these accesses involve slow (due to limited
bandwidth and longer latency) inter-chiplet communication.

Sensitivity Analysis on System Size: An interesting sensi-
tivity analysis is with respect to the system size. Chiplet-based
chips are meant to scale better to larger systems in terms of
cost. However, it is unclear how their performance overheads
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Fig. 5: Sensitivity analyses on system size, chiplet size, LLC organization, NoC datapath width, and interposer type.
MN: Monolothic, CS or CP: Chiplet-based with Sliced or Private LLC, IL: Ideal, P or A: passive or active interposer.

change when system size increases while keeping the chiplet
size constant. The performance of systems with 4, 8, and 16
CPU chiplets, i.e., 16, 32, and 64 cores, respectively, are eval-
uated. As shown in Figure 5(a), as the system size increases,
the performance gap between chiplet-based systems and their
respective monolithic of the same size remains stable or even
slightly reduces, ranging from 58% to 65%. This is attributed
primarily to the distance-aware data placement, which allows
the distance of remote accesses to remain relatively stable.

Sensitivity Analysis on Chiplet Size: Next, a sensitivity
analysis on the chiplet size, i.e., the number of cores included
in a chiplet, is performed for chiplets of 2 (2CS), 4 (4CS),
and 8 cores (8CS) per chiplet on a 16-core system. Figure
5(b) shows the performance of these systems. As expected,
performance reduces as the system is disintegrated to a larger
number of chiplets. More precisely, 2, 4, and 8 chiplet systems
offer 76%, 58%, and 44% of the monolithic IPC, respectively,
which is reflected in their AMAT and APL measurements.

LLC Configuration Analysis - Sliced vs. Private: A
chiplet-based system with sliced LLC would need to go to
a remote chiplet to serve an L2 miss accessing a remote LLC
slice if the memory address is mapped to the memory region
of another chiplet. An interesting question arises as of the
benefit of designing chiplets each with a private LLC. Such
private LLC would store cache lines from the entire address
space, regardless of whether the memory is mapped to local or
remote DRAM (HBM and external DDR). Figure 5(c) depicts
the results of this comparison. Chiplets with sliced LLC reduce
IPC versus monolithic by 42%, while chiplets with private
LLC reduce it by only 11%. A significant reduction in average
packet latency of about 50% is achieved by using private LLC
because, with this organization, L2 misses do not need to
go off-chiplet, as opposed to LLC misses, which are fewer,
and may need remote accesses. On the contrary, chiplets with
sliced LLC may need remote accesses to serve L2 misses but
not for LLC misses. This is also reflected in the AMAT, which
is improved by 16% when using chiplets with private LLC
compared to chiplets with sliced LLC.

Sensitivity Analysis on NoC Datapath Width: The perfor-
mance impact of the NoC data-link bandwidth is analyzed for

chiplet-based and monolithic systems. The intra-chiplet and
monolithic NoC datapath varies from a quarter of a cache
line (128 bits), to a full cache line (512 bits). It is worth
noting that the width of inter-chiplet links remains constant
as defined by the available microbump budget of the chiplets
(64 bits). Figure 5(d) shows the IPC, AMAT and average
packet latency of the three design points for chiplet-based
and monolithic chips normalized to the 256-bit monolithic. It
can be observed that wider (intra-chiplet) NoC links improve
performance, although the gap with the respective monolithic
does not follow a specific trend. Finally, as expected, AMAT
improves for wider NoC datapaths, while at the same time,
the gap between monolithic and chiplet-based average packet
latency increases because the bottleneck of narrower inter-
chiplet links is exacerbated.

Sensitivity Analysis on Active vs. Passive Interposer:
The last design parameter explored in our study is the use
of minimally active (A-CS) versus passive interposer (P-CS).
As illustrated in Figure 5(e), a minimally active interposer
increases both throughput and latency of inter-chiplet links
because it can pipeline them. The performance impact of this
is significant as it recovers most of the performance overhead
on chiplet-based systems. That comes, however, at a higher
system cost due to the lower yield of active interposers.

V. CONCLUSIONS

Semiconductor technology has difficulty scaling the inte-
grated resources on a single die because monolithic chips have
poor yield, leading to excessive costs. Multi-chiplet chips offer
a cheaper alternative as they have a higher yield, but come with
certain performance overheads stemming from their NUMA
memory system and inter-chiplet interconnection bottlenecks.
This paper analyzed these performance overheads. In particu-
lar, our study reveals that although chiplet-based chips reduce
system costs by almost half compared to monolithic, they give
away about a third of the monolithic performance. Our work
further showed that part of this performance overhead can
be regained with specific design choices. More specifically,
designing chiplets with a private LLC improves performance
by about 30%. Moreover, chiplet-based systems with active
interposers are only 3% shy of the monolithic performance.
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