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The landscape of software engineering has dramatically changed in recent years. The impressive advances
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1 Introduction

The landscape of software engineering has undergone profound changes in recent years. Impressive
advances in generative artificial intelligence are the most recent and dramatic innovations that
redefine the world of software engineering. Generative artificial intelligence disrupts the research
landscape with dramatic effects on software engineering research, education, and practice, as never
before.

This special issue is the result of intensive 2-day discussions at the 2030 Software Engineering
Workshop, co-located with ACM SIGSOFT FSE (Foundations of Software Engineering) held on 15-16
July 2024, in Porto De Galinhas, Brazil. We invited the authors of 58 of the 76 papers submitted to
the workshop to further discuss their ideas and extend their submissions for this special issue. The
liberating structure' of the workshop fostered in-depth discussions among 62 participants through
a carefully curated series of activities, including impromptu networking, flash keynotes, 1-2-4-All,
shift and share, world café, fishbowl, open space technology, 25/10 crowd sourcing, and conversation
café sessions” (see Figure 1°).

Following the ACM TOSEM peer review process, the authors thoroughly reviewed their papers
based on the new ideas that emerged from the discussions at the workshop and the reviewers’
comments on the workshop submissions. Ultimately, the ACM TOSEM Editorial Board selected 33
papers for this special issue. We completed the special issue with four editors’ papers written by a
subset of ACM TOSEM editors and peer reviewed by the ACM TOSEM editorial board. These papers
address four hot topics: Artificial Intelligence for Software Engineering [33], Software Engineering by
and for Humans [1], Automatic Programming [117], and Software Security Analysis [26].

Overview of the Editorial and the Special Issue

This editorial reflects the key discussions at the workshop that emphasize the disruptive impact of
generative artificial intelligence on software engineering. Seven core open research areas emerged
from the workshop, forming the structure of this special issue: artificial intelligence for software
engineering, software engineering by and for humans, sustainable software engineering, automatic
programming, security and software engineering, verification and validation, and quantum software
engineering.

Artificial Intelligence for Software Engineering. The recent breakthrough in generative artificial
intelligence triggers the deepest change in the skyline of software engineering research and practice
since the Internet revolution in the second half of the last century. The software engineering
community has never seen such a fast and predominant growth of new research threads, such
as the application of artificial intelligence and machine learning in software engineering and

Thttps://www.liberatingstructures.com/.

2 A special thank to Daniel Russo, who designed the program, and to Matteo Ciniselli, Luca Di Grazia, Niccold Puccinelli, and
Ket artificial intelligence Qiu, who coordinated the program on-site (Niccolo and Ketai) and off-site from Lugano (Luca and
Matteo).

3More pictures at https://www.inf.usi.ch/faculty/pezze/se2030.html.
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Fig. 1. Participants and discussions at the 2030 Software Engineering Workshop (the upper and lower half of
the picture, respectively).

the challenges of engineering machine learning-driven systems, both of which have become the
dominant themes of the main software engineering conferences and journals.

Section 2 of this editorial presents the main opportunities of generative artificial intelligence in
software engineering and emphasizes the challenges of defining unbiased datasets and benchmarks
shared between industry and academia, engineering reliable and stable prompts, integrating artificial
intelligence tools with classic software engineering techniques, explaining the process and results
of the artificial intelligence tool, and balancing effectiveness, efficiency, and ethics.

The 10 papers that comprise Section Artificial Intelligence for Software Engineering, the largest
section of the special issue, offer a fish-eye view of opportunities and challenges. The editors’ paper
[33] presents a comprehensive overview of opportunities and challenges.

Terragni et al’s [189], Qiu et al’s [160], Burguerio et al’s [25], and Kessel and Atkinson’s [88]
papers discuss the impact of artificial intelligence on the software engineering process. Terragni
et al. [189] address the opportunities and challenges of integrating artificial intelligence into the
software development process, emphasizing the risks of overreliance on artificial intelligence, the
centrality of human judgment, the need to train the next generation of software engineers, and
the importance of multidisciplinary collaborations between communities. Qiu et al. [160] present
the current state and future trends of artificial intelligence-assisted programming, focusing on how
artificial intelligence alters the roles of developers from manual coders to orchestrators of artificial
intelligence-driven development ecosystems. Burgueo et al. [25] discuss the challenges of model-
based software engineering with deep learning and a large language model. Kessel and Atkinson
[88] propose semantic-aware training of generative artificial intelligence to check, synthesize, and
modify software engineering artifacts.

He et al’s [73], Zhao et al’s [243], and Chen et al’s [35] papers deal with the integration of
artificial intelligence within multi-agent systems, large language model app stores, and large
language models for mobile systems, respectively. He et al. [73] highlight the need of integrating
large language models into multi-agent systems to enable autonomous problem-solving, improve
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robustness, and provide scalable solutions for managing the complexity of real-world software
projects. Zhao et al. [243] highlight the issues of large language model app stores, focusing on data
mining, security risk identification, development assistance, and market dynamics, and discusses
the relationships between stakeholders and technological advancements, with the focus on ethics
and impacts on human society. Chen et al. [35] present challenges in improving mobile computing
with large language models.

Lin et al’s [245] and Gao et al’s [62] papers complete the horizon with access issues and
overall challenges. Lin et al. [245] discuss obstacles, opportunities, and challenges of the open
source artificial intelligence-based software engineering solution to facilitate access to diverse
organizational resources for open source artificial intelligence models, while ensuring privacy. Gao
et al. [62] identify seven aspects of software engineering in the era of large language models and 25
related challenges.

Software Engineering by and for Humans. Machine learning, artificial intelligence, and au-
tonomous systems are shaping a new landscape for software engineering by and for humans
by radically changing even the basic concept of a software artifact. These evolving systems present
new ethical, fairness, and technical challenges for software engineers. Humans are becoming an
integral part of large software ecosystems, and the new role of humans in software systems calls
for a shift in software engineering research from a narrow focus on users of software systems to a
broader vision where humans are an integral part of cyber-physical ecosystems.

Section 3 of this editorial explores the impact of generative artificial intelligence on developers,
software engineering teams, and human-—artificial intelligent agent collaboration. The six papers
that comprise the Software Engineering by and for Humans section of this special issue examine
the roles of humans in the new landscape of software engineering in the era of generative artifi-
cial intelligence and highlight the challenges posed by hybrid human—artificial intelligent agent
teams.

The editors’ paper [1] explores various dimensions of human—artificial intelligent agent inter-
actions and discusses the disruptive effects of artificial intelligence on software development,
developer productivity, team dynamics, development tools, and the broader profession and educa-
tion of software engineering. It also outlines the transition from Graphical User Interfaces (GUIs)
to intelligent Adaptive User Interfaces (AUIs) and from No Operations to artificial intelligence
for IT Operations, while anticipating new challenges in developing reliable, human-centric smart
ecosystems, such as the next generations of smart cities.

Autili et al’s [9], Mastropaolo et al’s [123], and Souza et al’s [51] papers discuss the challenges
of engineering smart systems for humans. Autili et al. [9] address human and societal challenges
in the design of smart digital systems, define proactive, reactive, and passive roles for human
interaction, and explore the duality of trust and trustworthiness. Mastropaolo et al. [123] discuss
the interplay between artificial intelligence-driven automation and human innovation. Souza et al.
[51] introduce the concept and challenges of fairness debt in the development of smart digital
systems, investigate the causes of fairness deficiencies in software development, and highlight their
effects on individuals and communities.

Jackson et al. [79] and Hyrynsalmi et al. [78] focus on the impact of artificial intelligence
on software engineers. While Jackson et al. [79] emphasize the enduring importance of human
creativity in the era of generative artificial intelligence for software engineering, Hyrynsalmi et al.
[78] discuss the risks and impact of generative artificial intelligence on diversity and inclusion in
the field.

In summary, this special issue establishes a foundation for understanding and addressing the
disruptive shift in human-centered software engineering in the coming decade.
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Sustainable Software Engineering. The concept of sustainable development [24] extends beyond
classic environmental concerns and spreads over software systems in cyber-physical spaces [148].
Sustainable software operations in cyberphysical spaces require new design, development, de-
ployment, and maintenance approaches that minimize the ecological footprint, improve resource
efficiency, and promote social responsibility [204].

Section 4 of this article presents the challenges and opportunities of sustainably engineering
sustainable software systems for a sustainable world.

The five papers that comprise Section Sustainable Software Engineering of this special issue
highlight the main challenges to sustainable software engineering. Konig et al’s [97] and Betz
and Penzenstadler’s [17] papers discuss the challenges of engineering software for sustainability.
Konig et al. [97] discuss the role of software engineering to address global sustainability and
social inequality by reducing both the increasing consumption of resources and digital inequalities.
Betz and Penzenstadler [17] highlight the great change in the role and responsibility of software
engineers and discusses the social and environmental impacts of technology, with a focus on ethical
and educational issues.

Shi et al’s [182], Cruz et al’s [45], and Moreira et al’s [131] papers consider the environmental
impact of software engineering. Shi et al. [182] highlight the main challenges of reducing the
energy consumption of large language models for software engineering. Cruz et al. [45] discuss
the impact of adopting environmentally friendly practices to create artificial intelligence-enabled
software systems. Moreira et al. [131] focus on new curricula integrating sustainability into software
development.

Automatic Programming. Machine learning, deep neural networks, and large language models
are the largest magnitude factor of human productivity ever seen in software engineering since
the early days. They open new frontiers towards automated programming, disrupt the quality and
security scenario, and raise new societal and legal issues.

Section 5 of this editorial offers a fish-eye view of the impact of machine learning on programming,
and highlights the different dimensions of generating, repairing, maintaining, and evolving code.

The four papers that comprise Section Automatic Programming of this special issue highlight
the main challenges of automatic coding with machine learning. The editors’ paper [117] discusses
in detail the main challenges of automatically generating, repairing, maintaining, and evolving
code with large language models, by emphasizing quality and trustworthiness. Robinson et al.
[166] focus on the impact of large language models on both end-user software engineering and
the software development lifecycle. Assuncéo et al. [8] highlight the transition from maintenance
to modernization and discuss the challenges and opportunities of software modernization as a
reengineering of entire legacy systems. Ran et al. [163] move beyond automatic programming and
call for a strategic response to the anticipated formal method crisis with principled engineering
methodologies.

Security and Software Engineering. The revolution in software production, the many emerging
domains, and the enormous growth of software systems in both size and complexity open new
security issues far beyond classic security engineering. The engineering of secure software systems
is a key element of cybersecurity and opens many new challenges.

Section 6 of this editorial analyzes the core issue of cybersecurity in the era of artificial intelli-
gence. It looks at the new challenges of assessing the security of automatically generated code and
exploiting generative artificial intelligence to improve security.

The four papers that comprise Section Security and Software Engineering discuss the new chal-
lenges of analyzing security in the era of generative artificial intelligence. The editors” paper [26]
discusses the challenges for assessing and maximizing the security of code co-written by machines,

ACM Transactions on Software Engineering and Methodology, Vol. 34, No. 5, Article 118. Publication date: May 2025.



118:6 M. Pezzé et al.

defining approaches that work even if some functions are automatically generated, and tools that
scale to an entire ecosystem. Zhou et al. [246] discuss the main challenges to improve vulnerability
detection and repair using a large language model.

Williams et al’s [219] and Wang et al’s [211] papers discuss software supply chain security.
Williams et al. [219] present the challenges of closing software supply chain attack vectors and
supporting the software industry. Wang et al. [211] analyze the layers of the supply chain and
discusses the challenges for robust and secure development with large language models.

Verification and Validation. Generative artificial intelligence offers powerful tools to enhance soft-
ware verification and validation activities and the quality process, and challenges software engineers
with the need to verify artificial intelligence-powered tools as well as artificial intelligence-powered
smart ecosystems.

Section 7 of this editorial overviews the main challenges of verifying artificial intelligence engines
and artificial intelligence-powered software, and of empowering validation and verification with
artificial intelligence and machine learning.

The editors’ paper [1] discusses the impact of generative artificial intelligence on developers and
teams, as well as the new challenges of developing reliable, smart human-centric ecosystems. The
six papers comprising this section deeply discuss the challenges and opportunities of verifying
complex software systems with the aid of generative artificial intelligence.

Wang et al’s [209], Li et al’s [106], Molina et al’s [129], and Cederbladh et al’s [32] papers analyze
the challenges of using large language models for verifying software systems. Wang et al. [209]
discuss the challenges and opportunities of artificial intelligence-centric testing focusing on the
interrelated dimensions of process, personnel, and technology. Li et al. [106] share the challenges
and opportunities of using a large language model for metamorphic testing. Molina et al. [129]
spotlight the role of large language models in automatically generating test oracles. Cederbladh
et al. [32] discuss the need and challenges of new models for model-based early verification and
identify six main challenges for early verification and validation that concern human factors
(community and organization), automation (tools), and conceptualization (models, scope and
methodology).

Birchler et al’s [21] and Casadei et al’s [29] papers discuss the challenges of verifying software-
in-the-large context of cyberphysical systems. Birchler et al. [21] overview the challenges of
simulation testing of cyberphysical systems; Casadei et al. [29] widen the discussion to large-scale
cyberphysical systems.

Quantum Software Engineering. Quantum computing fundamentally reshapes the landscape of
software engineering with new ways of developing and designing software. At the same time,
quantum computing opens enormous opportunities to solve complex problems that currently
challenge classic computing.

Section 8 of this editorial delineates the new landscape that emerges from quantum computing:
Quantum software engineering and summarizes the state of the art, challenges, and future trends
of quantum software engineering from the typical phases of the software development lifecycle,
such as requirements engineering, architecture, modeling, programming, testing, and debugging.

Murillo et al’s [134] and Ramalho et al’s [162] papers that comprise Section 8 of this special
issue dive into the key issues and present important challenges of quantum software engineering.
Murillo et al. [134] provide an overview of the new scenarios that quantum computing enables,
and discuss the impact of quantum computing on software engineering, and on verification and
validation. Ramalho et al. [162] discuss the challenges and opportunities of quantum computing
for software testing.
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Fig. 2. Overview of McLuhan’s tetrad.

Organization of the Sections

The following seven sections of this editorial (i) overview the state-of-the-art and practice, (ii)
discuss the main Challenges and Trends, and (iii) propose a roadmap for the major research area.
These sections illustrate the disruptive impacts of new technologies on software engineering using
McLuhan’s tetrads [124].* Figure 2 presents the four diamonds of McLuhan’s tetrad, with an icon
in the center representing the technology, and four diamond that indicate what the technology
enhances, what it makes obsolete, what it retrieves from the past, and what it reverses and flips into
when pushed to the extremes. Section 9 concludes the editorial with a comprehensive roadmap for
software engineering, summarizing the key open research directions for the next decade.

2 Artificial Intelligence for Software Engineering

Modern software engineering evolves rapidly as artificial intelligence reshapes the development
lifecycle. Traditional software engineering relies on structured code and predictable execution,
using techniques such as program analysis, testing, and debugging. In contrast, artificial intel-
ligence brings probabilistic, data-driven, and often opaque behaviors to the workflow [62, 73].
This transformation changes the traditional software development paradigms, not only in tooling
and automation, but also in developer collaboration and decision-making [160, 189]. The shift
to artificial intelligence reshapes the core assumptions of software engineering. Developers no
longer just write and test code; they design prompts, interpret output, validate generated artifacts,
and coordinate with autonomous agents. Qiu et al. [160] highlight how this evolution transforms
developers into orchestrators who manage intelligent systems rather than simply composing in-
structions for machines. In this new context, artificial intelligence serves not just as tool, but as a
collaborator—agent capable of writing, refactoring, and reviewing code.

Integrating artificial intelligence into software engineering improves developer productivity,
enables tools that accelerate prototyping, and introduces artificial intelligence agents that trans-
form the software lifecycle. He et al. [73] illustrate how large language model-based multi-agent
systems enable distributed problem solving, pushing the boundaries of automation and scalability.

“The Canadian philosopher Herbert Marshall McLuhan defined the Tetrad in the mid-70s to illustrate the disruptive effect of
new media and more generally new technologies and innovations in terms of abilities that the new technologies enhance,
obsolesce, retrieve, and reverse, captured with the four diamonds of the tetrad.
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Fig. 3. The disruptive impact of artificial intelligence on software engineering.

Automation significantly improves software adaptability to complex environments and redefines
the maintenance process.

This transformation obscures practices that depend on manual code inspection, fixed test oracles,
and predictable behavior. Burgueno et al. [25] highlight the growth of artificial intelligence and
encourage a fresh look at both the use of models and the importance of human collaboration, with
trustworthiness being a critical factor. Terrangi et al. [189] warn against blind reliance on artificial
intelligence tools, advocating for human oversight and critical thinking as essential elements to
ensure safety, correctness, and ethical responsibility. Morescient et al. [88] argue that current
large language model-based code models fall short in tasks requiring semantic understanding.
Artificial intelligence reverses the assumption of software engineering on classic non-functional
requirements ( for instance, maintainability, performance, and scalability), by emphasizing the role
of new requirements and concerns, such as explainability and fairness [62]. Zhao et al. [243] call for
governance frameworks for emerging large language model app stores and their impact on society.

The McLuhan diagram in Figure 3 visualizes the disruptive impact of artificial intelligence on
software engineering. Artificial intelligence dramatically enhances productivity by automating
many tasks. It enhances documentation by improving and augmenting comments and documents.
It enhances the adaptation and evolution of software systems and personalized solutions, with
flexible solutions. Artificial intelligence retrieves natural language pseudo-coding and end-user
programming. It retrieves self-adaptive and autonomic software systems, dynamic code refactoring,
formal verification, and requirements engineering. Artificial intelligence obsolesces classic software
engineering practice, process, and education, with a dramatic paradigm shift from coding to
“prompting” and “validating.” It obsolesces code review, summarization, and manual documentation
by automating many activities. When pushed to the extremes, artificial intelligence reverses over-
reliance in software systems, lack of control, and explainability, by hiding core computational
aspects. It reverses homogeneous solutions by pushing human creativity out of the loop.

2.1 State of the Art and Trends

In this section, we explore the evolving landscape of artificial intelligence for software engineering
by examining the challenges, tools, and emerging practices that shape the field. We bring together
recent advances in prompt engineering, model evaluation, software lifecycle integration, and
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explainability for software engineering. We present the state of the art and our vision for the
current challenges and future roadmap.

2.1.1  Prompt Engineering. The effectiveness and reliability of large language models for code
greatly depend on the prompts used to query them. The design of prompts to optimize these models
is complex and poses a significant challenge across various application domains. Existing methods
for prompt engineering, such as Chain-of-Thought, ReAct, Tree-of-Thoughts, and more elaborate
approaches like Retrieval-Augmented Generation, provide in-context learning to guide the model
answer. The current methods are primarily tailored for natural language processing tasks, and it
is not yet clear whether these techniques can be effectively applied within the realm of software
engineering, since the source code fundamentally differs from the natural language [30].

Challenges and Trends. Optimizing large language models for code through engineering prompts
poses significant challenges across applications. In-context learning guides models for accurate
answers and reduces the costly pretraining and fine-tuning for specific tasks. The successful use of
zero-shot and one-shot learning to summarize the code [229, 235] and of conversational prompts
for automatic program repair [222-224, 230] leads to new efficient prompting strategies in software
engineering. The main advantage of in-context learning is the reduced cost of model training. It
remains a challenge to confirm both the promising results of early studies on the composition of
effective in-context learning demonstrations [63] and the benefits of design patterns and principles
that minimize the impact of in-context learning on the performance of large language models. Recent
research on prompts has demonstrated the feasibility of evaluating the effect of prompts on the
generated code required [168] to detect meaningful prompts that enable the detection of code smells.
Improving prompt design for code summarization and software engineering tasks requires careful
refinement beyond simple instructions (that is, ask for generating a specific function, complete
the code, and act as a programmer expert). A deeper analysis of different prompt components
could improve their effectiveness, as recent studies have investigated the combination of multiple
prompts to refine code and code translation [235].

2.1.2  Evaluation of Large Language Models. Current studies that explore the use of artificial
intelligence for software engineering research remain in their early stages [226]. Existing metrics
for assessing deep learning models in software engineering mainly focus on code generation, mea-
surement accuracy—comparing model-generated code to manually designed code—and efficiency
[31, 113, 240], measuring the time taken to generate code, often alongside traditional readability
metrics and robustness metrics [210]. Few studies propose new automated testing methods to
address the diverse scenarios of deep learning models in software engineering [70, 195, 225]. Many
organizations either rely on third-party data labeling companies for manual labels [139] or use
large language models as evaluators [244]. Manual dataset labeling can incur considerable costs
and is prone to errors [139]. It is essential to define a standardized data pipeline to evaluate artificial
intelligence models used in code and fairly compare different approaches. Software engineering
requires a cohesive framework that facilitates the smooth integration of new metrics and scenarios
while maintaining a uniform infrastructure. This framework would simplify the process from
concept to hypothesis validation, it will reduce time and effort, and thus enhance the reliability of
evaluations of the performance of deep learning-based approaches. A benchmark should encompass
three key components with their challenges: the dataset, the metric, and the protocol used for the
metric [167].

Challenges and Trends. Datasets are essential for both training and testing. Current datasets for
training deep learning models collect data from open source platforms such as GitHub and Stack
Overflow. These datasets often lack ethical considerations [185], exhibit varied quality, and are not
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self-contained [37]. Many code examples rely on external modules and are poorly documented,
making them difficult to understand or learn. Specific datasets are narrow in focus and capture a
small fraction of the diverse scenarios one may face, resulting in biases [77]. We need robust and
unbiased test oracles [11] to guarantee the quality and reliability of deep learning-based systems,
including large language models.

Most currently available datasets focus on source code, input and output examples, repository
metadata, and software programmer interviews [83]. We need specialized datasets, for instance,
explaining and interpreting a model requires designing experiments to answer causal questions
[167]. Most testing datasets also suffer from contamination, where benchmarks may unintentionally
overlap with model training data. The contamination between training and evaluation datasets
compromises the model evaluation. We need unbiased datasets and benchmarks.

Metrics are essential tools for evaluating models, and are either grounded in inherent properties
or defined through comparative analysis of multiple models within empirical studies. Current
metrics are limited in evaluating accuracy, precision, recall, and perplexity [37, 110, 111, 227].
We need new metrics to assess the inherent deep learning properties of software engineering, for
instance, reasoning capacity, causal questioning, trustworthiness) [91].

The inadequate evaluation of deep learning systems can have significant consequences, including
risks to patient well-being [165] and safety [208]. The metric depends on rigorous testing, which is
currently limited by the lack of test oracles [11]. We need protocols that use reliable metrics and
datasets to new automated testing methods evaluate a model and interpret results. The protocols
shall outline the curation of the dataset, the purpose of the metrics, the evaluation properties, and
the interpretation of the results. Correctly interpreting the evaluation of models involves the use of
taxonomies about the presence and type of vulnerabilities and code smells [144].

2.1.3 Integrating Deep Learning with Traditional Software Engineering. Deep learning signifi-
cantly influences every phase of the software engineering lifecycle, from requirements gathering
to code generation, testing, and maintenance.

Software Requirements and Design. A few studies [190] exploit deep learning techniques to support
the software design process, and focus on specific tasks such as design pattern identification [190]
user interface detection [34, 130], requirement classification [92], extraction [105], traceability
[212], validation [220], generation [192], and completeness enhancement [114]. Deep learning has
yet to see widespread adoption in software requirements and design.

Generation of Software Source Code. Deep learning models accelerate and enhance the accuracy of
complex coding tasks [122, 214, 234]. Generation tasks include code representation generation [85],
code generation [39], code completion [41, 104, 217], code summarization [101], code comment
generation [67], and method name generation [138]. Classification tasks involve code localization
[3], which focuses on identifying source code within screencasts, as well as type inference [120],
code search [107], and clone detection [216]. Empirical research suggests that the accuracy of
Copilot-generated code depends on factors such as the programming language and the complexity
of the task [46, 145, 236], and stress the need to evaluate the reliability of artificial intelligence-
generated code, which is crucial in software engineering. Several studies examine the capabilities
and limitations of code intelligence tools [28, 191], and conclude that current code intelligence tools
excel in simple tasks and falter in complex tasks that require deeper semantic understanding [191].

Software Testing. Artificial intelligence is transforming software testing by automating test
generation and improving fault detection. Research in this area has explored the use of large
language models to generate test cases, showing promising results [19, 47, 108, 140, 178, 232].
However, current techniques do not guarantee compilable or executable test cases [238]. To improve
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the reliability, quality, and fault detection effectiveness of generated tests, large language model-
based test generation can be integrated with automated test generation tools such as Randoop
[142], EvoSuite [59], and Pyguin [115], as presented by [102].

One key challenge in using large language models to automate software testing is the generation
of effective test oracles that verify whether software behavior aligns with expected outcomes.
Existing unit test generators primarily produce regression oracles based on implemented behavior
rather than intended behavior, making them unsuitable for exposing faults in artificial intelligence-
generated code [80, 181]. Studies indicate that generated test oracles often capture the actual
behavior of the program instead of the expected behavior, limiting their effectiveness [76, 94].

Chen et al. [38] and Segura et al. [179] propose metamorphic testing as a promising solution to the
oracle problem, by using metamorphic relations to infer expected behavior based on input-output
relationships. Metamorphic testing is useful in this context when conventional test oracles are
unavailable or difficult to specify. Recent research has used large language models to both automate
the discovery of metamorphic relations and improve the effectiveness of metamorphic testing [6,
183, 194]. Despite these advances, the automatic generation of metamorphic relations remains a
significant challenge. Some interesting approaches derive test oracles with neural networks [49, 53].

IT Operations. Artificial intelligence for IT operations involves leveraging artificial intelligence
techniques to enhance IT operations. Research has focused on tasks such as anomaly detection
[90, 237], incident classification [36, 68], and root cause analysis [228, 247]. Despite increasing
attention, a significant gap between research and industry adoption, particularly with regard to
goals, techniques, and practical challenges of log analysis, continues to widen [74].

Program Analysis. Program analysis—the automated evaluation of the features of a program,
including correctness, robustness, and security, plays a critical role at various stages of the software
lifecycle, such as optimization, validation, testing, debugging, comprehension, and maintenance.
The increasing scale, complexity, and diversity of modern software systems pose several significant
challenges to the effectiveness and assessment of artificial intelligence-assistant tools. The variety of
programming languages and runtime environments hinders the advancement of analysis techniques,
and analyzing dynamic programming languages yields incomplete results.

Challenges and Trends. Despite rapid advancements, deep learning in software engineering faces
challenges that hinder its adoption. In software requirements and design, artificial intelligence
struggles with ambiguity, domain-specific understanding, and incompleteness, affecting tasks
such as requirement extraction, classification, and traceability [92, 105, 212]. Researchers have
relied primarily on convolutional neural networks to explore these tasks, as the available data
consist of images. Expanding research to incorporate retrieval-augmented generation techniques,
transformer-based models, and decoder architectures could improve contextual awareness and
artificial intelligence-driven software requirements and design.

The challenges associated with artificial intelligence in code generation encompass limited
generalization across diverse datasets, which significantly impairs their effectiveness within various
real-world contexts. This limitation exacerbates concerns about out-of-distribution instances and
overfitting, as noted in previous studies [52]. In addition, issues related to the copyrightability and
ownership of generated code are also pertinent [184]. The inability of artificial intelligence systems
to synthesize and derive novel code from examples and descriptions restricts potential innovation.
Although artificial intelligence tools well execute straightforward tasks, they exhibit difficulties
when scaling to intricate and semantically nuanced assignments. We still need robust evaluation
approaches to assess the quality, security, and maintainability of generated code.

Artificial intelligence-driven software testing faces key challenges in test case correctness, oracle
reliability, and automation of metamorphic testing. Test cases generated with large language
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models often fail to compile or run and need additional validation. The generation of test oracles
remains a challenge, as large language models tend to capture actual rather than intended behavior.
Although metamorphic testing addresses this issue through metamorphic relations, automating
the generation of metamorphic relations remains a complex and open research problem. The most
recent attempts to generate test oracles with deep neural networks indicate a promising research
direction.

Artificial intelligence for IT operations faces efficiency constraints and prompt window limi-
tations. Bug triangle, anomaly detection, and root cause analysis require context from multiple
system components, often exceeding model capacities. Chain-of-thought reasoning improves inter-
pretability, but generates excessive intermediate output, increasing the computational overhead.
Artificial intelligence for IT operations requires both prompt engineering techniques to condense
context with limited input sizes while preserving essential information and efficient models to
process large-scale data.

2.1.4 Explainable Artificial Intelligence for Software Engineering. Interpretability is essential to
ensure reliable artificial intelligence for software engineering, as it allows developers to understand
and verify model decisions [91]. Explainable artificial intelligence [12] offers both knowledge-
driven and data-driven interpretability approaches [96]. Knowledge-driven approaches generate
explanations from domain knowledge and model-specific insights, while data-driven approaches
rely directly on the data. Data-driven approaches include intrinsic and post hoc methods with either
local or global scope.

Intrinsic interpretability approaches define inherently transparent models to directly comprehend
the decision-making processes. Many software engineering tasks, like defect prediction [231]
and effort estimation [71], rely on common intrinsic methods such as linear regression. Post hoc
interpretability approaches such as Local Interpretable Model-agnostic Explanation [164] and
Shapley Additive Explanations [116], widely adopted in defect prediction [81, 82], performance
analysis [173], code analysis [177, 188], and code generation [112], explain the predictions after the
model training and without altering the models.

Local approaches, like just-in-time defect prediction [158], line-level defect prediction to improve
debugging [215], analysis of the quality of code [200], prediction of the retention of syntax knowl-
edge [143, 199], and counterfactual explanations [43, 75] explain individual predictions. Global
approaches, like sequential rationales to explain code completion tasks [196] and software analytics
to support strategic decision-making [48], extend statistical findings from local explanations to
explain the overall behavior of the model.

Post hoc explainability approaches badly handle multicollinearity, a common characteristic of
source code, leading to misleading importance scores with inflated or distorted values for highly
dependent features. Recent studies indicate that causal interpretability [135] can successfully reduce
misleading interpretations by mitigating the influence of confounders.

Mechanistic interpretability dissects the internal mechanisms of complex models to infer the
causal relations of operations. Recent studies indicate that sparse autoencoders can effectively
detect regions in the activation spaces [56, 112], probes can explain how deep models encode
structural information, by mapping hidden representations onto abstract syntax trees [119, 193],
attention distributions can serve as interpretable signals to understand model decisions [128], the
integration of neurosymbolic artificial intelligence can bridge the gaps of traditional explainability
techniques while enhancing model transparency [198].

Challenges and Trends. The main challenges of explainability are multicollinearity among source
code features and the granularity of the explanations. Multicollinearity among source code features,
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which are often highly correlated, makes it difficult for interpretability techniques to isolate the
true contribution of individual features.

Local interpretability provides insights specific to individual instances; however, it often lacks
generalizability. Global interpretability captures overarching patterns across the model; however, it
may oversimplify by overlooking important details in individual predictions. Most global approaches
rely on correlational explanations that highlight statistical associations but do not reveal causal
relationships, thus lacking the depth of understanding needed for critical tasks such as debugging
or model refinement. Subjectivity plays an important role in how users perceive and evaluate
explanations, and we need user studies to evaluate interpretability methods from a human-centered
perspective.

2.2 Roadmap

— How to develop domain-specific prompt design patterns that address the syntactic rigor, depen-
dency management, and functional correctness requirements of code? We need dataset snippets,
APIs, and documentation to inform prompt design, as well as syntactic and semantic parsers
to analyze code structures and extract meaningful patterns for prompting.

— What critical components to create standardized and contamination-free benchmarks tailored
to software engineering tasks? We need ethically sourced [185] datasets spanning multiple
languages, domains, and code complexities [40], as well as contamination data detectors [213]
for fairly evaluating model.

— How to reliably integrate deep learning in the software engineering lifecycle? We need ap-
proaches that ensure model transparency, robustness, and alignment with engineering goals
in various phases of the software engineering lifecycle, spanning from requirements design
to code generation, testing, artificial intelligence for IT operations, and program analysis.
We need continuous validation of these approaches through real-world testing to ensure the
truthfulness of deep learning systems throughout the development process.

— What interpretability techniques for plausible and feasible explanations of complex software
engineering tasks? We need methods that account for the multicollinearity inherent in software
engineering artifacts, to generate explanations that align with developer expectations, by
leveraging causal reasoning and hybrid interpretability (local and global).

— What strategies to enhance the generalizability of explainability methods across various software
engineering tasks and models? We need task-agnostic interpretability approaches, supported by
cross-domain benchmarks and user studies, to deliver consistent and trustworthy explanations
in software contexts.

3 Software Engineering by and for Humans

Human-artificial intelligence interactions have a deep impact on software development, software
engineering education, and society at large. While early research on software engineering for
artificial intelligence and artificial intelligence for software engineering primarily focuses on
technical aspects, there is now a broad agreement that humans play a crucial role in shaping the
next generation of development approaches for artificial intelligence-powered systems.

The tetrad in Figure 4 illustrates the disruptive impact of human-artificial intelligence interaction
on both the technical and social dimensions of software engineering. Human-artificial intelligence
interaction enhances the automation of a wide range of software engineering tasks and the developer
productivity by supporting a new generation of hybrid teams composed of humans and artificial
intelligence-powered agents. It enhances creativity by acting as a catalyst for generating new ideas,
expanding problem-solving approaches, and automating tedious tasks to free up mental space for
innovation. It enhances developer experience by automating repetitive tasks, optimizing workflows,
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Fig. 4. The disruptive impact of human-artificial intelligence interaction in software engineering.

improving the quality of the code, and boosting productivity. It enhances user experience as artificial
intelligence-powered systems have the potential to analyze user behavior, anticipate needs, and
adapt user interfaces to provide seamless experiences.

Human-artificial intelligence interaction retrieves mental models and human-in-the-loop para-
digms, by reinforcing continuous, interactive learning between artificial intelligence, developers,
and users. When humans interact with an artificial intelligence system for a software engineering
task, they build both a shared understanding and a mental model that gets seamlessly updated
through the interaction. Human-artificial intelligence interaction retrieves multimodal interaction
(for instance, speech, text, gestures, eye movement, facial expressions) and uncertainty to create
more natural, reliable, and effective artificial intelligence systems. It is crucial to consider uncertainty
in human-artificial intelligence interaction to ensure trust and safety in artificial intelligence-
assisted decision-making. Humans shall trust artificial intelligence systems in high-risk situations
when the uncertainty is high.

Human-artificial intelligence interaction also retrieves AUIs by reintroducing and significantly
enhancing their core principles. The many human-computer interaction studies of AUIs, which
dynamically adjust based on user behavior, context, and preferences, face important limitations due
to rigid rule-based adaptation. Artificial intelligence can both inject prediction and personalization
and enable real-time learning and continuous optimization.

Human-—artificial intelligence interaction obsolesces traditional human—computer interaction
and GUIs. Artificial intelligence-driven interfaces replace both static layouts and manual inter-
actions with adaptive, multimodal, and conversational experiences, and reduce the relevance
of conventional GUI design and evaluation methods. Human-artificial intelligence interaction
introduces highly dynamic, interactive, and real-time adaptation, by reducing the relevance of
the rigid Monitor-Analyze-Plan-Execute-Knowledge (MAPE-K) cycle. Artificial intelligence assis-
tants continuously adjust to user behavior without waiting for an explicit “plan-execute” phase.
Artificial intelligence systems learn dynamically from human interactions and allow humans to
directly control adaptation. Human-artificial intelligence collaboration eliminates the need for rigid
execution, that is, human-—artificial intelligence systems co-adapt, where the artificial intelligence
adjusts on-the-fly instead of following a rigid execution phase.
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Human-artificial intelligence interaction challenges traditional communication theories, which
were primarily designed for human-to-human interactions. Artificial intelligence introduces new
dynamics that require a human-centric rethinking of communication and collaboration models
that address the complexities of human-to-human, human-to-artificial intelligence, and artificial
intelligence-to-artificial intelligence interactions.

When pushed to extremes, human-—artificial intelligence interaction reverses hybrid intelli-
gence—the synergy between human cognition and artificial intelligence—by either over-relying on
artificial intelligence (leading to human obsolescence) or limiting artificial intelligence autonomy
(hindering innovation). This dynamic recalls J.C.R. Licklider’s concept of man—-computer symbiosis
[109], and advocates for balanced and iterative collaboration, where artificial intelligence agents and
humans continuously learn from each other. Ethical concerns also intensify, pushing beyond classic
human-centric software engineering towards cognitive and emotional fit—artificial intelligence’s
ability to understand user intent and provide empathetic responses. We need to ethically design
computational empathy to avoid manipulation. Software fairness debt [51], that is, accumulated
bias and unfairness in decision-making software systems, can flip in two extremes: artificial intel-
ligence may either overcorrect bias and cause reverse discrimination or amplify existing biases
and reinforce systemic inequalities. It is crucial to both define transparent and adaptive artificial
intelligence systems with human oversight to ensure fairness without distortion and to integrate
fairness management in the lifecycle of the artificial intelligence system.

3.1 State of the Art and Practice

3.1.1 Software Engineering by Humans. Generative artificial intelligence is profoundly trans-
forming software engineering practices. It brings back human-centric computing, where instructions
are given in natural language rather than strict programming syntax. This shift enables developers
to focus on higher-level abstractions and problem-solving rather than low-level code implemen-
tation. Artificial intelligence-powered tools are reshaping software development not only from a
technical standpoint but also in terms of human collaboration, roles, and team dynamics.

Several studies leverage artificial intelligence to automate repetitive tasks such as coding, de-
bugging, and refactoring to improve developer productivity and well-being: Artificial intelligence
can improve efficiency and reduce frustration by fixing errors, recommending best practices, and
generating documentation [214]. Artificial intelligence lets developers focus on creative problem-
solving. Mastropaolo et al’s paper [123] in this special issue discusses the interaction between
artificial intelligence-driven automation and human innovation, emphasizing the need for seamless
integration of artificial intelligence while preserving human creativity. The article outlines key
elements vital for this integration, aiming to advance software engineering methodologies and
standards in the era of artificial intelligence.

Artificial intelligence shifts traditional roles and responsibilities. Developers are no longer creators,
but also curators; they shift from manually writing code to reviewing, refining, and steering
artificial intelligence-generated outputs. This shift requires strong critical thinking skills. The
rise of artificial intelligence in software development shapes new roles, such as the artificial
intelligence whisperers, developers skilled in prompt engineering, fine-tuning artificial intelligence
suggestions, and understanding artificial intelligence biases to maximize the potential of the
technology. Artificial intelligence-powered tools foster collaborative and inclusive development
teams. Artificial intelligence assists team members with little coding experience and enables domain
experts to contribute more directly to software development. Artificial intelligence tools that
provide natural language explanations enhance cross-functional collaboration by making code and
technical decisions understandable to non-software-engineering-experts.
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The integration of artificial intelligence in software development creates new team dynamics
and workflows. Teams incorporate artificial intelligence-powered tools early in the development
process to accelerate both early prototyping and iteration cycles. Artificial intelligence increases
the need of code review and ethics. The presence of hidden biases and inefficiencies in artificial
intelligence-generated code highly emphasizes the need of explainability, security audits, and ethical
considerations to ensure high-quality software development. Generative artificial intelligence deeply
impacts on software development practices that focus on humans. Several studies define principles
and strategies to proactively identify and mitigate biases, and ensure fairness, accountability, and
trustworthiness in artificial intelligence-powered systems [51]. Other initiatives focus on promoting
inclusivity and equity within software development processes [78].

3.1.2  Software Engineering for Humans. Autili et al’s paper [9] in this special issue explores
the societal and human impacts of autonomous software technologies. The authors emphasize
the need to integrate human, societal, and environmental values into digital system engineering.
They identify four key challenges based on human interaction roles: the proactive role (humans
initiate actions, shaping system behavior), the reactive role (humans respond to system-generated
events), the passive role (humans experience system decisions without direct interaction), and the
duality of trust and trustworthiness (balancing human trust in systems with their reliability and
ethical behavior). To address these challenges, the article outlines a research roadmap focusing on
development processes, requirements engineering, software architecture, and verification, ensuring
digital systems align with ethical and societal needs for long-term sustainability and well-being.

The field of human—computer interaction has a long tradition of creating and applying design
principles or heuristics for assessing and improving user experience. Sun et al. [186] present
a general framework for human-artificial intelligence interaction, and focus on the alignment
between artificial intelligence systems, human users, and specific tasks. Sun et al. emphasize two
key aspects: how well artificial intelligence fits human needs and capabilities (human—artificial
intelligence fit) and whether artificial intelligence is suitable for the tasks it performs (Task—AI
fit). Sun et al. also introduce the concept of human-artificial intelligence collaboration continuum,
which accounts for varying degrees of artificial intelligence agency in interactions. This continuum
ranges from scenarios where artificial intelligence serves as a passive tool under human control to
situations where artificial intelligence acts as an autonomous agent making independent decisions.
By integrating these elements, the framework provides a structured approach to analyze and
design Human-artificial intelligence interactions, emphasizing the importance of compatibility
and collaboration dynamics to enhance user experience and system performance.

Some papers propose guidelines for both designing artificial intelligence systems and under-
standing human-—artificial intelligence interactions. Amershi et. al. [7] propose 18 guidelines for
human-artificial intelligence interaction grouped into four categories that guide the different
interaction stages: initially (make clear what the artificial intelligence system can do), during the
interaction (make the system processes transparent), when the interaction is wrong (help users
recover), and over time (foster user trust and improve the system). These guidelines emphasize
usability, transparency, error recovery, and adaptability, ensuring that artificial intelligence systems
support and empower users rather than frustrate or confuse them.

3.1.3 Challenges and Trends. As artificial intelligence becomes more integrated into human
workflows, several challenges emerge alongside future trends shaping the next generation of
human-centered approach to human-artificial intelligence interaction in software engineering.

3.1.4 Developer Productivity, Experience, and Creativity. The editors’ paper [1] in this issue
explores future research directions on developer productivity, experience, flow, and creativity,
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and discusses the impact of artificial intelligence on software development tools, by highlighting
opportunities and challenges across different tool categories throughout the software development
lifecycle. Jackson et al’s paper [79] in this special issue presents a research agenda that addresses the
impact of generative artificial intelligence on creativity in software development, and propose six
interconnected themes: individual capabilities, team capabilities, product, social impact, and human
aspects. Jackson et al. emphasize that human creativity will play a crucial role in maintaining a
competitive advantage in software development, as generative artificial intelligence integrates into
the developer toolchain and practice.

3.1.5 Developer Diversity and Inclusion. Hyrynsalmi et al’s paper [78] in this special issue
explores the key challenges and the research opportunities for advancing software developer
diversity and inclusion. Hyrynsalmi et al. propose a research roadmap that guides both researchers
and practitioners in creating more inclusive software development environments, with a focus on
maximizing benefits while minimizing harm, particularly for vulnerable groups. Hyrynsalmi et
al. examine the relationship between artificial intelligence and software developers’ diversity and
inclusion, and highlight how artificial intelligence can both support and hinder diversity in software
development teams. Although artificial intelligence-driven tools can enhance productivity, they
may also reinforce existing biases if not carefully managed. Hyrynsalmi et al. stress the importance
of implementing proactive measures to ensure that artificial intelligence technologies contribute to
greater inclusivity and equity in software engineering.

3.1.6  Collaboration Practices and Hybrid Human-Artificial ilntelligence Teams. The editors’ paper
[1] in this issue discusses a number of challenges that arise from evolving collaboration practices
in software development in the artificial intelligence era. Teams are becoming increasingly hybrid
in terms of both distribution and integration of artificial intelligence-powered development agents
alongside human developers. The article examines the impact of artificial intelligence-powered
development tools and agents on team dynamics and developer-stakeholder interactions, and
observes the importance of an active role of artificial assistants for truly effective hybrid human—-
artificial intelligence teams. The key success factor of hybrid human-artificial intelligence teams
lies in both balancing automation with human oversight and ensuring that artificial intelligence
increases productivity without compromising creativity, security, or ethical considerations:

— Artificial Intelligence as a Code Collaborator: artificial intelligence-powered co-programmers
analyze tradeoffs, refactor autonomously, and propose architectural improvements beyond
simply suggesting code as done by current artificial collaborators, for instance, GitHub Copilot,
Code Llama.

— Artificial Intelligence in Pair Programming: artificial collaborators as partners in pair-
programming teams, learning and adapting to developers’ coding style and project-specific
patterns.

— Artificial Intelligence in Code Reviews and Quality Assurance: artificial collaborators provide
rationale, learn from human feedback, and continuously improve the quality of the review
process, beyond simply flagging syntax errors.

— Artificial Intelligence as an Agile Team Member: artificial collaborators as active members of
agile teams, tracking project progress, predicting sprint outcomes, and identifying potential
bottlenecks.

3.1.7  Human-Centered Approaches to Generative Artificial Intelligence in Software Engineering.
Russo et al’s Copenhagen Manifesto [170] advocates for a human-centered approach to integrate
generative artificial intelligence in software engineering. The Copenhagen Manifesto empha-
sizes ethical responsibility, transparency, fairness, and social well-being, and urges that artificial
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intelligence-driven software engineering enhances rather than diminishes human capabilities. The
implementation of the Copenhagen Manifesto faces several challenges:

— Ethical and Regulatory Uncertainty: Defining universal ethical standards is difficult due to
regional and cultural differences. Artificial intelligence regulations are constantly evolving,
making it difficult for software developers to ensure artificial intelligence-powered systems
align with ethical guidelines and legal requirements. We advocate for a global artificial intelli-
gence ethics framework and foster collaboration with policymakers to establish clear guidelines.

— Balancing Human-Centered Design with Artificial Intelligence Efficiency: Prioritizing human
oversight and values can slow down artificial intelligence-driven automation and reduce
efficiency. Ensuring fairness and inclusivity in artificial intelligence models requires significant
computational resources and data curation, thus increasing costs. We advocate for hybrid
artificial intelligence—human workflows, where artificial intelligence automates routine tasks
but keeps humans in control of critical decisions.

— Artificial Intelligence Bias and Fairness: Artificial intelligence bias remains a major issue, as
artificial intelligence models may still reflect human prejudices embedded in training data.
Ensuring fairness and transparency in artificial intelligence decisions requires continuous
monitoring and auditing, which can be resource-intensive. Souza et al’s paper [51] in this
special issue identifies some key causes of fairness deficiencies in software development and
examines their negative impact on individuals and communities, including discrimination and
the perpetuation of inequalities. Souza et al. propose a socio-technical roadmap with six key
goals to build equitable and socially responsible artificial intelligence-driven software systems:
bridging the gap between research and real-world applications, developing a framework for
fairness debt, equipping practitioners with tools and knowledge, improving bias mitigation,
integrating fairness tools into industry practice, and enhancing explainability and transparency
in artificial intelligence systems.

— Measuring Human-Centered Artificial Intelligence Success: Defining clear metrics for fairness,
explainability, and user well-being remains an open challenge. The impact of human-centered
artificial intelligence approaches is difficult to quantify. We need standardized assessment
frameworks that track fairness, usability, and trust in artificial intelligence-driven systems.

Although the Copenhagen Manifesto [170] sets a vision for ethical artificial intelligence in
software engineering, its success depends on clear regulations, technical advances, cultural shifts,
and practical measurement strategies. Overcoming these challenges requires collaboration between
artificial intelligence and software engineering researchers, software engineers, and policymakers.

3.1.8 Personalization and Context Awareness. Personalization and context awareness will trans-
form software engineering by making artificial intelligence-centered systems intelligent, proactive,
and user-centric. Artificial intelligence-centered systems will adapt in real time based on user
preferences, past behavior, and emotional state. Personalization and adaptability require artificial
intelligence to access sensitive user data ( for instance, behavioral patterns, coding habits, and
work preferences), raising significant privacy concerns. Privacy-preserving artificial intelligence
techniques, such as federated learning, will play a crucial role in ensuring privacy while maintaining
personalization.

3.1.9 Emotional Intelligence and Computational Empathy. Computational empathy refers to the
ability of artificial intelligence systems to recognize, interpret, and respond to human emotions in
a way that mimics empathetic behavior. Pataranutaporn et al. [146] highlight both the importance
of initial user perceptions in shaping human-artificial intelligence interactions and the importance
of emotion-aware artificial intelligence systems to improve both user experience and developer
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well-being. Artificial intelligence systems still struggle with emotional understanding, often leading
to unnatural or inappropriate responses, as evident in current artificial intelligence-driven customer
support systems, mental health chatbots, and virtual assistants. Artificial intelligence systems
shall enhance emotional recognition and contextual awareness to ensure natural and empathetic
interactions.

3.1.10  Evolving Software Engineering Approaches to Support Human—-Artificial Intelligence Inter-
action. The adaptive behavior of software systems has largely increased and has become extremely
critical. The traditional MAPE-K cycle that is widely used in self-adaptive systems [87] does not
adequately cope with the dynamic, interactive, and real-time adaptivity of human-centric artifi-
cial intelligence systems. Software engineering can cope with the new adaptive behavior with a
paradigm shift from the fixed MAPE-K adaptation cycle to real-time and continuous learning that
seamlessly adjusts based on user behavior, and from a system-driven approach to a human-in-the-
loop model, where users actively guide learning and decision-making. The new paradigm shall
leverage deep learning and reinforcement learning to support end-to-end, self-improving processes.

The shift of artificial intelligence systems from rigid to human-—artificial intelligence-co-guided
adaptation, from reactive monitoring to proactive, anticipatory adaptation, and from rule-based
and reactive responses to flexible probabilistic artificial intelligence models that continuously refine
outputs requires rethinking software engineering approaches to accommodate the dynamic nature
of human-—artificial intelligence interactions, and ensure adaptive, transparent, and user-centric
artificial intelligence systems.

Cleland-Huang et al’s MAPE-K-HMT framework [44] moves towards co-guided adaptation with
a structured method for designing systems for effective human-autonomous-systems collaboration
that enhances hybrid human—-machine teamwork. Several recent artificial intelligence-driven self-
adaptive models, like Digital Twin-Driven Adaptation [233], Federated Learning for Decentralized
Adaptation [161], and Explainable artificial intelligence-Driven Self-Adaptation [175], enhance
real-time, decentralized, and intelligent adaptation. However, all the models proposed so far are
tailored to specific domains, such as artificial intelligence-powered code assistants, autonomous
cloud resource management, artificial intelligence-driven cyber-physical systems, and adaptive
security systems, and suffer from severe limitations that include high computational costs, model
accuracy constraints, data privacy risks, and challenges in handling heterogeneous data. The next
generation artificial intelligence-driven self-adaptive systems shall integrate hybrid intelligence
[2] that combines symbolic artificial intelligence, neural networks, and human feedback, to create
transparent, reliable and ethically aligned adaptation models.

3.1.11  Effectively Supporting Human-Atrtificial Intelligence Interaction. Amershi et al’s guidelines
[7] lay the foundation for designing artificial intelligence systems that effectively support humans,
and open several software engineering challenges:

— Complexity in Implementing Guidelines: Many of the guidelines, such as making artificial
intelligence processes transparent and enabling user feedback, require sophisticated artificial
intelligence models that can explain their decisions. This is particularly difficult for deep learning
systems, which often function as black boxes. Designing adaptive artificial intelligence behavior
that learns from user interactions without introducing biases or errors is highly complex.

— Tradeoffs between Transparency and Usability: On one side excessive system transparency ( for
instance, exposing detailed decision-making processes) can overwhelm users with unnecessary
information, leading to cognitive overload, on the other side simplified and opaque artificial
intelligence systems limit trust and lead to miscommunications about the system capabilities.
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— Error Recovery and User Control: On one side, it is crucial to allow humans to correct artificial
intelligence errors, on the other side it is difficult to design effective error recovery mecha-
nisms without disrupting the human experience. In some high-stakes domains ( for instance,
healthcare, finance), humans may lack the expertise to identify or correct artificial intelligence
errors.

— Balance Artificial Intelligence Assistance and Over-Reliance: Excessive automation and guidance
can lead to overreliance and can reduce human oversight and critical thinking. An excessive
dependence on artificial intelligence recommendations may lead humans to trust incorrect
outputs without verification.

— Diverse Human Needs: Humans use artificial intelligence systems with varying levels of
technical expertise, making it difficult to design universal artificial intelligence interaction
models that cater to novices and experts.

— Continuous Artificial Intelligence Evolution and Maintenance: Artificial intelligence models and
humans evolve over time, and artificial intelligence systems shall be continuously updated.
Implementing human feedback loops can be resource-intensive and may require ongoing
human oversight to ensure artificial intelligence systems to remain effective and ethical.

Mitigating the challenges of effectively supporting human-—artificial intelligence interactions
requires to suitably combine technical solutions, best practices of design, and ethical considerations.
Many strategies address specific challenges in human-artificial intelligence interaction. Barredo
Arrieta et al. [12] propose both explainable artificial intelligence that mitigates the complexity of
implementing the guidelines with insights into how artificial intelligence systems make decisions,
and a modular approach for designing transparency, adaptability, and error recovery as independent
components of artificial intelligence systems. Selective transparency is an interesting tradeoff
between transparency and usability, for instance, layered explanations enable human to access high-
level summaries by default and detailed technical explanations on demand, and to adjust the level of
artificial intelligence transparency based on human expertise and needs. Personalization and AUIs
[176] adjust to different expertise and needs, by offering simplified artificial intelligence interactions
to new users and detailed control and transparency to experts, and by provide customization
settings to fine-tune the behavior of the artificial intelligence system. While there are several
strategies to address specific challenges in human-artificial intelligence interaction, the integration
of the different strategies into artificial intelligence systems that fully align with human-centered
principles and guidelines is still an open challenge.

3.2 Roadmap

— How to design effective collaboration practices for hybrid human—artificial intelligence teams?
We need new frameworks that seamlessly integrate human and artificial intelligence teams,
by defining clear roles, responsibilities, and decision-making boundaries, and ensuring mutual
trust and explainability with adaptive interfaces that facilitate intuitive interactions. We need
metrics to assess team efficiency, artificial intelligence reliability, and user satisfaction in
hybrid collaboration settings.

— How to develop equitable and socially responsible artificial intelligence-powered software sys-
tems? We need to integrate heterogeneous datasets, bias detection tools, and explainable
artificial intelligence approaches into a development process of artificial intelligence systems
to proactively identify and mitigate biases.

— How to balance transparency, user control, privacy, and adaptability, to ensure that artificial
intelligence systems enhance human capabilities rather than hinder them? We need approaches
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that balance transparent decision-making, human control mechanisms, robust privacy protec-
tions, and adaptive capabilities that align with human needs, to design artificial intelligence
systems to empower users while maintaining ethical safeguards.

— How to design artificial intelligence systems that incorporate computational empathy? We
need models that recognize, interpret, and respond to human emotions to create artificial
intelligence systems that interact naturally and effectively with humans. We need advances
in affective computing, sentiment analysis, user-centered design, and software engineering to
design artificial intelligence systems that ethically adapt to emotional and contextual cues.

— How to ensure artificial intelligence systems meet evolving human needs? We need models of hu-
man-—artificial intelligence interaction to effectively capture the dynamics of human-artificial
intelligence evolution. We need to borrow and integrate communication theories from diverse
disciplines to develop new abstractions. We need clear metrics to assess the effectiveness
of human-artificial intelligence interactions. We need software engineering methodolo-
gies that accommodate the dynamic and interactive nature of human-artificial intelligence
collaboration.

4 Sustainable Software Engineering

We have been well aware of the limits of a planet with finite resources in juxtaposition with
the promise of infinite economic growth since the early 1970s [125]. The limitations of the finite
resources of the planet are well discussed in the 1972 Brundtland® report of the UN World Com-
mission on Environment and Development [24]. The report proposes the most commonly referred
to definition of sustainable development as development that meets the needs of the present without
compromising the ability of future generations to meet their own needs. However, despite great
policy efforts (for example, the Millennium Development Goals and the Sustainable Development
Goals [171] signed by many nations) and our considerable progress [172], we still struggle to
change that paradigm and effectively change our relationship with the planet [127]. Halkos and
Gkampoura’s sustainable development paper [72] claims that we are close to meet economy-related
targets, such as the targets included indecent work and economic growth (Sustainable Development
Goal 8), industry, innovation and infrastructure (Sustainable Development Goal 9), and responsible
consumption and production (Sustainable Development Goal 12), while we need to accelerate to
meet the targets and goals that concern education (Sustainable Development Goal 4), cities and
communities’ sustainability (Sustainable Development Goal 11), and climate change (Sustainable
Development Goal 13).

Sustainable software engineering is a key research area in software engineering that encompasses
(i) a reflection on principles of software design for a positive impact in the world, (ii) implemented
in systems that can be maintained over an extended period of time, and (iii) with methods and
practices that favor the inclusion of systems thinking to identify potential second and third order
impacts.

This research area has become crucial for society over the last ten plus years for a number
of reasons: (i) the footprint of IT systems, especially including second- and third-order effects,
is ever increasing despite a large body of work on energy efficiency, (ii) unpredictable natural
disasters have become more frequent and larger in scale and impact, and (iii) the recent rapid
development of artificial intelligence makes balancing interventions and approaches that question
techno-solutionism ever more important.

Sustainable software engineering includes sustainability in software engineering, that is, making
software engineering itself a sustainable practice with sustainable systems, often with an emphasis

SNorwegian minister Gro Harlem Brundtland who chaired the commission.
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Fig. 5. The disruptive impact of sustainability on software engineering.

on technical sustainability and energy efficiency, and software sustainability engineering [148], that
is, approaches to engineering software systems that create a positive environmental impact, for
example, nature restoration or carbon capture. Sustainability in software engineering and engineer
for sustainability refer to slightly different concepts of sustainability, which depend on the context
and scope from which sustainability is considered. The anthropologist and systems thinker Joseph
Tainter explains this need of scope [187], and clearly discusses that we must ask (i) which system
to sustain, for(ii) whom, (iii) over which time frame, and (iv) at what cost, to properly address some
sustainability concerns. The Oxford English Dictionary defines sustainability as “the capacity to
endure” The Brundtland Commission defined sustainable development as “meeting the needs of the
present without compromising the ability of future generations to meet their needs,” which is the basis
for the 2030 Sustainable Development Goals that many governments use as target references when
implementing sustainability measures.

The McLuhan tetrad in Figure 5 illustrates the disruptive impact of sustainability on software
engineering. Sustainable software engineering enhances multidisciplinary approaches by requiring
integration of disciplines for the sake of social contribution, education on responsibility, and
assessment of the impact of software systems on sustainability. Sustainable software engineering
retrieves system thinking, environmental side effects, integrated domain knowledge, and impacts
on individual well-being and society. Sustainable software engineering has the potential to reverse
the refusal of software engineering responsibility for the impacts of software systems, sustainability
debt, and a lack of sufficient reflected large-scale artificial intelligence development. Sustainable
software engineering obsolesces pure computational thinking, silo mentalities, techniques and
approaches that ignore environmental and social impact.

4.1 State of the Art and Trends

We discuss both sustainability in software engineering and software engineering for sustainability.
Konig et al. [97] further differentiate and discuss the sustainability lifecycle assessment [157] in
their paper in this special issue. Venter et al’s definition of software sustainability as a “composite,
first-class, nonfunctional requirement, that is, a measure of a range of core software quality attributes,
which includes at a minimum maintainability, extensibility, and usability” [206], offers a purely
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technical perspective that does not take into account the important dimensions of sustainability
that Becker et al. discuss in their IEEE software paper [14]:

— Environmental Dimension: The use and stewardship of natural resources, ranging from im-
mediate waste production and energy consumption to the balance of local ecosystems and
concerns about climate change.

— Individual Dimension: The freedom of individuals and agencies, human dignity and fulfillment,
the ability of individuals to thrive, exercise their rights, and develop freely.

— Social dimension: The relationships between individuals and groups, the structures of mutual
trust and communication in a social system, and the balance between conflicting interests.

— Economic Dimension: The financial aspects and business value, capital growth and liquidity,
investment questions, and financial operations.

— Technical Dimension: The ability to maintain and evolve artificial systems (such as software)
over time.

4.1.1 Sustainability in Software Engineering. Sustainability in software engineering focuses on
energy-efficient coding, energy-efficient algorithms, lean development environments, and what is
often called green software engineering. Sustainability in software engineering aims to minimize
both the environmental footprint of development and the subsequent energy consumption of
software in production, independently of the purpose of the software itself. Sustainable approaches
in software engineering focus on the different phases of development, ignoring the usage and
impacts of the software produced.

There has been a significant amount of work in the area of requirements engineering on this topic.
Venters et al. [201] define sustainability requirements as a composite non-functional requirement,
and call for both a definition that is tailored to quantitative sustainability objectives that encompasses
its complexity and multidimensional nature [205] and a consolidation throughout the community
[202] based on the Karlskrona manifesto [15]. Penzenstadler [149] integrates sustainability within
an artifact-based requirements engineering method, and Duboc et al. [54] integrate an analytic
perspective on sustainability within requirements engineering.

Research in the area of architecture and design frames sustainability as preserving the function
of a system over an extended period of time [99], based on an etymological understanding of the
word applied to any system, regardless of the presence of software components, by merging the
individual dimension into the social dimension. Venters et al. [203] emphasize the need to capture
the rationale of significant sustainable design decisions to define sustainable architectures. Oyedeji
et al. [141] contribute a software sustainability design catalog based on an implementation of the
principles put forth in the Karlskrona Manifesto [15]. Naumann et al’s GREENSOFT framework
[136] and Calero and Piattini’s Green in Software Engineering book [27] further elaborate on a
sustainable architectural design.

4.1.2  Software Engineering for Sustainability. Software engineering for sustainability focuses
on the purpose of the software system or service and emphasizes the responsibility of software
engineers about the impact of software systems, as they all operate in the world [14]. Seyff et al.
[180] and Penzenstadler et al. [153] propose five main sustainability dimensions for requirements
engineering to reflect on the sustainability of the system, among the many approaches presented
in Section 4.1. Seyff et al. [180] propose a model to negotiate stakeholder demands to achieve a
positive impact on sustainability, and Penzenstadler et al. [153] define four approaches to identify
stakeholders relevant to sustainability.

The relevant frameworks for including sustainability in the design of software systems are
(i) the sustainability awareness framework [18], mostly applied in requirements engineering, in
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initial development [150], in different iterations [151], and in reviews [159], (ii) the sustainability
assessment framework [98], which offers a set of tools to support software architects and design
decision makers in modeling sustainability as a software quality property, and (iii) ENSURE [174]
for eliciting and decomposing sustainability requirements. Kienzle et al. [93] contribute a vision of
a model-based framework that enables a broader engagement with and informed decision-making
about sustainability issues, and identify core emerging challenges that include dealing with open-
world contributions, uncertainty, and conflicting worldviews, and that still hold 5 years after their
publication.

4.1.3 Challenges and Trends. The main open challenges of sustainable software engineering and
software engineering for sustainability concern multidisciplinary approaches, assessment, education,
and large language models.

4.1.4  Multidisciplinary Approach. The pervasiveness of software-intensive systems in all areas
of our daily life leaves large shares of the population behind, and increases the digital divide [13].
Inclusive design methods can bridge some of the gaps between developers and stakeholders, still
limited to developers and potential users. Multidisciplinary research combines the knowledge
and ideas of experts and non-academic key stakeholders to address socially relevant problems,
by both fostering cooperation and collaboration among scientific disciplines and non-academic
stakeholders, and creating solution-oriented knowledge well suited for both scientific and societal
practices [103]. Multidisciplinary research for sustainability comes with a set of challenges and
requirements to establish mutual learning among researchers in different disciplines [100].

Multidisciplinary approaches are essential to tackle sustainability challenges that are inherently
socially relevant. We need new methods that integrate knowledge from environmental science, eco-
nomics, social sciences, and domain-specific areas with software engineering to develop sustainable
software systems. We need new collaborative frameworks to facilitate cross-disciplinary innova-
tion while ensuring effective knowledge transfer to software engineering practices. We need to
understand how to embed sustainability-focused insights into software design and decision-making
to build software systems that not only minimize environmental impact but also promote social
responsibility and economic viability. Konig et al. [97] identify opportunities to address global
sustainability challenges, such as climate change and social inequality, by enabling energy savings
and social innovations. Currently, software systems threaten to exacerbate these crises, as evident
in the increasing consumption of resources and widening digital inequalities. Software engineering
plays a key role in tackling the problems and exploring the potential of software technology for
sustainability. Konig et al’s research vision of sustainability-driven software engineering and mul-
tidisciplinary research formats revisit the understanding of sustainability in software engineering,
and then differentiate into the challenges of (i) sustainability lifecycle assessments, (ii) sustainability
criteria with multi-criteria decision analysis for tradeoff decisions, (iii) sustainability assessment
approach and implementation, and (iv) multidisciplinary research and real-world laboratories.

4.1.5 Assessment. Assessment plays a key role in measuring sustainability beyond just energy
consumption. We need meaningful Key Performance Indicators (KPIs) that reflect a wide
spectrum of sustainability, including carbon footprint, resource usage, social impact, and long-term
viability [203]. Venters et al’s [204] review of 234 studies offers a foundation and a road map of
emerging research themes in the area of sustainable software engineering, with an emphasis on the
assessment and identification of suitable KPIs. Guldner et al. [69] offer a reference measurement
model that focuses on the energy and resource efficiency of software systems. Bets et al’s [18],
Lagos et al’s [98], and Naumann et al’s [136] studies identify several potential indicators that
need a large-scale benchmark evaluation and the integration within the ISO standards, like the
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environmental ISO 14,000 series and the social responsibility ISO 26000. Both Forrester’s [58] and
Penzenstadler et al’s [152] papers stress the importance of systems thinking as a methodological
approach for comprehensively assessing software systems, given their complex interplay with the
world. We need standardized sustainability dashboards that integrate a set of suitable KPIs in an
accessible and actionable manner, to enable organizations to effectively and comparatively assess
the sustainability performance of the software systems and adapt to evolving environmental and
ethical standards.

4.1.6  Education. Education is a foundational element in preparing future software engineers
to address sustainability challenges. Called for already by Penzenstadler and Fleischmann in 2011
[154], teaching sustainability in software engineering remains a challenge. Universities are barely
starting to integrate sustainability into their educational programs [155]. We needs to define (i)
the new role of software engineers in a world increasingly shaped by environmental constraints
and ethical considerations [17], (ii) educational curricula that embed sustainability principles
into software engineering programs, to make students understand the environmental and social
impact of their work [131], and (iii) new pedagogical approaches—such as experiential learning,
interdisciplinary courses, and industry collaboration [155]—to help future engineers develop the
skills and mindset needed to drive sustainable innovation.

Moreira et al. [131] highlight the two antithetical roles of software engineering in sustainability.
On one side, software systems contribute to environmental issues through high energy consumption.
On the other side, software systems hold the potential for solutions that improve efficient and
equitable resource management. We need to (i) move beyond traditional curriculum models and
fully integrate sustainability into every aspect of software development, (ii) embed sustainability as
a core competency, and (iii) trigger a major shift in software engineering education. We shall start by
raising awareness and establishing harmonized and clear sustainability concepts, integrate ethical
thinking, and create a holistic view. On that foundation, we can establish sustainability metrics
and indicators, integrate software engineering competencies for sustainable software, integrate
skills for inter- and intra-personal teamwork, and build the business case for sustainability. We
shall adopt evolving legal requirements and standards, change cultures through advocacy and
lobbying, reorient artificial intelligence to drive sustainability, activate academic organizations,
facilitate industrial adoption, and identify greenwashing. Betz and Penzenstadler’s [17] describe
the shifts in the role and responsibilities of software engineers, advocate for large language model-
based approaches for coding, and highlight the deep shifts driven by the profound societal and
environmental impacts of technology.

4.1.7  Atrtificial Intelligence and Rapid Global Digitization. Artificial intelligence systems carry
both risks and opportunities for environmental sustainability [89]. We shall focus on both assessing
artificial intelligence business cases through the lens of ethics and sustainability, and ensuring that
artificial intelligence solutions contribute positively to environmental and social goals, rather than
exacerbating issues such as resource consumption and bias [197]. Integrating artificial intelligence
sustainably into software engineering requires investigating energy-efficient artificial intelligence
models, responsible data usage, and scalable best practices that align with long-term sustainability
objectives. By addressing these concerns, we can ensure that artificial intelligence serves as an
enabler of sustainability rather than a source of additional challenges.

Kunkel et al. [95] contribute a scoping review of six software and artificial intelligence sustain-
ability frameworks with respect to their recognition of environmental sustainability and the role of
stakeholders, and provide recommendations for future research on how stakeholder involvement
can help firms and institutions design and use more sustainable artificial intelligence systems. Shi
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et al. [182] focus on reducing energy consumption of large language models for software engi-
neering, and call for comprehensive benchmarks, efficient training methods, effective compression
techniques, improved inference acceleration, and program optimization. Cruz et al. [45] focus on
the impact of adopting environmentally friendly practices to create artificial intelligence-enabled
software systems and discuss the environmental impact of using foundation models for software
development, and claim the need to consider the business case, consolidate fundamental concepts,
monitor sustainability, clarify roles’ involvement, and change the machine learning lifecycle.

4.2 Roadmap

Sustainable software engineering requires a research approach that integrates diverse disciplines,
establishes meaningful assessment metrics, enhances education, and ensures responsible adoption
of artificial intelligence. This roadmap outlines key research areas: the role of interdisciplinary
in fostering collaboration, and the need of assessment methodologies, education strategies, and
ethical and sustainable integration of artificial intelligence.

— How to integrate disciplines to work effectively together for sustainability? We need interdisci-
plinary approaches that merge the knowledge of many disciplines, including environmental
science, economics, social sciences, and domain-specific areas, into software engineering.
We need collaborative frameworks to foster cross-disciplinary innovation and knowledge
transfer.

— What KPIs for sustainability beyond energy consumption? We need to define KPIs that capture
the many facets of sustainability. We need standardized sustainability dashboards that integrate
a set of suitable KPIs.

— How to educate future software engineers? We need to define the role of software engineering
for sustainability and educate software engineers on sustainability. We need curricula that fully
integrate sustainability into every aspect of software development and embed sustainability
as a core competency. We need new pedagogical approaches to help future engineers develop
the skills and mindset needed to drive sustainable innovation.

— How to assess the ethical and sustainable dimensions of artificial intelligence systems? We need
to sustainably integrate artificial intelligence into software engineering.

5 Automatic Programming

Automatic programming has gained prominence due to the capability of artificial intelligence-
based coding assistants such as GitHub Copilot. The adoption of automatically generated code
crucially depends on both the quality of the generated code and the trust that can be engendered for
automatically generated code. The shipping of automatically generated code as part of commercial
software products leaves important legal issues to be addressed.

It is fair to say that for the last 50 years, since the first “hello world” program of Brian Kerninghan
in 1972, in the B programming language, a precursor to C, the focus of programming has been on
programming in the large. With automatic programming, the integration of automatically generated
software components becomes critical, and the attention turns to programming with trust [169].
With human programmers involved, there is an implicit expectation of passing the blame if the
event of an error is found in the software. With automatically generated code, the core issue is trust,
and the automatically generated code needs to carry with it a high degree of trust. In the last half
century, the relevant work on software validation has focused on how to program larger and larger
code bases. With code being automatically generated from natural language specifications, the focus
shifts from programming at scale to the trustworthy integration of automatically generated code.
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Fig. 6. The disruptive impact of automatic programming on software engineering.

What measures of trust future programmers will be comfortable is a core research question
that remains to be explored. Due to the prevalence of agentic artificial intelligence approaches,
automatic programming is practiced primarily via large language model agents for coding. Thus,
trust issues will play an important role in the design of large language model agents for coding. In
particular, when large language model agents generate code-related artifacts, they need to carry
with them evidence of correctness, which can engender trust in the generated artifact.

The McLuhan tetrad in Figure 6 illustrates the disruptive impact of automatic programming on
software engineering. Automatic programming enhances rapid prototyping and program repair,
by largely reducing time and effort. It enhances productivity, documentation, and personalized
solutions by substituting humans in many effort and time-demanding activities. Automatic pro-
gramming retrieves program analysis, formal specifications, and formal proof of properties to check
for the validity of automatically generated code. Automatic programming obsolesces classic program
synthesis, debugging, and bug tracking. When pushed to the extremes, automatic programming
reverses the emphasis of programming large code bases at scale, instead turning the attention to
programming with trust. It reverses over-reliance on code, loss of control and trust, and reduces
the understanding of code.

5.1 State of the Art and Trends

From a historical perspective, automatic programming traces back to Manna and Waldinger’s
seminal work on program synthesis [121] in the early seventies of the last century, and flourished in
the following decades. The main approaches for synthesizing programs transform certain semantic
and syntactic specifications into either expressions or program snippets that meet the semantic
and syntactic specifications. Semantic specifications can sometimes be very intuitive, such as
input—output examples and semi-formal specifications, while syntactic specifications are typically
restrictions on the syntax of the program to be generated. The early work on automatic code
generation from UML state diagrams still required a significant human effort for modeling.
Large language models raise significant attention towards using natural language prompts
to generate code. Recently, the focus has shifted towards a more agentic artificial intelligence
approach, where large language models can invoke tools, including program analysis tools, to
autonomously complete programming tasks [242]. The main difference between prompts and agents
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is the autonomy of agents. Agents can autonomously employ program analysis and file navigation
tools to generate code, test cases, and patches. The autonomy of large language model frees the
agent to plan and execute several steps to accomplish a programming-related task.

Many of the agentic artificial intelligence approaches for automatic programming available
today are suitable for solving “software issues.” An “issue” is a natural language report given as
a unit of work to a software engineer. It could be a task such as a bug fix or a feature addition.
The current state of the art in automatic programming aims to resolve such issues automatically
and autonomously. A key issue for driving innovation in autonomous software engineering is the
availability of challenging problems or data sets. The program repair community had previously
proposed the Manybugs and IntroClass benchmarks for repairing C programs [64], while a large
number of research publications have looked at the Defects4] benchmark [84] for repairing Java
programs. These benchmarks, though influential, are hard to visualize as challenge datasets to spur
interest in automatic programming. Usually, program repair benchmarks document the desired
behavior via test cases, and a suitable test suite may not be available in all software projects. The
natural language processing research community has recently proposed the SWE-bench dataset [],
a set of GitHub Python software projects that challenge autonomous software engineering with
GitHub issues, such as fixing bugs and adding features. There is still the opportunity to extend the
SWE-bench beyond fixing natural language issues. In general, we need datasets that cover a wide
variety of software engineering tasks.

Some very recent technological disruptions in the hardware space, such as the float of NVIDIA
Inference Microservices as a scalable mechanism to harness generative artificial intelligence capa-
bilities via applications, can dramatically impact future software engineering in the presence of
generative artificial intelligence. Such technology trends can dramatically lower the entry barrier
to using generative artificial intelligence in producing commercial software.

The frontier of large language models for automatic programming is a largely open research
question. A software professional today does not only perform individual tasks, such as testing,
coding, and patching. An expert software engineer handles many complex scenarios (by borrowing
a term form the software industry), such as (i) adding a feature and then taking care of any bugs
it can introduce in a codebase, (ii) adding a fix according to an issue, and if the fix is incomplete,
completing it, and (iii) taking over the code of a developer who has left the organization, running
test suites to understand the code, and adding more test cases to improve the understanding. Overall,
scenarios are chains of primitive tasks. Whether large language model agents can generalize to
complex scenarios is still an open research question.

The papers in this special issue highlight three interdependent research directions in automatic
programming: (i) how to autonomously improve code automatically generated from artificial
intelligent coding assistants, (ii) what techniques to safely and securely integrate automatically
generated code into software projects, and (iii) what future programming workflows and the role
of software developers and engineers in the future workflows. The papers take a forward-looking
outlook by envisioning future-day software projects as combinations of manually written code,
automatically generated code, and natural language prompts, which represent the specifications of
code snippets.

The editors’ paper [117] provides an overview of automatic programming and discusses the
future research directions for the software engineering community. The paper stresses the role of
large language model-based agents in achieving autonomous software engineering, for possibly
autonomously improving automatically generated code. A space for innovation in automatic
programming is the design of different large language model agents that can automate different
software engineering tasks and can be combined with automatic programming. A case in point for
work in the software engineering community along these lines is AutoCodeRover [242], which
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gleans the programmer’s intent from the structure of the buggy program through a layered code
search. He et al’s paper [73] in this special issue outlines the importance of large-language model
agents in a general sense. Lyu et al’s paper [117] in this special issue underlines the role of
large language model agents for autonomous software engineering, specifically in improving
automatically generated code: Large language model agents can serve to achieve the repair of
automatically generated code. Chen et al’s paper [35] in this special issue discusses large language
models for developing and maintaining code for mobile apps.

5.2 Roadmap

— How to automatically generated complex scenarios? Where do we go from the current burst
of interest in large language model agents? Will it persist or will it morph in some ways
to define the software engineering of the future in a consolidated fashion? Is this as far as
we can progress the capabilities of an artificial intelligence software engineer? We need
transparent approaches to trustfully generate complete scenarios that software engineering
can understand and review.

— What automatic programming for generating useful and trustworthy software systems? How
to autonomously improve code automatically generated from artificial intelligent coding
assistants? What techniques to safely and securely integrate automatically generated code
into software projects? What measures of trust for automatically generated code? Automatic
programming shifts focus from programming at scale to programming with trust. Artificial
intelligence-powered systems will generate large-scale programs from artifacts in natural
language as well as other human accessible means that describe humans’ needs. We need
generative agents that encompass evidence of correctness, which can engender trust in the
generated artifact.

— What hybrid human-—artificial intelligence agent teams? What future programming workflows,
and what will be the role of human programmers in future workflows? The integration
of artificial intelligence into software teams raises questions about team dynamics. How
will software engineers interact with artificial intelligence agents? How should artificial
intelligence agents mutually collaborate? Traditional cognitive theories of cooperative work,
which focus on human goal influence, may not fully encapsulate the nuances of software-
engineering collaboration [10]. We need new processes that address the dynamics of hybrid
teams.

— What role of software engineers in the era of automatic programming? The role of software
engineers and developers shifts from designing and programming code to controlling the
front-end artificial intelligence-powered programmer, and certifying the back-end final auto-
matically generated programs. The attention turns to programming with trust [169]. We need
to refine the individual competencies of software engineers.

— What iterative improvement and architectural vision? Unlike environments where game-
theoretic incentives induce behavior, software development is driven by long-term design
considerations, iterative improvements, and architectural vision [169]. We need to shape a
new horizon to incentivize software development.

6 Security and Software Engineering

As software engineering practice becomes more automated and autonomous, we need to cope with
new types of software vulnerabilities, such as prompt injection attacks, with a relevant impact on
software security. At the same time, artificial intelligence offers new opportunities to detect and
remove vulnerabilities.
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Fig. 7. The disruptive impact of artificial intelligence on software security.

The McLuhan tetrad of Figure 7 illustrates the disruptive impact of artificial intelligence on
cybersecurity. Artificial intelligence in software security enhances software security testing, vulner-
ability detection, and patching. Artificial intelligence in software security retrieves documentation,
protocol Request for Comments, and software security analysis. Artificial intelligence in software
security obsolesces manual attack vector construction, security alerts, and security upgrades. When
pushed to the extreme, artificial intelligence in software security reverses manual approaches for
dependency management, lack of control and trust, and over-reliance on software security.

6.1 State of the Art and Trends

Artificial intelligence in software engineering raises complementary issues and opportunities. On
one side, new types of errors and vulnerabilities arise from code generated with artificial intelligent
agents [57, 221]. On the other side, artificial intelligence offers new ways to timely detect and repair
vulnerabilities [57, 147].

Artificial intelligence impacts every phase of the critical digital infrastructure, including static
code analysis, vulnerability detection, fault localization, fault patching, and patch ranking. Static
code analysis commonly relies on either pattern-based approaches or flow analysis. Large language
models can largely improve static code analysis; however, large language models are primarily based
on natural language processing, and code cannot be simply treated as text. Fuzzing and symbolic
execution approaches, such as white-box fuzzing, are often used for detecting vulnerabilities on
a day-by-day basis. Large language models can deeply improve fuzzing, with their capability to
ingest and learn system documentation and protocol specifications that can guide fuzzing [126].
Fix localization and patching approaches combine metaheuristic search and (symbolic) analysis, to
capture the intent of the developers and guide vulnerability patching [65]. Large language model
agents for program repair will use (symbolic) analysis tools in the back-end as part of agentic
artificial intelligence approaches. Currently, patch ranking relies on simple metrics, like code edit
distance. Suitably tuned large language models will soon substitute simple metrics for ranking
patches. Table 1 summarizes the deep changes that we foresee in the different phases of the pipeline.

Artificial intelligence will impact on all the steps of the software security technology pipeline. The
evolution of the 2016 DARPA Cyber Challenge (CGC), mainly focused on vulnerability detection,
into the 2023-2025 DARPA artificial intelligence Cyber Challenge that widens the focus on both
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Table 1. The Evolution of the Software Security Technology Pipeline to Protect Critical Digital

Infrastructures
Phase ‘ Current ‘ Future
Static Code Analysis Pattern-based, flow analysis |Large language model guided text-based analysis
Vulnerability Detection (Testing) |Fuzzing Large language model guided random and fuzzing search
Fix Localization, Patching Search and analysis Large language model agent with analysis support
Patch Ranking Edit distance or other metrics|Fine-tuned large language models

vulnerability detection and fixing, witnesses the interest in holistic approaches for detecting and
fixing security issues. We envision a growing interest in zero-day patching, where detections
will pair vulnerabilities with patch suggestions. We also envision an increasing development of
approaches that combine vulnerability detection with agentic artificial intelligence approaches
to produce production-grade tooling for end-to-end vulnerability detection and remediation. The
research in security engineering will be closely related to industry innovation and trends, with
approaches that deal with software systems in multiple programming languages, thanks to the
involvement of large language models that do not suffer from the limitations of conventional
program analysis tools, which typically focus on a single programming language.

The papers in the special issue clearly analyze both aspects. The editors’ paper [117] in this special
issue provides a comprehensive review of the literature on the use of large language models for
detecting and preparing vulnerabilities. The paper discusses in detail static application security
testing, a core technology for software security analysis, which performs white-box analysis through
source code scanning, and detects vulnerabilities much more efficiently than manual review of
source code. The paper summarizes the capabilities and discusses the open research directions of
static application security testing.

Any outlook on software security is informed by the attack vectors faced by software systems.
A class of attacks that has recently gained prominence is the supply chain attacks, such as those
exposed by the Solarwinds attack. Software systems are vulnerable to supply chain attacks, since
critical software systems may rely on other open source software, which can be exploited to launch
attacks or exfiltrate critical data. Williams et al’s paper [219] in this special issue articulates the
issues of supply chain security and provides perspectives and knowledge obtained from intentional
outreach with practitioners to understand the practical challenges and the extensive research
efforts. The article provides an overview of current research efforts to secure the software supply
chain and proposes a future research agenda to close software supply chain attack vectors and
support the software industry. Wang et al’s paper [211] in this special issue studies the supply
chain of large language models through the dual lenses of software engineering and security and
privacy, and analyzes each layer of the supply chain, presenting a vision for robust and secure large
language model development. Zhou et al’s paper [246] in this special provides a literature review
of approaches to improve vulnerability detection and repair through large language models.

6.2 Roadmap

— What artificial intelligence-powered approaches to protect critical digital infrastructures? Large
language models pave the way towards multi-language approaches for detecting and fixing
vulnerability faults We envision artificial intelligence-powered tools to protect software
ecosystems in production under human control.

How to prevent security breaches in automatically generated code? Automatic programming
opens new frontiers for security engineering. We can prevent security issues in the generated
code by suitably combining large language models and neural networks with classic vulnerability
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Fig. 8. The disruptive impact of artificial intelligence on software verification and validation.

analysis, to trustworthy detect and fix bugs automatically, and analyze and prevent vulnerability
issues in automatically generated code.

7 Verification and Validation

Software verification and validation is well-supported by mature approaches that both sample
(test) and fold (analyze) the source code and execution space of target software modules to detect
failures and locate bugs [156]. Software engineers rely on mature and well-integrated tools within
integrated development environments to automate many repetitive and tedious activities [55, 218].
Software testing approaches and tools execute the target software on a testbed and assume that
software executions are repeatable. Program analysis approaches and tools are based on structured
models of the source code. All verification and validation approaches assume that humans interact
with software systems as external users, that is, humans use the software system through the
provided interfaces, which drive test and analysis.

The emergence of generative artificial intelligence disrupts the overall verification and validation
paradigm. It significantly enhances automation in verification and validation activities while
redefining the roles of software engineers. The last generation of software engineers evaluates
intelligent human-centric ecosystems built with artificial intelligence-powered tools, where humans
are embedded within the systems themselves, rather than serving only as end users.

The McLuhan’s tetrad in Figure 8 illustrates the disruptive impact of artificial intelligence on soft-
ware verification and validation. Artificial intelligence enhances test automation by strengthening
the many activities that are already well-supported by existing tools. It amplifies field testing, which
is extremely useful to timely verify the evolving and emerging behavior of artificial intelligence-
powered applications, enabling autonomic testing that ultimately flattens the border between
testing and production. It radically changes code inspection, review, and pair programming, with
humans controlling and cooperating with virtual inspectors and artificial intelligence-powered
reviewers. It opens new frontiers to metamorphic testing, maintenance, and evolution of test
suites. It enhances program analysis to verify both traditional and emerging properties of artificial
intelligence-powered tools and artificial intelligence-generated software.
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Artificial intelligence retrieves analysis in the many different forms, formal models, dynamic
analysis, formal verification, and incremental analysis, to handle a new class of failures and bugs as-
sociated with the new characteristics of artificial intelligence-generated code. Artificial intelligence
obsolesces classic approaches that rely heavily on predefined code structures and artifacts, such as
structural testing, regression testing, and GUI testing, which become increasingly inadequate in
artificial intelligence-based software environments. Artificial intelligence reverses trust and non-
functional properties. It pushes to the limits the lack of trust, trustworthiness, and understanding of
both artificial intelligence-driven activities and artificial intelligence-generated solutions. It pushes
non-functional properties such as fairness, transparency, and trustworthiness to the extreme.

7.1 State of the Art

Recent progress in natural language, voice, image, and video processing, generative artificial
intelligence, extended reality, and quantum computing has dramatically changed the landscape
of software verification and validation. Natural language, voice, image, and video processing,
and artificial intelligence, open new opportunities to enhance classic approaches and tools to
automate all aspects of program verification, towards a completely automated process. Both artificial
intelligence and quantum programs branch off from the core assumptions of classic verification
and validation approaches, namely, repeatable executions and transparent models of the code.
Artificial intelligence supports the fully automatic production of code, with types of failures and
bugs that depend on limitations and hurdles of automatically generating code, rather than human
factors. Artificial intelligence and extended reality pave the road to a new generation of artificial
intelligence-powered human-centric ecosystems with both self-adaptive and evolving behavior,
and with humans in and not just users of the system. Software engineers no longer only test
software systems within agile teams. They test self-adaptive human-centric ecosystems with artificial
intelligence-enabled approaches and tools within hybrid human-virtual teams.

We discuss the impact of new technologies, and in particular generative artificial intelligence,
on software engineering teams and processes in Section 3 of this editorial, and review the impact
of quantum computing on software engineering, and discuss the challenges of testing quantum
software systems in Section 8 of this editorial. In this section, we summarize the state of the art and
spotlight the current trends about the impact of new technologies, and in particular deep learning
and generative artificial intelligence, on automatically generating test cases, the issues of verifying
and validating artificial intelligence-generated code, testing artificial intelligence-powered systems,
and verifying smart human-centric ecosystems.

7.1.1 Automatically Generating Test Cases.

State of the Art and Trends. Although most software testing activities can rely on mature tools, the
generation of test cases does not go much beyond the automatic refinement of initial test suites,
such as capture-and-replay and regression testing. The research results of the first two decades
of the century on automatically generating unit test cases, such as Evosuite [60] and the recent
studies of generating test cases and oracles with natural language processing, like CaMeMa [22],
did not break through industrial practice, yet.

Challenges and Trends. The attempts of the last years to automatically generate test cases and
oracles with large language models [207] indicate a clear trend toward the use of large language
models and deep neural networks to generate test cases. We envision largely automated verifica-
tion and validation environments where testers govern artificial intelligence-powered tools that
automatically verify the software systems, with humans as a fraction of the largely virtualized
population that validates the seamlessly evolving systems in production. The automatic generation
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of test cases and oracles with large language models will massively substitute human-intensive
activities, as soon as researchers address the many still open challenges about the datasets for
training the models, the fine-tuning of the general models, the scalability to large systems, and the
completeness of the generated suites.

The automatic generation of tests and oracles greatly reduces human effort, with huge impacts on
maintenance and evolution of test suites that seamlessly adapt and evolve to verify the emerging and
evolving behavior of artificial intelligence-powered software systems, and it will ultimately replace
current test regression and maintenance activities. Generative artificial intelligence enhances
validation activities by multiplying the effort-intensive contribution of humans with avatars and
bots to exhaustively validate the behavior of software systems with a limited human effort.

Li et al’s paper [106] in this special issue discusses the suitability of large language models to
automatically generate metamorphic tests. Molina et al’s paper [129] focuses on the challenges
and opportunities of automatically generating test oracles. Cederbladh et al’s paper [32] advocates
the need of new models to cope with both organizational and behavioral complexity to early verify
and validate software systems. Abrahéo et al’s paper [1] discusses the challenges and the impact of
hybrid human—-virtual teams on trust, communication, and inter-personal relationships.

7.1.2  Verifying and Validating Artificial Intelligence-Generated Code.

State of the Art and Trends. The current approaches to software testing aim to reveal failures
and bugs that are due to human errors. Human errors are barely shared with artificial intelli-
gence engines. Developers fail due to human factors, like misunderstandings, distractions, lack of
familiarity with languages, tools, and environments, while artificial intelligence engines are trained
with all required languages, tools, and environments, never distract, and do not suffer from typical
human misunderstandings. Artificial intelligence-generated code suffers from new types of errors
that are largely different from human errors, like hallucinations, misleading choices, and ad hoc
solutions, and that escape most classic testing and analysis approaches.

Challenges and Trends. We argue that both static and dynamic program analysis techniques that
abstract the details of the single executions by folding the infinite execution space into finite
partitions [156] can reveal the new types of faults in artificial intelligence-generated code much
better than common testing approaches, if properly blended with testing, by generalizing the results
of executing finite test suites that sample the infinitely large execution space. Both the training
dataset and the prompts can largely bias the process and consequently the generated code. We need
new approaches to verify the new properties of both the generation process and the generated code.
We need approaches to verify both the stability and reliability of the dataset that we use to train
the artificial intelligence engines and the stability and trustworthiness of the results that we obtain
by prompting the artificial intelligence engines. Verification of domain-conformance and biases of
the training datasets is still a big open challenge. The validation of transparency, explainability,
and the absence of both biases and ethical issues is an open issue. Ahmed et al’s paper [33] in
this special issue identifies the many challenges of generative artificial intelligence and machine
learning for software engineering, and discusses the challenges of both creating suitable data for
training, prompting, and validating artificial intelligence engines, and the role of explainability of
the results.

7.1.3  Testing Artificial Intelligence Powered Systems.

State of the Art and Trends. The current approaches to test and analyze software systems assume
the repeatability of the behavior. Developers and testers test software systems on testbeds, by
assuming the same behavior of the system in production. Regression testing executes the test suites
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on new versions of the application to check for the conformance of the behavior with respect to
the former versions. The maintenance of software systems aims to both enrich the functionality of
the application and remove the faults that show up only in production. The approaches to field
testing monitor the applications in production to enrich the test suites with new test cases [16].

Challenges and Trends. Artificial intelligence-powered systems evolve over time and adapt to
conditions that emerge only in production, by taking advantage of data from production to train
the model, with behaviors that cannot be fully predicted in advance and replicated on testbeds
before production. The studies of self-adaptive systems highlight the challenges of dealing with
adaptive behaviors within control loops [50].

Verification and validation of the behavior of artificial intelligence-powered systems is still an
open issue, despite the many recent results [241]. The adaptive and non-deterministic behavior of
artificial intelligence-powered systems adds a new combinatorial dimension that exacerbates the
already huge issue of the combinatorial explosion of test suites and opens unexplored challenges
to the already hard oracle problem. Cederbladh et al’s paper [32] in this issue emphasizes the
importance of early validation and discusses the impact of generative artificial intelligence on
model-based early verification and validation.

7.1.4  Verifying Smart Human-Centric Ecosystems.

State of the Art and Trends. The common approaches to software testing and program analysis
focus on the Software Under Test, and the many recent approaches to testing autonomous systems,
notably autonomous cars, are not an exception. They focus on the ego vehicle in the context of
Non-playable Characters, that is, the behavior of an autonomous vehicle (the ego vehicle) that moves
in the context of dynamic obstacles (NPCs) that behave independently from the behavior of the
ego vehicle [87, 118]. The testing of ego vehicles can assess the quality of single vehicles; however,
it can miss accidents due to unexpected interactions of multiple autonomous vehicles [61].

Challenges and Trends. Artificial intelligence-powered systems and, more generally, software
systems commonly operate in open (cyber-physical) environments and interact with both the
environment and humans. Smart human-centric ecosystems, such as smart cities, smart buildings,
smart grids, healthcare systems, e-markets, emerge as communities of independently owned and
operated (cyber-physical) systems with smart functionalities, each with its own requirements. Smart
human-centric ecosystems adapt and evolve over time while systems enter and exit the ecosystem,
with humans as primary actors within the ecosystem and not just users of the systems [42]. Smart
human-centric ecosystems can fail due to implicit conditions and interactions that emerge only in
production, even when all systems in the ecosystem behave correctly as specified [132].

The characteristics of smart human-centric ecosystems challenge verification and validation
activities. The absence of complete and stable specifications of the ecosystems challenges the classic
definition of correctness as conformance with some specifications. The test cases of smart human-
centric ecosystems shall take into account the adaptive and evolving behavior of the ecosystem and
shall encompass scenarios and requirements from production. The citizens and visitors seamlessly
interact within the smart city beyond and without the boundaries of GUIs and interfaces. The
testing and analysis activities shall take into account the new role of humans as primary actors in
the ecosystems. Large ecosystems like smart cities cannot be fully tested in testbeds or production.
Testbeds cannot reproduce all scenarios that emerge only in production, while Tests that involve
people cannot be executed in production. We envision an evolution of lightweight digital siblings
[66] that encompass models of humans and human groups and that mirror the smart human-centric
ecosystem to fully test the ecosystem.
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Casadei et al’s paper [29] analyzes the challenges of engineering collective cyber-physical systems
composed of uniform, collaborative, and self-organizing groups of entities. Birchler et al’s paper
[21] discusses the challenges of simulation-based testing of autonomous cyber-physical systems.

7.2 Roadmap

— How to tune generative artificial intelligence to generate valid test suites? We need to tune
generative artificial intelligence to take into account the aspects of code, to avoid too many
false positives and negatives that pollute test suites.

— How to assess artificial intelligence-generated code? We need metrics that address the new
challenges of artificial intelligence (like data leakage, dataset bias, and reproducibility) to assess
both the artificial intelligence-generation process and the artificial intelligence-generated
code.

— How to blend software testing and program analysis to verify functional and non-functional
properties of artificial intelligence-generated code? We need to blend testing and analysis to
cope with classic as well as emerging properties of artificial intelligence-generated code.

— How to define the quality of cyber-physical ecosystems? We need to define the properties of
intelligent human-centric ecosystems that capture the quality of ecosystems without complete
and stable specifications.

— How to generate test cases to test evolving systems? We need new approaches both to identify
scenarios that emerge only in production and that have not yet been tested, and to generate
test cases for such emerging scenarios.

— How to generate test oracles for evolving ecosystems? We need test oracles that capture the
desired behavior of systems and ecosystems that adapt and evolve over time.

— How to model humans and human groups for testing smart cyber-physical systems? We need
accurate models of humans and human groups to thoroughly test smart cyber-physical systems
without interfering with the ecosystem in production.

— What digital twins to thoroughly test smart cyber-physical systems? We need digital twins that
capture all and only the aspects that are relevant for testing smart cyber-physical systems, to
guarantee through testing without the costs of heavyweight twins.

8 Quantum Software Engineering

Quantum computing and quantum software engineering have stepped strongly into the science
and research spotlight in the last decades, with the potential to dramatically impact many relevant
sectors such as artificial intelligence, drug engineering, and climate modeling. Today’s quantum
computers are mainly specialized and Noisy Intermediate-Scale Quantum Devices (NISQ).°
However, quantum computers are rapidly evolving and improving. As Brook observes in his
spotlight paper [23], quantum computing will largely substitute rather than simply complement
classic computing, as soon as general, reliable, and fully scalable quantum computers become
available.

Quantum software engineering is an interdisciplinary field that focuses on the principles, method-
ologies, standards, and tools for designing, developing, testing, maintaining, and managing quantum
software systems, including hybrid quantum-classic systems that run on quantum computers or
quantum simulators. Quantum software engineering involves the application of quantum-based
techniques, including quantum algorithms such as quantum annealing, to solve complex problems
in both classic and quantum software engineering. Quantum software engineering challenges

®NISQ devices have a small number of qubits and are subject to significant levels of noise and errors due to environmental
interference and hardware imperfections.
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Fig. 9. The disruptive impact of quantum software engineering.

researchers and practitioners with a unique set of unexplored issues, capabilities, and opportunities
that are driven by the principles of quantum mechanics, such as entanglement and superposition.
Quantum computing dramatically reshapes the software engineering skyline: It requires new ap-
proaches to address the unique challenges of quantum software and leverage the specific strengths
of classic software engineering solutions [5].

The tetrad in Figure 9 visualizes the disruptive impact of quantum software engineering. Quan-
tum software engineering enhances problem solving, algorithmic solutions, artificial intelligence,
verification and validation, with its potential to demolish the NP barrier, and pave the way to
radically new algorithms and solutions. It enhances software security with the new frontiers of
quantum cryptography.

Quantum software engineering retrieves system thinking and mathematical rigor in software
engineering to handle the complexity that quantum software inherits from the principles of quantum
mechanics. It retrieves both low-level programming at the quantum gate level, and the need to
consider hardware constraints and limitations due to the number of qubits, the gate fidelity, the
error rates, and the accessibility of qubits.

Quantum software engineering obsolesces the classic common practice of software engineer-
ing that relies on assumptions about the deterministic behavior of Turing machines and cannot
handle quantum-specific features such as superposition and entanglement. For instance, classic
software engineering manages concurrency and parallelism via threads, processes, and distributed
computing, while quantum computing realizes parallelism by leveraging quantum entanglement
and superposition. Similarly, the probabilistic nature of quantum computing drives out of practice
classic debugging and testing techniques. It obsolesces new verification and validation approaches
for artificial intelligence systems and artificial intelligence-based applications, by pushing the limits
of complexity.

When pushed to the extreme, quantum software engineering reverses software security by
invalidating the core assumptions of many current encryption algorithms. It also reverses energy
efficiency with the huge energy demand of quantum computers. It pushes ethical concerns and
technical wisdom to the limit by moving beyond classic computability borders. Overall, the inherent
complexity of quantum computing and hence quantum software engineering pushes innovations
to the limit, and the limited access of the quantum software engineering community to quantum
hardware may limit the innovations of quantum software engineering.
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8.1 State of the Art and Trends

Over the past years, the quantum software engineering community has introduced many method-
ologies and tools to address specific challenges in the engineering of quantum algorithms and
applications. Although the research community has explored different phases similar to clas-
sic software development, from requirements engineering to architecture and design, modeling,
programming, testing, and debugging, there is no well-defined and widely recognized quantum
software development lifecycle or practice yet. In this section, we discuss the state-of-the-art and
current trends in the different phases of the software lifecycle, and we discuss the main trends
of quantum software engineering for artificial intelligence and artificial intelligence for quantum
software engineering.

8.1.1 Requirements Engineering.

State of the Art. Requirements engineering is critical for quantum software engineering, and the
limited attention to quantum requirements engineering compared to the work on quantum testing,
debugging, and architecture is mainly due to the lack of commercially relevant applications. The
current studies on quantum requirements engineering highlight the importance of considering
hardware-related constraints such as the number of available qubits, the depth of quantum circuits,
and the amount of noise in NISQ, with some preliminary studies on applying classic requirements
engineering practices such as use cases and goal modeling for quantum.

Challenges and Trends. Quantum requirements engineering faces unique challenges, such as dis-
tinguishing and separating requirements to be handled with classic computing from those to be
addressed with quantum computing, and systematically analyzing constraints related to quan-
tum hardware. Murillo et al’s paper [133] in this special issue briefly mentions that quantum
requirements engineering will inevitably deviate from classic requirement engineering approaches.

In summary, the quantum community calls for quantum requirements engineering solutions that
(i) deal with all the different requirements engineering aspects including requirements elicitation,
requirements specification and modeling, requirements analysis, (ii) explicitly address the inevitable
evolution of quantum hardware in requirements, and (iii) enable complex requirements analysis
about the optimal allocation of classic and quantum computing resources to address different
requirements.

8.1.2  Architecture.

State of the Art. Quantum software architecture aims to design quantum software systems that
efficiently execute quantum algorithms, manage quantum computing resources, and integrate
with classic software systems. The current studies on quantum software architecture focus on
quantum service-oriented computing, which adapts service-oriented computing principles of classic
computing to quantum software architecture, to design hybrid quantum applications, and benefits
from well-studied techniques such as DevOps to facilitate the continuous deployment of quantum
software.

Challenges and Trends. Murillo et al’s paper [133] in this special issue highlights important re-
search directions in quantum software architectures, such as identifying all factors that influence
architectural decision-making and designing design patterns to facilitate the development of hybrid
quantum software systems. Murillo et al discuss the main challenges to the research community for
exploiting the full potential of quantum service-oriented computing: standardized and platform-
independent APIs to interact with quantum computers, demand and capacity management, and
workforce training. Yue et al’s paper [239] in this special issue discusses the need for a taxonomy
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of constraints specific to quantum software architectural designs, a taxonomy of functional and
extra-functional quality attributes, the integration of quantum software components into existing
architectures, and the consideration of quantum hardware-specific properties in architectural
designs.

We need taxonomies, design patterns, architectural design methodologies, and tools that extend
and revisit classic software engineering architecture description languages to address the new
characteristics of (hybrid) quantum applications.

8.1.3 Modeling.

State of the Art. The quantum software engineering community defined several models for quantum
programs, with quantum circuit diagrams being the most popular one. Quantum circuit diagrams
model the sequence of logical quantum gates applied to qubits, and abstract from both the mathe-
matical representation and the implementation details of the gates. There are several approaches to
analyze and optimize quantum circuits: optimize the depth of gates, reduce the number of gates,
and minimize errors and noise by selectively using certain types of quantum gates, given that
the specific quantum hardware is known during the design phase. Several studies suggest model-
driven engineering as a viable solution to raise the level of abstraction, reduce the complexity,
and enable automation. Researchers proposed high-level modeling notations based on Unified
Modeling Language, Business Process Model and Notation, quantum flow charts, and quantum
decision diagrams.

Challenges and Trends. We need to raise the abstraction level of models, which is currently very low.
Murillo et al’s paper [133] in this special issue discusses the challenges of model-driven engineering
for quantum computing about modeling quantum-specific constructs at a high level, and enabling
intelligent code generation.

We need abstract models to (i) deal with the design and development of complex quantum
software systems, (ii) enable standard communications and integration across classic and quantum
computing paradigms, to facilitate the design and development of hybrid software systems, and
(iii) facilitate automatic transformations to downstream artifacts such as quantum circuits, code,
and tests.

8.1.4 Programming.

State of the Art. Current quantum programming languages (such as QSAM, Qiskit, Q#) require
understanding quantum-specific concepts, such as superposition and entanglement, hardware
limitations such as noise and the number of available qubits. We need quantum programming
languages that abstract from quantum-specific concepts to reduce the complexity of programming
and scale to large programs, and mature tools and libraries that go beyond the simple libraries
currently available for quantum programming. So far, the main effort toward abstract programming
concepts has focused on treating quantum registers as data-type encoding, defining new types to
encapsulate qubit states and operations, and abstracting quantum states and operations.

Challenges and Trends. Murillo et al’s paper [133] in this special issue discusses the challenges of
defining quantum programming languages that effectively support the complexity of quantum
circuits, enable circuit reuse and optimization, and raise the abstraction level to ease the cognitive
load of quantum programmers. We need effective and mature approaches for optimizing quantum
circuits, ensuring reusability, and facilitating integration with classic software systems. We need
comprehensive quantum software libraries and frameworks to enable cross-platform development,
determine the suitable level of abstraction, and efficiently scale to large quantum programs.

ACM Transactions on Software Engineering and Methodology, Vol. 34, No. 5, Article 118. Publication date: May 2025.



118:40 M. Pezzé et al.

8.1.5 Testing and Debugging.

State of the Art. Classic testing strategies, such as assertions, bug patterns, and debugging tech-
niques, barely adapt to the characteristics of quantum programming. Recent studies investigate how
to adapt classic testing strategies, including coverage criteria, partition testing, combinatorial test-
ing, search-based testing, fuzz testing, property-based testing, mutation testing, and metamorphic
testing to quantum program testing, with encouraging but still preliminary results.

Challenges and Trends. The studies of approaches that extend classic testing and debugging to
quantum programs only scratch the surface of a largely open area with many new challenges.
Ramalho et al’s [137] and Murillo et al’s [133] papers in this special issue present the main
challenges of testing quantum software systems. Ramalho et at. [137] discuss the challenges of
adapting classic testing strategies, partition testing, structural testing, combinatorial testing, search-
based testing, fuzz testing, property-based testing, mutation testing and metamorphic testing to
quantum program testing, and present a conceptual model that summarizes the key concepts and
challenges of quantum software testing and debugging. Murillo et al. [133] overview the challenges
of test oracles, test scalability, test optimization, and transitioning from simulators to quantum
computers, considering the noise of current quantum computers.

We need quantum-specific testing strategies that effectively (i) deal with the test oracle problem
exacerbated by the no-cloning theorem in quantum computing, (ii) handle noise when executing
test cases on quantum computers that are inherently noise and error prone, (iii) generate test cases
from high levels abstraction, beyond quantum circuits, (iv) test hybrid quantum applications, (v)
consider practical constraints such as limited quantum computing resources, (vi) produce scalable
test cases, (vii) generate mutants that correspond to real bugs, and (viii) benefit from classic artificial
intelligence by taking advantage of quantum artificial intelligence for classic software testing
debugging.

8.1.6  Quantum Software Engineering and Atrtificial Intelligence.

State of the Art. Quantum for artificial intelligence leverages quantum computing to improve artifi-
cial intelligence algorithms, such as speeding up machine learning algorithms [20], implementing
neural networks with quantum circuits [81], and applying quantum algorithms ( for instance, quan-
tum approximate optimization algorithm and variational quantum eigensolver) to solve complex
optimization problems directly relevant to artificial intelligence tasks. Various approaches to ar-
tificial intelligence for quantum software engineering aim to power quantum software developers
with large language model-based code assistants to lower the quantum programming learning
curve. Some artificial intelligence approaches aim to mitigate noise in quantum software output to
facilitate quantum software testing.

Challenges and Trends. A main open challenge is the use of artificial intelligence to generate
quantum programs and optimize quantum circuits, as well as to educate and train the next generation
of quantum software engineers. A complementary challenge is the definition of quantum algorithms
to efficiently address search-based optimization tasks in software engineering, by suitably addressing
the unavailability of sufficient and high-quality training data and the lack of large and real-world
quantum applications. Murillo et al’s [134] paper in this special issue discusses the challenge of
artificial intelligence and hybrid artificial intelligence-quantum workflows for quantum circuit
optimization and quantum error mitigation and correction.

The integration of artificial intelligence and quantum software engineering is a multidisciplinary
effort, which is subject to advances in quantum hardware, innovations in quantum algorithms, the
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availability of high-quality training data, and the advances of quantum software engineering in
developing quantum applications.

8.2 Roadmap

— What system thinking for quantum software engineering? Quantum software engineering is
complex and requires a holistic and interdisciplinary cross-layer vision. System thinking
has been around since the seventh decade of the last century as a way of making sense
of the world’s complexity from a holistic rather than a partitioned viewpoint, the typical
computational thinking that we often practice. We need a system thinking perspective to
mitigate challenges of scoping, enable large-scale development, and manage structural change
impacts [58, 152].

— How to align quantum software engineering with classic software engineering? We need to align
quantum software engineering with classic software engineering to define hybrid quantum-
classic software systems, a key trend in quantum software engineering, and to ensure that
both computing paradigms can work together by optimally leveraging both paradigms and
supporting the evolution of quantum hardware with smooth transitions.

— How to assess the energy efficiency of quantum software systems? Quantum computing is
extremely energy demanding, and energy efficiency plays a key role for the large-scale usage
of quantum software systems. We need an increase in efficiency that often comes from a
rebound effect in terms of the usage of the primary source [4].

— How to educate quantum software engineers? We need new curricula to educate the next
generation of quantum software engineers. We need to extend computer science curricula
with the core curriculum foundations of quantum mechanics, linear algebra, and system
thinking.

9 2030 Research Horizon

This special issue outlines the research frontier of software engineering toward 2030 and beyond.
Here we summarize the key issues that challenge software engineering research and practice, and
that we identify and discuss in this editorial. The many papers in this special issue flesh out the
main challenges in different areas of software engineering from various perspectives, aiming to
offer a broad viewpoint of the open challenges and mitigate the risks of biases. We identify the
main challenges in seven hot areas:

— Artificial Intelligence and Software Engineering: Artificial intelligence is dramatically transform-
ing the software engineering paradigms across the board, not only in tooling and automation,
but also in developer collaboration and decision-making. We envision a dramatic paradigm
shift in software engineering. The core challenge is:

What software engineering paradigm in the artificial intelligence era?
The detailed concerns are about domain specific design patterns, contamination-free benchmarks,
software engineering life cycles, and interpretability techniques

— Human Aspects and Software Engineering: Human aspects in developing and using artificial
intelligence systems shape the way artificial intelligence interacts with society, and raise
ethical, educational, and inclusiveness issues. We envision a completely new role for both
software engineers, who design and develop software systems, and humans, who use artificial
intelligence-powered software systems. Artificial intelligence bots will be active teammates and
not just tools for software engineers. Humans will be active elements of software ecosystems
and not mere users of software systems. The core challenges are:

What role of software engineers?
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What role of humans in artificial intelligence-powered ecosystems?

The detailed concerns are about hybrid human—artificial intelligence teams, equitable and
socially responsible artificial intelligence-powered software systems, transparency, user control,
privacy, and adaptability, computational empathy, adaptability to evolving needs, and code of
ethics.

— Sustainable Software Engineering: Software and artificial intelligence systems increasingly
impact sustainability. At the same time, artificial intelligence-powered software systems
offer enormous opportunities to improve sustainability. We envision a major impact of both
sustainability in software engineering, that is, green software engineering, and software
engineering for sustainability, that is, the role of software engineering in sustainability. The
core challenges are:

What sustainability in software engineering?

What software engineering for sustainability?

The detailed concerns are about interdisciplinary collaboration, KPIs, education for sustainability,
and ethical and sustainable artificial intelligence.

— Automatic Programming: Automatic programming is shifting the focus from programming at
scale to programming with trust. We envision artificial intelligence-powered system generating
large-scale programs from artifacts in natural language as well as other human accessible
means that describe humans’ needs. The role of software engineers and developers will shift
from designing and programming code to controlling the front-end artificial intelligence-
powered programmer, and certifying the back-end final automatically generated programs.
The core challenge is:

What automatic programming for generating useful and trustworthy software systems?

The detailed concerns are about scalable automatic programming, integration of automatically
generated code with human-designed and legacy code, transparent and trustworthy automatic
code generation, auditing automatically generated code, trustworthy and ethical automatically
generated code.

— Security and Software Engineering: Artificial intelligence opens new opportunities for and
poses a threat to security. On one side, there is increased automation via the use of large
language models in core security technologies to protect critical digital infrastructures. This
includes techniques for vulnerability detection as well as vulnerability remediation. On the
other side, automatically generated code opens new challenges to security. We envision
artificial intelligence-powered tools to protect software ecosystems under human control. The
core challenges are:

What artificial intelligence-powered approaches to protect critical digital infrastructures?
How to prevent security breaches in automatically generated code?

The detailed concerns are about combining large language models and neural networks with
classic vulnerability analysis, trustworthy automatic bug detection and fix, vulnerability issues
in automatically generated code.

— Verification and Validation: Artificial intelligence offers opportunities and raises new chal-
lenges for verification and validation. On one side, artificial intelligence enhances automatic
testing and verification. On the other side, both artificial intelligence-powered ecosystems
and automatically generated code challenge quality engineers with new types of bugs. We
envision autonomic testing tools that continuously check both functional and non-functional
properties and automatically fix bugs that emerge while software ecosystems evolve and
adapt. The main challenge is:

How to reveal functional and non-functional bugs that emerge in production in human-centric
cyber-physical ecosystems?
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The detailed concerns are about automatically generating valid test suites, assessing automati-
cally generated code, verifying non-functional properties, verifying cyber-physical ecosystems,
verifying evolving and adaptive systems, verifying human centric software ecosystems.

— Quantum Software Engineering: Quantum computing upsets the programming landscape

with new challenges for engineering software for quantum clusters. Quantum computing
violates the core hypothesis of all classic software engineering approaches and requires
new approaches at every stage of the development process. We envision a new quantum
engineering paradigm to efficiently program large quantum computers. The main challenge is
as follows.

What paradigm for engineering quantum software?

The detailed concerns are about system thinking for an explicit cross-layer vision, aligning
quantum software with classic software engineering, assessing the energy efficiency of quantum
software systems.

We live in a fast-changing era, and any roadmap quickly ages. We aim to offer a living roadmap
that adjusts according to progress and innovation. We will incrementally update the roadmap with
a community effort that we will collect with targeted events and workshops, and we will share the
updated roadmap in incremental ACM TOSEM special issues.
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