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ABSTRACT

In this study, we address damage initiation and microcrack formation in ductile failure of polycrystalline metals. We show how our
recently published thermodynamic framework for ductile phase-field fracture of single crystals can be extended to polycrystalline
structures. A key feature of this framework is that it accounts for size effects by adopting gradient-enhanced (crystal) plasticity.
Gradient-enhanced plasticity requires the definition of boundary conditions representing the plastic slip transmission resistance of
the boundaries. In this work, we propose a novel type of microflexible boundary condition for gradient-plasticity, which couples the
slip transmission resistance with the phase-field damage such that the resistance locally changes during the fracturing process. The
formulation allows maintaining the effect of grain boundaries as obstacles for plastic slip during plastification, while also account-
ing for weakening of their resistance during the softening phase. In numerical experiments, the new damage-dependent boundary
condition is compared with classical microfree and microhard boundary conditions in polycrystals, and it is demonstrated that
it indeed produces a response that transitions from microhard to microfree as the material fails. We show that the formulation
maintains resistance to slip transmission during hardening, but can generate microcracks across grain boundaries during the frac-
ture process. We further show examples of how the model can be used to simulate void coalescence and three-dimensional crack
fronts in polycrystals.

tools that are able to include the physical mechanisms on the
grain scale.

1 | Introduction

Understanding the phenomena underlying ductile fracture is

important for efficient design of many engineering components. Gradient-extended crystal plasticity models have for a long time

Ductile fracture in metals usually occurs after significant plastic
deformation. The fracture process proceeds from plastification to
damage initiation, followed by the development of microscopic
cracks and eventually the evolution of those into macroscopic
cracks that can cause component failure. To simulate this
process, it is important to develop models and computational

been used to model size-dependent behavior of polycrystals see
for example [1-4]. The size-dependence originates from geomet-
rical necessary dislocations at grain boundaries and how they
transmit as well as interact across interfaces like grain boundaries
which influence crack initiation and propagation, compare for
example [5]. In the context of gradient-extended crystal plasticity
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modeling, slip transmission mechanisms are accounted for by
grain boundary conditions. Such conditions have been discussed
in the literature for various gradient-extended plasticity models
by introduction of interface energies, see for example [6, 7], or by
accounting for slip direction mismatch and grain boundary ori-
entation, see for example [8-12] and the review by Bayerschen
etal. [13].

Damage initiates by void nucleation, often at inclusions and/or
in shear bands. For ductile fracture, void nucleation frequently
occurs inside single grains, even though it can occur at grain
boundaries as well [14]. During the fracture process these voids
grow and coalesce, whereby microcracks crossing grain bound-
aries are formed. The arrangement of voids as well as the way they
coalesce strongly depends on the type of loading [15-17]. Dam-
age and fracture within the grains may occur in the slip planes as
a consequence of the localization of plastic slip. The propagation
of microcracks follows crystallographic directions [18], whereby
it is an appropriate choice to couple damage initiation with crys-
tal plasticity on the grain scale, compare [19, 20].

While fracture of grains has in the past often been modeled by
continuum damage combined with crystal plasticity models,
for example [1, 19], phase-field methods have become a pop-
ular choice for modeling ductile fracture coupled to plasticity,
see for example the overview of different ductile phase-field
models by Alessi et al. [21] and references therein. One of the
most advantageous features of phase-field modeling is that it
allows arbitrary crack paths without suffering from a mesh
dependence. Models coupling gradient plasticity and phase-field
fracture have for example been suggested by Miehe, Aldakheel,
and Raina [22] and, in a multi-physics context, been used
by Kristensen, Niordson, and Martinez-Pafineda [23]. On the
microscale, phase-field models have been coupled to various
crystal plasticity models, compare for example [24-27]. We have
recently suggested a thermodynamic modeling framework for
finite strain gradient-enhanced crystal plasticity, which has so
far been applied to single crystals [28].

The largest difference in terms of modeling polycrystals opposed
to single crystals is the treatment of grain boundaries. Models
combining gradient-extended plasticity and cohesive zone frac-
ture at the grain boundaries of polycrystals have been suggested
in for example [29] and [30]. Such models can be used to study the
interplay between local stress concentrations at grain boundaries,
which are influenced by the choice of grain boundary condition,
and intergranular fracture. Spannraft et al. [31] have used a
similar approach, but included an explicit coupling between the
damage of cohesive element and the grain boundary condition.
Specifically, the grain boundary condition that accounts for slip
direction mismatch and grain boundary normal approaches a
microfree condition as the damage of the cohesive element grows.

In this contribution, we base the model formulation on the frame-
work presented in [28] for damage initiation and growth of micro-
cracks in grains. The extension to the modeling of polycrystals in
this paper requires a formulation of grain boundary conditions
that should give size effects in the stress-strain response, but
also allow for crack propagation across grain boundaries to yield
realistic crack patterns. Therefore, we propose a novel thermody-
namically consistent formulation of grain boundary conditions

with a coupling to the phase-field damage. The proposed
coupling prescribes a damage dependent slip transfer resistance
between the grains. The crystal plasticity phase-field fracture
model from [28] is also extended by a volumetric-deviatoric split
to account for the influence of stress triaxiality. Since both the gra-
dient extended crystal plasticity and phase-field fracture model
result in highly nonlinear problems and demand very fine spatial
discretization, a grand challenge when simulating failure in
polycrystals in 3D is the computational time. Therefore, we have
formulated the gradient extension of the crystal plasticity to only
act on a scalar measure whereby the size-dependence behavior
still is captured while possible influence of slip direction mis-
match is disregarded. This opens the way for feasible numerical
studies of relations between microstructural characteristics and
transgranular failure mechanisms observed in 3D polycrystals.

The paper is structured as follows: Section 2 first supplies a
recapitulation of the thermodynamic modeling framework from
[28] and subsequently proposed prototype model is described
in Section 3. Section 4 introduces the field equations and the
domains of the different fields with respect to the grain bound-
aries. It introduces different thermodynamically motivated
choices of microboundary conditions, as well as the coupling
between microflexible boundary conditions and the damage
field. In Section 5 numerical experiments on polycrystals are
presented and analyzed. The experiments yield insights into:
the behavior of different choices of microboundary conditions
upon damage development, the possibility to use the model
for void coalescence predictions and its capability to produce
three-dimensional crack fronts. Concluding remarks, as well
as an outlook to possible future applications of the modeling
framework are given in Section 6.

2 | Thermodynamic Framework

The model for gradient extended crystal plasticity and phase-field
fracture of polycrystals is formulated within the thermodynamic
framework presented in [28]. This section presents this frame-
work in brief for completeness.

The multiplicative decomposition of the deformation gradient F
into an elastic part F, and a plastic part F, is given by

F=F, F, 1)

The free energy W is assumed to depend on the elastic
Cauchy-Green deformation gradient C, = F_ - F,, the set of
isotropic hardening variables {k,}"" , where k, is the isotropic
hardening variable on the a-th of n, slip systems, a damage
(phase-field) variable d, the state variable ¢, and the set of spatial
gradients {Vok,}" , as well as the spatial gradient V,d, accord-
ing to

¥ =Y(C., q {ko),o (Vokolyoys d, Vod ) @)

The dissipation inequality when adopting quasi-static and
isothermal conditions is given by

/P:FdVO—/‘PdVOZO (3)
Yo Yo
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where P is the first Piola-Kirchhoff stress and V|, represents the
initial domain with outer boundaries d¥,,. Subsequently, we also
introduce the domains ¥} ;, which refer to the grains of a poly-
crystal such that V;; represents the i-th grain in a polycrystal
With ngy,ng grains in total. Their respective grain boundaries are
referred to as 0V;.

Using the standard Coleman-Noll arguments [32] the elastic sec-
ond Piola-Kirchhoff stress S, is obtained as (see e.g., [33]).

oY

=2 4

¢ oC, @

By introducing the Mandel stress M, = C, - S, and the plastic

velocity gradient L, = F, - ., as well as using the divergence
theorem, the dissipation inequality can be rewritten as

D= <ME:LP+Qq+Zxaka+Ydd>dVO
VU

a=1
Mgrains n,
+ ) / ZngadAo+/ YFdday20 (5
i=1 4V a=1 an
Therein, the following dissipative quantities were introduced
Ka=—£+v0~ o , k'=-N-. o (6)
ok, aV,k, @ avk,
oY oY r oY
Yy=—7—+Vy:- —, Y, =-N-— 7
47 "9d T ovyd d 0V,d ™
oY
=-== 8
% ®)

and N is the unit normal to the boundaries.

3 | Prototype Crystal Plasticity Model

In this section, we present a prototype gradient-extended crystal
plasticity phase-field fracture model. We will assume the follow-
ing form of the free energy, where a split of the elastic free energy
contribution into a tensile part ‘i’: and a compressive part ‘i’e_ is
adopted,

-+ e n n
¥ = ge(d. €f) W (Ce) + ¥ (Ce) + ¥y ({Radily (Vokalily)
+W,(d.Vod) 9
¥, and ¥, represent the free energy contributions associated with

gradient crystal plasticity and phase-field fracture, respectively.
Following, the three contributions to the free energy are defined.

3.1 | Hyper-Elasticity

The effective (undamaged) elastic part of the free energy ‘i’e is
assumed to be of Saint-Venant type and a volumetric-deviatoric
energy split is used, whereby the tensile and compressive parts of
the elastic free energy are given by

. (E) = 3 K((E,)), +G E® : E and

V,(E) =3 K(tr(E,)) (10)

where E, = (C, — I)/2 is the Green-Lagrange strain tensor and
(e), = (o = |e])/2 denotes the positive and negative parts of e.
K and G represent the bulk and shear modulus, respectively.
The second Piola-Kirchhoff stress S, is then derived from
Equation (4) as

S d,eP 20@: Za\i,e_ 11
e—ge( ,5) 6_Ce+ ac. (11)

Ductile failure is modeled using the elastic degradation function
g. presented by Ambati, Gerasimov, and De Lorenzis [34]

ge(d, @) = (1 —dP( /)’ (12)

where €P is the accumulated plastic strain, which is represented
by ¢ in the thermodynamic modeling framework above. Notice
that this formulation requires the development of plasticity as
well as phase-field damage to degrade the material. This is
expected behavior for ductile failure in metals and also leads to
the recovery of a true elastic zone independently of the choice of
surface energy functional. The critical accumulated plastic strain
esm and the exponent n determine how the development of plastic
strain impacts the material degradation. As shown by [34], this
degradation function formulation is thermodynamically consis-
tent, thatis Q ¢ > 0.

3.2 | Gradient-Enhanced Crystal Plasticity

The plastic free energy 'V, is chosen as

n n

« o« Mo

2 n,
UEEDWAEEDWH N PR I

a=1 a=1p=1

where the following material parameters were introduced:
the isotropic hardening modulus H, and the length scale
for gradient-enhanced hardening /,. Additionally, H,, deter-
mines gradient-enhanced cross-hardening between slip sys-
tems @ and f. In general, the model allows to make distinct
choices of H,, for gradient-enhanced self-hardening (a = f)
and gradient-enhanced cross-hardening (« # ). However, in this
work we choose H,; = H® I to be constant for all slip systems
a, f. H® can then be seen as gradient-enhanced hardening mod-
ulus. We adopt the standard assumption that the slip direction s,
and normal vector to the slip plane m, on the intermediate config-
uration are fixed (and equal to their corresponding vectors on the
undeformed configuration). The yield functions for the slip sys-
tems @, are defined in terms of the effective Schmid stresses 7,

@, = |2,| = (1, +x,) (14)

with ¢, = 7, / g.(d, €P), wherein 7, is the standard crystal plas-
ticity Schmid stress 7, = M2 : (5, ® m, ). 7, is the initial yield
stress, which is the same for all slip systems here. We chose an
associative evolution equation for the plastic velocity gradient

n

— ™, oo,
L,=F,-F, _;'1“ oM,
= nza—/i” (5, ®m, ) sign(,) (15)
= g.(d, €P)
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and apply a viscoplastic regularization for the multiplier 4,
Ay = — (=)" (16)

where t*, m and o4 control the viscosity of the model and < o >
denotes Macauley brackets. The accumulated plastic strain eP is
defined in terms of 4,

a7

The isotropic and gradient-extended hardening stresses x, and
their boundary tractions Kg, respectively, are derived from
Equation (6) as

na

Ky =—H, ky+ HE I ﬂZ(VO - Voky) (18)
=1
Ky =—HEIZ N - ﬁ;vokﬁ (19)

An associative evolution is assumed for the hardening strains k,,

.. 0D .
k,=4, — =-4, (20)
0K,

These assumptions for the hardening can be extended, see for
example, [35] to account for more complex models such as
kinematic hardening, cross-hardening and nonlinear hardening.

3.3 | Phase-Field Fracture Model

An AT?2 surface energy functional I'y (cf. [36]). is adopted for the
phase-field model. The corresponding free energy contribution is
given by

W4 (d.Vod) = G3 Ty(d.Vod)  with Ty =2 (a®+22|Vyd]’)
0
€3]
where Qg represents critical fracture energy per unit area in the
reference configuration and 7, is the length-scale parameter con-
trolling the width of the diffuse crack model.

3.3.1 | Damage Irreversibility

Since phase-field models do not inherently possess damage
irreversibility, it is necessary to incorporate a model extension
to avoid damage healing upon unloading. One of the most
common choices is the history variable approach [37]. It has,
however, been shown to be variationally inconsistent. Within
this work we instead use a micromorphic approach [38], which
has recently been shown to allow for a variationally consistent
framework that locally enforces damage irreversibility [39].
In [28], we showed how to combine the micromorphic irre-
versiblity criterion with a gradient-enhanced crystal plasticity
model and have demonstrated that this combination of models
works well. In the micromorphic irreversibility formulation, an
additional local variable ¢ is introduced, which represents the
phase-field damage. The local phase-field damage ¢ and the

global phase-field damage d are then connected by a penalty
term in the free energy, that is controlled by a penalty parameter
ap. All occurrences of d in the free energy, apart from that in the
new penalty term and the gradient term V,d, are then replaced
by the new local damage variable ¢.

V= ge(‘P’ ep) lije+(Ce) +‘ij;(ce) +\Pp({ka}zﬂ=1’ {Voka}Za:l)
+¥4(0.Vod) + %((p —d)? (22)

The dissipation inequality (5) is thereby modified to
D=/ (Me TLy+Qd+ Yk kY, ot Yy d') av,
Yo

a=1
Ngrains ny
Irj T j
¥ deA+/YddA20 (23)

Vo,i a=1

where Y, = —9¥/0@. Assuming that ¥; = 0 (¥, energetic) yields
the global phase-field equation

Yy=a, (@—d)+G) £ Vo Vod =0 (24)

The penalty term introduces an additional regularization to the
model. In [40] it was mainly used for numerical robustness, but
here it is used to ensure damage irreversibility.

To exploit the micromorphic formulation for damage irreversibil-
ity, the evolution of the local phase-field ¢ is derived from the
corresponding term of the dissipation inequality: Y, ¢ > 0. For
the proposed prototype model, Y,, = —9¥/d¢ is obtained as

d
% g+ _ %

Y, =-— )
dp ¢ ¢,

A p—a,(p—d (25)
To ensure irreversibility of ¢, an intermediate local vari-
able is introduced with the property: ¢ = arg {Y,,(¢) = 0}. The
Karush-Kuhn- Tucker conditions are then introduced to ensure
irreversibility as follows:

$20, ¢f,=0, f,=¢p—@<0 (26)

Thereby, we obtain Y, ¢ = 0, since Y, = 0 duringloading (¢ = §)
and ¢ = 0 during unloading (¢ = const). Notice that the local
phase-field here becomes a history variable. Thereby, thermody-
namic consistency is fulfilled. Notice that the local phase-field ¢
also is a history variable in this formulation. The authors would
also like to point out that the micromorphic phase-field irre-
versibility is a self-contained feature of the model formulation
and can easily be exchanged for a more classical history variable
irreversibility approach. In this case, the phase-field equation is
still obtained from assuming that Y; = 0, but Y is derived from
Equation (9) instead of Equation (22).

4 | Weak Form of Balance Equations

We express the weak form of the equilibrium equation in terms
of the first Piola-Kirchhoff stress P and neglect inertial forces as
well as body forces

5wu=/ P:(5u®V0)dV0—/ £ sudAy =0
Vo v,

V kinem. admissible su (27)
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where £, is a prescribed traction on the boundary 9V, and the gra-
dient of u and éu are square integrable. Since the expression for
the gradient-extended hardening stress «,,, Equation (6), includes
spatial gradients, it also is a field equation. We adopt a dual mixed
procedure [1], whereby a gradient hardening field g is defined as

na
g= Y Vok, (28)
a=1

The weak form of Equation (28) is then (instead of Equation (6))
introduced as a field equation and by using the divergence
theorem we obtain the weak form for gradient (crystal) plasticity

forall grains i = {1, ..., ngyins} as

nVX
5wf=/ g.angO+/ Yk, Vo 8g AV,
Vo.i V

0i a=1

—/ Yk, N-6gdA,=0 Vég (29)

Vo a=1

where the divergence of g and 6g as well as k, are square
integrable. The gradient-extended hardening stress «
(Equation (18)) then becomes a local equation.

a

k,=—H, ky+H® 2V, -g (30)

This procedure has been shown to be numerically robust
([41, 42]). Additionally, it allows to easily exchange the underly-
ing local crystal plasticity model, since such changes only affect
local equations. Finally, the weak form of the global phase-field
Equation (24) is given by

6Wd=/ap((o—d)6ddVo+/ Gl ¢y N -Vyd 6d dA,
v, v,

0

- [ Gty Ved Vyod dVy=0 Véd (31)
4

where the standard boundary condition N -V,d =0 will be
assumed on the outer boundary of the grain structure, such
that the boundary integral term disappears. The gradient of
d and 6d as well as ¢ belong to the space of square inte-
grable functions. The micromorphic penalty parameter should
be chosen in relation to the effective fracture energy Qg/fo,
for example using a dimensionless scalar f and chosing
a=pGi/t,.

Equations (27), (29) and (31) are to be solved for polycrys-
tals, which requires the definition of how the respective fields
should behave at grain boundaries. Since this work is con-
cerned with transgranular fracture, the displacement field u is
assumed to be continuous across grain boundaries. The gra-
dient field g on the other hand is a measure for the disloca-
tion distribution and since grain boundaries restrict the dis-
location movement in polycrystals, the gradient field g is in
general discontinuous. While dislocation transport across grain
boundaries can occur in reality, we here make the simplifi-
cation that the gradient field g is independent in each grain.
The damage field 4 is assumed to be continuous across grain
boundaries.

4.1 | Microflexible Boundary Conditions
Requirements on the boundary conditions for the strain gradient
field g follow from thermodynamic consistency. For the chosen
prototype model, the boundary term relating to gradient (crystal)
plasticity in the reduced dissipation inequality, Equation (5), is
given by

Ngrains n,

r
5[ Stk an
i=1 Y0V a=1

Ngrains

- 2/ (—Hg 12N~g>2ka d4, >0 (32
i=1 JoVy, a=1

This is a stronger requirement than postulated by Equation (5),
however we will prove that the proposed boundary condi-
tions can satisfy this requirement and thereby also satisfy
Equation (5). There are two trivial ways to fulfill the inequality
in Equation (32):

1. Microfree boundary conditions: K{S =0, corresponding to
Dirichlet-type constraints by prescribing N - g =0 in the
dual-mixed formulation.

2. Microhard boundary conditions: },'* k, =0 and thereby
k, = 0. This corresponds to removing the boundary integral
in the weak form for gradient plasticity, Equation (29).

Additionally to these two classical types of boundary conditions,
we propose microflexible boundary conditions inspired by the
formulation in [8]. We prescribe the sum of hardening strains on
the boundary such that

nn’

k, = Cr " (33)

a
a=1

where a microflexibility parameter C- has been introduced and
K'=ky=-H*IN-g (34)

since K;: for the proposed model is the same for all slip systems.
The boundary dissipation in Equation (32) thereby becomes

n

Mgrains ” n,

1 .

= Yk, Yk, dA,>0 (35)
; ‘/‘)Vo,i Cr a=1 ‘ Z

a=1

Therein, all signs are known: From the evolution equations,
Equation (20), we know that k, <0 and with an initial
value of kel =0, jt follows that k, <0. Thus, by choos-
ing C > 0 thermodynamic consistency of the boundary term
is guaranteed. Upon applying microflexible boundary condi-
tions the weak form for gradient plasticity, Equation (29)
becomes

5wf=/
14

0,i

g~5ng0+/ Dk, Vo - 5g AV,

Voi a=1

+/ (cr HglzN-g> (N - 5g) dA,
oV, &

0,i

Vi={L ..., Hyyins} (36)
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The boundary term therein can be implemented as a standard
boundary integral (over all grain boundaries) in the finite element
framework, as it only includes constants, the normal vector to
the boundary N and the field variable g. Note that for C. — 0
microhard boundary conditions are recovered. Microfree bound-
ary conditions are recovered when Cr — oo, since in this case
k' — 0 is required for satisfying the residual equation. Grain
boundaries present obstacles for the propagation of plastic slip,
thereby causing a grain size dependent stress—strain response in
polycrystals, also known as the Hall-Petch effect. The resistance
to plastic slip across a grain boundary depends, for example, on
the misorientation angle between the slip systems of the grains
meeting at the boundary and their accumulated plastic slip. See
formulations for this in for example [8, 9], and [10]. Varying resis-
tance to plastic slip from grain boundary to grain boundary can be
accounted for by adjusting the (initial) value of the microflexibil-
ity parameter C.. However, the dependence of the misorientation
angles between single slip systems is for simplicity disregarded in
this work to focus on transgranular fracture and the interaction
with slip transmission resistance as well as to obtain feasible com-
putational times. To account for the effect of fracture on the resis-
tance of grain boundaries to plastic slip, we propose to couple the
microflexibility parameter Ci- with the phase-field damage d such
that an increased d lowers the resistance. In this way a boundary
can evolve from being initially microhard to a microfree bound-
ary. The presented modeling framework allows for other choices
of influence of the damage on the microflexibility. For the pre-
sented prototype model, a linear relation between the microflex-
ibility and the phase-field damage is chosen according to

Cr(d)=Cry+Cld (37)

where Cr is the initial microflexibility of each grain boundary
and Cﬁ represents the additional amount of microflexibility
gained by complete material degradation. The microflexibility
parametrization should always be chosen relative to the gradient
hardening parameters. By this choice of Cp, the finite element
problem, Equation (36), and the g-field become uncoupled
between the grains (apart from an implicit coupling via u and d).

5 | Numerical Experiments

The behavior of the proposed model is discussed with respect
to different aspects of damage initiation in this section. First,
examples of the base cases of microfree and microhard bound-
ary conditions are shown to discuss the qualities and flaws of both
choices. Itis then demonstrated how microflexible boundary con-
ditions coupled to the damage development combine the desir-
able features of those boundary conditions. Finally, we show that
the model is able to capture relevant phenomena in (ductile) frac-
ture such as void coalescence and three-dimensional crack fronts.

Figure 1 shows the two different grain structures that are used
for the numerical examples. The two-dimensional examples are
performed on a structure consisting of 10 grains and using plane
strain conditions. The same grain structure is first investigated
without the voids shown in Figure 1 and then with the voids.
The three-dimensional examples are performed on a structure
consisting of 4 grains. In all cases full FCC slip systems are used
for all grains. The used meshes contain mesh refinements along
the grain boundaries and at grain boundary intersections. The
two-dimensional meshes consist of 22 616 (without voids) and
45 688 (with voids) linear triangular elements, respectively. The
three-dimensional mesh consists of 76 506 linear tetrahedral
elements. Further details of the geometries and their meshing
are given in Appendix B. All structures are loaded in-plane by
displacement-controlled pure shear loading. As introduced in
Section 4, two vector fields (displacement field u and gradient
field g) and a scalar field (global phase-field damage d) are
needed on each node. While the displacement field u and the
phase-field d are continuous fields, the gradient field g is inde-
pendent in each grain. This is achieved by duplicating the nodes
on the grain boundaries and then applying linear constraints
on the grain boundaries for the displacement field u and the
phase-field d, which allows to use the same mesh representation
for all fields. Backward Euler time integration is applied to all
time-dependent equations, see Appendix C for the respective
derivations. A staggered solver is used to solve the coupled
equation system. The initial time step is Aty = 0.1 ¥, the time
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FIGURE1 | Two- (left) and three-dimensional (right) grain structures used for the numerical experiments. The two-dimensional structure consists

of 10 grains and is used with and without the voids in the middle grain. Without voids, the middle grain is meshed in the same manner as the other

grains. The three-dimensional grain structure consists of four grains. All set-ups are loaded by simple shear along the horizontal axis.
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step is halved whenever a load step does not converge. For an
iterative solver to succeed on this type of phase-field problems,
it is important that the staggered scheme extends to the local
variables. Further, methods for avoiding unneeded iterations
far away from the solution are used. A detailed description of
the solver algorithm and its respective parameters, is given in
Appendix D. This work focuses on model development rather
than model parametrization, for details on material parameters,
slip system orientations and loading, consult Appendix A.

The implementation of the presented model is written in the
Julia programming language [43] and uses the Ferrite.jl
finite element toolbox [44]. The material model implementation

Degradation

makes heavy use of the Tensors.jl tensor calculus toolbox
[45], that supports automatic differentiation of tensor equations,
and all figures are generated by the Makie . j1 data visualization
ecosystem [46].

51 | Impactof Boundary Conditions
for Gradient Plasticity

Microfree and microhard boundary conditions

Figures 2 and 3 show the bounding cases of microfree and
microhard boundary conditions on the inner grain boundaries.

Accumulated plastic strain

T T T T T T T T Il’llCI‘O—

free

<

>
micro-
hard

0.0 0.5 1.0 0.0 0.5 1.0 1.5
e €/ €har
FIGURE2 | Degradation and plastic strain response for microfree boundary conditions on the inner grain boundaries. Both fully developed

cracks cross grain boundaries. Localization of plastic strain initially occurs in the grain marked with arrow 1, close to the grain boundary. The bottom
crack (arrow 2) develops later in the simulation. Its crack growth direction is impacted by the stress concentration caused by the grain boundary
intersection marked with arrow 3. The microfree boundary conditions are reflected by the accumulated plastic strain contour lines that are perpendicular
to the grain boundaries, especially in the highly plastified regions (e.g., arrow 4). Microhard boundary conditions are prescribed on the outer boundaries
of the grain structure for numerical stability.

Degradation Accumulated plastic strain

T T T T T T T T T T miCrO—
free
micro-
hard
e €/ €
FIGURE 3 | Degradation and plastic strain response for microhard boundary conditions on the inner grain boundaries. The crack developing

within the upper grains is interrupted on the grain boundary marked by arrow 1. Localization of plastic strain initially occurs inside the grain right of
that grain boundary. Plastic strain cannot develop on the grain boundaries. Microhard boundary conditions are prescribed on the outer boundaries of
the grain structure.
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Note that microhard boundary conditions are used for the outer
boundaries in all simulations to stabilize the global response for
the Newton-Raphson solver. To the left of both figures, the degra-
dation g, is presented, displaying the cracks formed at the end of
the simulation. To the right, the corresponding accumulated plas-
tic strain P distribution, normalized by the characteristic accu-
mulated plastic strain efhar is shown. In both figures, the grain
boundaries are colored in gray scale where dark means microfree
and light means microhard boundary conditions. In particular,

the black-to-white colorscale represents Cr = Cr, = 1/ (H 8 lé)

as microhard and C =9/( H® lé) as microfree; however, note
that the microfree limit is chosen based on the contour plots for
the accumulated plastic strain eP and used exclusively for post-
processing purposes.

The accumulated plastic strain is an important input to the degra-
dation function, as well as a representative quantity for the hard-
ening variables k,. Microfree boundary conditions require that
the component of the gradient hardening field g perpendicular
to the grain boundaries is zero. In Figure 2, this is reflected by
contour lines of P which are perpendicular to the boundaries,
especially on those grain boundaries where a large amount of
plastic strain has developed (e.g., pointed out by arrow 4). Notice
however, that g = Y V, k, is only fulfilled in a weak sense.
Microfree boundary conditions allow the development of plastic
strain on the grain boundaries. Initial strain localization is to a
large extent influenced by the alignment of crystal orientations
with the loading direction, as well as by geometrical features. Ini-
tial localization sites are often located at grain boundaries or grain
boundary intersections. The upper crack for example initiates on
the right side of the grain boundary marked by arrow 1. Later
in the simulation a second crack develops, which initiates in the
grain marked by arrow 2. The growth direction of the secondary
crack is strongly influenced by the stress concentration occurring
at the grain boundary intersection marked by arrow 3. Microhard
boundary conditions on the other hand require that },'* k, =0
on the boundary, in a weak sense. This is reflected in Figure 3
by contour lines of e? which are parallel to the grain boundaries.
In particular, microhard boundary conditions disallow the devel-
opment of plastic strain on the grain boundaries. This is impor-
tant in combination with the choice of degradation function, see
Equation (12), since it also results in disallowing damage devel-
opment on the grain boundaries. Consequently, the first crack in
Figure 3 (arrow 1), is interrupted by the respective grain bound-
ary. The microhard simulation shows two damage initiation sides
in addition to the developed crack, which are marked with arrows
2 and 3 in Figure 3. Comparing with the crack pattern arising
from the microfree simulation, it can be observed that both simu-
lations develop a similar primary crack. The precise shape of the
crack is impacted by the choice of microfree/microhard bound-
ary conditions. Additionally, the damage initiation site marked by
arrow 2 in the microhard results corresponds to the damage initi-
ation site of the secondary crack in the microfree results (compare
Figure 2). Thus, the presented model predicts that the boundary
conditions on gradient hardening have a significant impact on
the crack growth across grain boundaries, but not on the damage
initiation sites.

Both cases, microfree and microhard boundary conditions,
exhibit physically partly correct and partly incorrect behavior for

the representation of ductile fracture in polycrystalline metals.
Grain boundaries represent obstacles for dislocation movement.
This is represented by microhard boundary conditions, causing
an elastic response close to the grain boundaries (plastic deforma-
tion is caused by dislocation movement, thus preventing disloca-
tion movement leads to an elastic response). This is also how the
size-dependent stress—strain response in polycrystals is captured
by gradient-plasticity models. Additionally, damage initiation
commonly occurs inside the grains and not on the grain bound-
aries as implied by the microfree results shown in Figure 2. How-
ever, the resistance of a given grain boundary to dislocation move-
ment depends among other things on the misalignment between
the slip system orientations on both sides of the boundary.
Grain boundaries also do not present ultimate obstacles for crack
growth, as implied by the microhard results shown in Figure 3.

Microflexible boundary conditions

To address the lack of accuracy of the microfree and microhard
boundary conditions in describing the full range from strain
localization to damage initialization and finally fracture, we use
the microflexible boundary condition presented in Section 4.1.
Under the assumption that the resistance of grain boundaries
against dislocation movement decreases as damage develops,
we suggest that the initial behavior of grain boundaries can
be approximated by microhard boundary conditions while the
behavior close to material failure should be approximated by
microfree boundary conditions. As described in Section 4.1,
this is implemented by assigning a low initial microflexibility
Cr, (low microflexibility recovers microhard behavior) that
gradually increases as the global damage field d increases (high
microflexibility recovers microfree behavior). Figure 4 displays
the resulting fracture and plasticity patterns. It can be seen that
the obtained cracks each span several grains and pass the grain
boundaries in a similar manner as for the microfree case. By
inspecting the white-to-black color scale on the grain boundaries,
it can be noticed that the grain boundaries locally transition from
microhard to microfree behavior. It can be observed that most
grain boundaries remain closer to the microhard state, while
the boundary conditions locally change to microfree at the
locations where the material is most degraded. Arrow 3 marks
a grain where the remaining microhard boundary conditions
can be noticed particularly well from the contour lines of the
accumulated plastic strain. Similarly to the microfree case, the
upper crack (arrow 1) develops first and the lower crack (arrow
2) develops later. The latter crack is also impacted by the same
stress concentration as in the microfree simulation.

Additionally, strain and damage localization are distinctly observ-
able in Figure 4. The grain boundary marked by arrow 1 exhibits
a clear s-shaped deformation, as well as a clear local transition to
microfree boundary conditions. This displays the need for a finite
strain formulation, as well as the effect of the localized effect of
microflexible boundary conditions.

Figure 5 shows the volume-averaged shear component of the sec-
ond Piola-Kirchhoff stress in the upper two grains (where the first
crack develops in all simulations). It shows that the microhard
boundary conditions lead to a stiffer response than the microfree
boundary conditions. Microflexible boundary conditions behave
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FIGURE 4 | Degradation and plastic strain response for microflexible boundary conditions on the inner grain boundaries. The damage initiation

side of the upper crack is indicated by arrow 1. The crack initiates on the right side of the grain boundary and then propagates to the left grain. The

microflexible boundary conditions initially behave nearly microhard and upon damage development locally transition to microfree behavior. The state

of the microboundary conditions at the end of the simulation is color-coded on a white to black color scale in the figure. Microhard boundary conditions

are prescribed on the outer boundaries of the grain structure for numerical stability.
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FIGURE5 | Volume averaged in-plane shear component of the sec-

ond Piola-Kirchhoff stress tensor in the upper two grains, comparing dif-
ferent inner microboundary conditions. Microhard boundary conditions
lead to a stiffer response than microfree boundary conditions. As desired,
microflexible boundary conditions initially behave similarly to microhard
boundary conditions and then approach the behavior of microfree bound-
ary conditions during the softening period.

similarly to microhard boundary conditions during the harden-
ing stage, but similarly to microfree boundary conditions during
the softening stage. Thus, they recover the physically meaningful
behavior over the full plastification and fracture range.

5.2 | Void Coalescence

Crack initiation often occurs due to void nucleation and growth.
Voids commonly nucleate on particles and inclusions placed
within shear bands. The following example shows damage
growth from preexisting voids in a grain structure. The voids are
here modeled as holes in the structure and microfree boundary
conditions are used at the void boundaries. The voids are posi-
tioned in the middle crack shown in Figure 4. This is the last

crack that develops in the microflexible simulation. The resulting
crack pattern is show in Figure 6. The developed crack pattern
is different from the one obtained in Figure 4. The cracks indi-
cated by arrows 1 and 2 develop simultaneously, where the crack
developing between the voids (arrow 1) is clearly more devel-
oped than the crack in the top grains (arrow 2). Due to the crystal
plasticity model the susceptibility of the grains to plasticity and
thereby damage initiation highly depends on the crystal orienta-
tion of each grain relative to the loading direction. The multi-axial
stress state caused by the voids leads to the activation of slip sys-
tems that were not triggered in the previous examples and thereby
causes the failure marked by arrow 1. This crack has a crack
shielding effect, which prevents the development of the bottom
crack compared with the original microflexible simulation.

5.3 | Three-Dimensional Crack Fronts

Crack fronts in polycrystals are strongly influenced by the grain
structure, crystal orientations and the misalignment thereof, as
well as voids and particles in the metal matrix. Hence, these
crack fronts inherently propagate in three-dimensional space
and it is not always possible to understand their behavior from
two-dimensional simulations. The presented modeling frame-
work is formulated in a dimension-agnostic manner and can
thereby account for such three-dimensional effects. The final
numerical example shows the response of a three-dimensional
four-grained polycrystal to in-plane shear loading. To allow for a
coarser mesh, the length scale parameters have been adjusted to
I, =0.1333 L and ¢, = 0.08 L. The microflexiblity parameters, as
well as the micromorphic penalty parameter are adjusted accord-
ingly, see Table Al.

Figure 7 shows the resulting degradation and accumulated plas-
tic strain fields. To better represent the crack fronts, all degrada-
tion values g, < 0.17 are represented as transparent. Simple shear
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FIGURE 6 | Degradation and plastic strain response for a case of void coalescence with microflexible boundary conditions on the inner grain

boundaries. Preformed voids perturb the fracture pattern compared with Figure 4 and lead to an additional crack, caused by void coalescence inside
the middle grain (arrow 1). The multi-axial stress state around the voids activates slip systems that are otherwise not triggered by the global loading
and thereby causes the failure of the originally undamaged grain. Microhard boundary conditions are prescribed on the outer boundaries of the grain

structure for numerical stability.

Degradation

Accumulated plastic strain
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N
0.0 0.5 1.0 1.5
9e e]) / 6?11;\.\'
FIGURE 7 | Degradation and plastic strain response for the four-grain three-dimensional grain structure. Microflexible boundary conditions

are prescribed on the inner grain boundaries, while microhard boundary conditions are prescribed on the outer boundaries of the grain structure for
numerical stability. In the degradation plot all regions with degradation values g, < 0.17 are represented as transparent to better visualize the resulting
crack fronts. The structure is oriented as presented in Figure 1 and thus shear is applied in the XZ-plane. Several crack fronts have developed. It can be
observed that the crack fronts on the right and in the middle of the grain do not range along the entire Y-axis and could therefore not be captured by a

plane strain set-up.

is applied in the XZ-plane, with roller supports along the front
and back faces in the Figure. Notice that opposed to the previous
two-dimensional results, the three-dimensional results are pre-
sented in the initial configuration. The larger length scales for
gradient plasticity and phase-field damage lead to wider shear
bands and cracks. The final state of the simulation shows a
complex crack front that has developed in the structure. The
visualization in Figure 7 shows a cut into part of the crack front.

It can be observed that parts of the crack front do not range all
the way along the Y-axis (marked by arrows 1 and 2), indicating
that they could not have been resolved by a 2D plane strain sim-
ulation. This can in particular be observed at the right part of the
crack front (arrow 2), which developed within grain 1 and does
not cross the boundary to grain 4 (arrow 2 points on the grain
boundary). The crack front developing on the left (arrow 3) on
the other hand displays the impact of the microflexible boundary
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conditions. It reaches across the grain boundary between grain
2 and grain 3, the point where it crosses the grain boundary is
marked by arrow 3.

6 | Concluding Remarks

In this work, we have presented a modeling framework and a pro-
totype model for ductile phase-field fracture across grain bound-
aries of polycrystals. The model fits a thermodynamic framework,
that we have presented in previous work [28] in the context of
single crystal plasticity.

The prototype model presented in our previous work has been
extended to account for properties of polycrystals. In particu-
lar, we have presented a damage-dependent microflexible bound-
ary condition that allows for modeling of grain boundaries that
exhibit varying slip transmission resistance. The level of resis-
tance is tunable by a microflexibility parameter, which we use
to locally vary boundary conditions from microhard to microfree
upon damage development. The presented boundary condition
is represented by a standard boundary integral including field
variables and material parameters. Hence, it is straightforward to
implement it in a finite element setting. Further, we have added
a volumetric-deviatoric energy split to the prototype model to
allow a physically reasonable difference in fracture behavior of
tension and compression. This is relevant for polycrystals, since
the microstress state caused by the grain structure can easily yield
local compression even under shear loading. It is also important
for obtaining realistic behavior upon crack closure.

We have moreover used a single gradient hardening field in
the dual mixed formulation, instead of one gradient field per
slip system as presented in [28]. This represents a significant
reduction in the computational effort required for solving the
problem (especially in 3D) and allows to consistently work with
the full set of 12 FCC slip systems. Numerical examples show
that damage-dependent microflexible boundary conditions are,
opposed to simpler microfree and microhard boundary condi-
tions, able to capture a realistic hardening response as well as
crack development and propagation across grain boundaries. It
is also shown that the model can be used to simulate coales-
cence of pre-existing voids. Furthermore, fracture of polycrys-
tals is inherently a three-dimensional problem and although the
necessary mechanisms can be comprehensively demonstrated on
two-dimensional examples, crack fronts develop differently in
three-dimensional grain structures. We show that our model is
able to produce three-dimensional crack fronts by applying it to
a three-dimensional polycrystal.

The presented modeling framework opens up for future inves-
tigation of damage initiation and microcrack formation under
consideration of the influence of grain boundary behavior. The
role of grain boundaries as obstacles for the transport of plastic
slip and how to model varying degrees of resistance against slip
transmission has been a central topic of the presented work.
We have used the simplification that grain boundaries act as
slip sinks. In reality, however, the process of slip transmission
from one grain to the other is much more complex and depends
among other things on the misalignment of crystal orienta-
tions and the type of dislocations. To account for the process of

(partial) slip transmission between the grains on each side of the
grain boundary, it is possible to extend the model by methods
that allow to account for jumps in the field equations such as
cohesive elements. To capture the plastic slip resistance of each
slip system based on misalignment angles, the microflexible
boundary condition could be derived for a model that accounts
for the plastic slip gradient in each slip system separately, such as
the one presented in [28]. The authors want to point out that such
models, especially in combination with complex per-slip system
boundary conditions come at a largely increased computation
cost, as well as a significantly larger set of parameters.

Finally, the presented model is built to capture damage initiation
and formation of microcracks. An important mechanism dur-
ing damage initiation is void nucleation, which often occurs at
hard particles. Upon combining this work with a contact model,
it should be possible to simulate void nucleation by debonding
at hard particles, as for example observed by Achouri et al. [47]
and different localization patterns during void nucleation as dis-
cussed by Noell, Carroll, and Boyce [16]. To simulate void coa-
lescence leading up to component failure, it is often necessary
to develop solvers that can trace unstable crack growth, such as
arc-length solvers. Recently, dissipation based arc-length solvers
have shown good performance for phase-field models and seem
to be a promising approach for thermodynamically consistent
models such as the one presented in this work [48, 49].
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Appendix A
Material Parameters

Material parameters for the two-dimensional simulations are given
in Table Al. The length scales for the three-dimensional simulation
deviate such that /, = 0.1333 L and #, = 0.08 L. The other parameters
are adjusted as presented in Table Al. All simulations use full FCC

slip-systems, see Table A2 for the unit cell slip systems. To account for
the different crystal orientations in the grains, the unit cell of each grain
is rotated according to the Rodrigues parameters given in Table A3.

The loading rate at the upper side of the structures is 0.05 L / r*. The
sides are loaded accordingly, to achieve displacement controlled simple

shear loading conditions.

TABLE A1 | Base material parameters used for the numerical experiments. L is a global length scale for the simulated structure and results are
independent of L upon scaling. Size independence of the model can be derived in the same way as demonstrated in [28].
Parameter Value Unit
Bulk modulus 71660 MPa
Shear modulus 27260 MPa
Yield stress 24 345 MPa
Isotropic hardening modulus Hi, 250 MPa
Gradient hardening modulus H?& 1000 MPa
Gradient hardening length scale ly 0.0533 L
Viscoplastic relaxation time r 1 S
Viscoplastic drag stress o4 500 MPa
Viscoplastic exponent m 8 —
Initial microflexiblity Cro 1/(He i)
Microflexibilty slope ct 20 / (H 8 lé)
Effective fracture energy Qg /¢, 300 N/mm?
Phase-field length scale 4 0.02 L
Micromorphic penalty parameter a 200 gg /¢
Critical plastic strain P 0.1 —
Degradation exponent n 2 —
TABLE A2 | FCCslip systems. The unit cell of each grain in the numerical examples is rotated as described in Table A3.
a Sy m, a Sy m, a Sy m, a Sy m,
1 110 [111] 4 [ITO] 111 7 [110] 111 10 110 111
2 101 [111] 5 [101] 111 8 101 111 11 101 111
3 011 [111] 6 [011] 111 9 011 111 12 [011] 111
TABLE A3 | Rodrigues angles for the rotation of the FCC unit cell in each grain. The left table shows the angles for the 2D grain structure with 6
grains, the right table shows the angles for the 3D grain structure with 4 grains.
Grain 2D Rodrigues angles Grain 2D Rodrigues angles
1 —3.67 2.54 —0.52 6 1.12 -1.05 -1.1
2 3.8 22.4 16.75 7 1.4 2.07 —0.64
3 —6.32 5.63 —27.73 8 0.55 —0.53 —0.55
4 -0.22 0.26 -0.1 9 0.71 —-0.94 1.02
5 0.08 0.54 0.02 10 -0.97 —0.42 0.37
Grain 3D Rodrigues angles
1 0.70 1.81 0.72
2 -1.76 1.73 4.43
3 2.56 -1.54 -0.23
4 -0.35 0.09 —0.32
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Appendix B
Geometry and Meshing Details

The polycrystals are generated by the open-source software Neper
[50]. The prompts for generating the two- and three-dimensional tes-
salations are neper-T-dim 2-n 10-id 2 and neper-T-dim 3-n
4-id 1, respectively. The voids in the two-dimensional structure as
placed at positions [0.36 L,0.415 L] and [0.49 L,0.425 L] and have a
diameter of 0.045 L. All meshes are generated by gmsh [51]. The average
element sizes in the different areas of the meshes are given in Table B1.

TABLE Bl | Mesh characteristics: Average element sizes in the dif-
ferent areas of the meshes and number of nodes/elements.

Element 2D 2D polycrystal 3D
size polycrystal with voids polycrystal
Background 0.0125 L 0.0125 L 0.053333 L
mesh
Grain boundaries 0.00875 L 0.00875 L 0.040000 L
Grain boundary 0.005 L 0.005 L 0.040000 L
intersections
Voids —_ 0.0005625 L —_
Between voids — 0.001125 L —
Grain boundary — 0.00225 L —
right of voids
Number of nodes 12 146 24033 16 065
Number of Trian- 22616 45688 76 506
gles/Tetrahedra

Appendix C

Time Integration

By applying backward Euler time integration to Equations (15) and (20)
and discretizing Equations (17) and (26), time-discretized forms of the
local variables are obtained

L L L Ny ntlA )
n+ -1 _ np-— _ i SEN £ —
FP h FP ' (I ; ge( ntly, n+l€p) (S‘l ® ma) (C1)
sign( "“ra))
n+1 ka — nka _ ”JrlAla (CZ)

Ny

AL (€3

a=1

n+1€p= n€p+

n+1(p = max ( n(p’ n+1 qotrial) (C4)

The signs of the Schmid stresses "*17z, can be computed based on elastic
trial stresses. Since all local variables can then be expressed in terms of
"™1AJ, and "1@U it remains the solve the coupled equation system
resulting from Equations (16) and (25)

RAA"( nHA}»a, n+1(ptrial>

At q)a( n+l Ala, n+1(ptria1)

:n+1A/1a__< =0 (Cs)
t* 04
medl( nHA}.,,s n+1(ptrial)
_ _age( n+1 (ptrial’ "+1Aﬂa) lil+ _ g_g ,,+1(pmal
dp ¢ 7
—a ( n+1(ptrial _ d) =0 (C6)

Notice that while R, implicitly depends on 1 ptrial yia Equation (C4),
R explicitly depends on it, meaning it solves Y, (™) = 0.

Appendix D
Staggered Solver

A staggered solver is used to solve the coupled equation system.
Equations (27) and (29) are solved in a monolithic way in the first step,
referred to by R"¢ in Figure D1, Equation (31) is solved in the second
step, referred to by RY, in each staggered iteration. We apply field-wise
tolerances and each field can converge either based on a tolerance on
its residual equation (residual tolerance) or on the update of the vari-
able vector within a single Newton iteration (field tolerance). The solver
algorithm is represented in Figure D1. In the same manner as presented in
[28], the staggered scheme extends to the local level. Therefore, the global
fields u, g and d, as well as the local variables A4, and @' are split into
two sets. Set 1 includes {u, g, A4,}, which are the variables relating to
R and Set 2 includes {d, "'}, relating to R9. In each step only the
set of variables relating to the solved equations can be updated, while the
other set of variables is frozen to the values of the previous iteration. Since
the two local variables are part of different sets, this means that each local
residual equation is solved separately and only in one of the two staggered
steps.

In each staggered step, the global and local residual equations are solved
by Newton iterations. After solving the system corresponding to the
respective staggered step, convergence of the global residual equation cor-
responding to the other staggered step is checked. If both global residual
equations fulfill the convergence criteria without further updates of the
variables, the time step is converged.

The convergence criteria for the global residual equations are given in
Table D1. The iterations on the local residual equation use a fixed tol-
erance of 1078. To cut unnecessary iterations when solving each of the
global residual equations, coarser back-up tolerances can be used (early)
in the field iterations. However, the use of the back-up tolerances always
triggers further iterations between the fields and thus a time step can
never finally converge based on the back-up tolerances. The use of the
back-up tolerances can be triggered by any of the following scenarios:

« The residual tolerance is still larger than the back-up tolerance in a
set iteration iter backuptol.

« Either of the previous two solves (one on each step) has
used more than n iter backuptols iterations AND the
first computed residual is larger than the back-up tolerance.
n_iter backuptols is chosen for each step separately.

« The maximum number of iterations max_iter is reached, but the
final tolerances are not fulfilled.

These solver parameters are given in Table D2. Additionally, iterations are
terminated when divergence is recognized as follows:

o Field iterations: The first residual in a solve is larger
than the first residual of the previous solve more than
max_field divergence times in a row (for the same residual
equation).

« Newton iterations for each solve: The residual has increased more
than max divergence count subsequent times.

Within the Newton iterations, a basic line search is applied. Upon increas-
ing residuals, the computed variable update Aa is reduced such that

— number of increases
Aa =07 Aaoriginal'

When a time step fails (e.g., due to recognized divergence or lack of
material model convergence), the time step is halved. Time step halv-
ing is allowed up to max_ time refinement level times. After
n_timesteps recoarsen converged time steps in a row, the time
step is doubled if the previous time step did not use more than
n field iter coarsen field iterations. Time step doubling is not
allowed to lead to coarser time steps than the initial time step At ;.-
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Start new time step

y

\ 4

For k = I:'max_ field iterations

v

Set 2 frozen Solve

{ k(]; kk;triz\l }

k+1 k+1 . k+1 k,  trial —
Rug( { u, “ ngA)\a( i A/\(\) ‘r’“‘))*O

Set 1 frozen

Solve backup
[y, kg T Kol kel Kbl trial tolerances
: R d; Ry, (5 g KPEAN,, Krlptial)) =0 no
AN} ( P Ry ( ’ o ) employed?
RU& converged?
Staggered scheme converged
FIGURE D1 | Staggered solver: The residual equations are solved in two steps, where the first step (R"¢) consists of the equilibrium equation and

the gradient plasticity equation and the second step consists of the phase-field equation (RY). Iterations between the two steps go back and forth until

all global residual equations fulfill the final convergence criterion for the same global variables. During the iteration process, unnecessary iterations are

cut by allowing each single step to converge according to back-up tolerances. However, convergence according to the back-up tolerances does not allow

to leave the field iteration loop.

TABLE D1 | Field-wise tolerances applied for global convergence examination. A field is considered converged when either of the residual or the
field tolerance (Relating to the update of field variables during a single Newton-correction) is fulfilled. L is assumed to have unit mm.

Weak form Residual tolerance Field tolerance
Final tolerances Displacement field u Equation (27) L?-107° Nmm™ L-1078
Hardening strain gradient g Equation (29) 1?1074 L71.107°
Global phase-field d Equation (31) L3107 Nmm™3 1078
Back-up tolerances Displacement field u Equation (27) L?-107 Nmm™2 L-1078
Hardening strain gradient g Equation (29) L?-107% L1.107°
Global phase-field d Equation (31) L?-1071° Nmm™3 1078
TABLE D2 | Parameters used in the staggered solver.
Solver parameter value
max_field iter 500
max_iter 25
iter backuptol 8
n_iter backuptols for R"8 25
n_iter backuptols for R¢
max_field div
max divergence_count 5
max time refinement level 20
n_field iter coarsen 20
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