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Abstract

In this paper, we present a number of finegrained resources for Natural Language Inference (NLI). In particular, we present
a number of resources and validation methods for Greek NLI and a resource for precise NLI. First, we extend the Greek
version of the FraCaS test suite to include examples where the inference is directly linked to the syntactic/morphological
properties of Greek. The new resource contains an additional 428 examples, making it in total a dataset of 774 examples.
Expert annotators have been used in order to create the additional resource, while extensive validation of the original
Greek version of the FraCaS by nonexpert and expert subjects is performed. Next, we continue the work initiated by
(Bernardy and Chatzikyriakidis, 2020), according to which a subset of the RTE problems have been labeled for missing
hypotheses and we present a dataset an order of magnitude larger, annotating the whole SuperGlUE/RTE dataset with missing
hypotheses. Lastly, we provide a dedropped version of the Greek XNLI dataset, where the pronouns that are missing due to
the prodrop nature of the language are inserted. We then run somemodels to see the effect of that insertion and report the results.

Keywords:Natural Language Inference, Textual Entailment, FraCaS, RTE, XNLI

1. Introduction

Natural Language Inference (NLI, or Textual Entail
ment, TE) has been a core task in Computational Se
mantics from its early symbolic years, all the way to the
present Deep Learning (DL) era. Indeed, the centrality
and importance of NLI has been acknowledged early on
by Cooper et al., arguing that NLI is the crux of Compu
tational Semantics, aptly stating that “inferential ability
is not only a central manifestation of semantic compe
tence but is in fact centrally constitutive of it” (Cooper
et al., 1996). This acknowledgement of the centrality of
NLI has continued up to now, with NLI being one of the
core tasks for Natural Language Understanding (NLU)
and central to NLU benchmarks like GLUE (Vendrov
et al., 2016) and SuperGLUE (Wang et al., 2019). To
give a further example, one of the most cited papers in
NLI (Bowman et al., 2015), argues that understanding
inference about entailment and contradiction, in effect
the task of NLI, is an important aspect for construct
ing semantic representations, while on a more practical
note, Nie et al. (2020a) note that NLI is arguably the
most canonical task in NLU.
Despite the great success in tackling the task of NLI in
recent years, questions have started to develop about
the efficiency of existing NLI datasets to train good
models for NLI. For example, Chatzikyriakidis et al.
(2017) have argued that the community should strive

for datasets representing data from multiple domains
and further include more instances of inference. This
plea, as (Poliak, 2020) correctly notes, has been taken
into consideration by the community, and indeed a lot
of effort has been put in creating more diverse datasets
in the last years. Another issue that has arisen w.r.t.
dataset development is annotation artifacts, i.e. datasets
that contain artifacts due to the way they are con
structed, that are leveraged by the models in order to
obtain good accuracy. In effect, the models are us
ing lowlevel heuristics that should not play a role in
solving the task. For example, (Poliak et al., 2018)
have shown that artefacts and statistical irregularities
can help the models perform well on the NLI task, even
when only trained on the hypotheses (hypothesisonly).
A lot of similar research has verified this: Pham et al.
(2020) show that NLI models are not sensitive to word
order, nor to datasets corruption by random POS (part
ofspeech) drop (Talman et al., 2021). In contrast, some
models seem to be sensitive to changes that should not
affect their performance. For example, Glockner et
al. (2018) show that the replacement of words with
mutually exclusive hyponyms or antonyms hurts per
formance, while Talman and Chatzikyriakidis (2019)
show that models do not generalize well when trained
and tested on different NLI datasets.
In this context, the community has tried to come up
with responses to these challenges. In terms of dataset
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creation, a body of research has been arguing for
more diverse resources for NLI, as well as the need
for datasets that are clean from annotation artefacts.
As regards the former, this led to the development
of more finegrained datasets. For example, datasets
that test for implicature and presupposition (Jeretic et
al., 2020), Numerical/Quantifier reasoning (Kim et al.,
2019; Richardson et al., 2019), Monotonicity Reason
ing (Yanaka et al., 2019; Richardson et al., 2019), Com
paratives, among many others.1 As regards the latter,
work on using adversarial techniques in dataset creation
has led in the development of datasets much less prone
to annotation artefacts. The Adversarial NLI dataset
(Nie et al., 2020b) is an example of such a dataset.
One of the things directly connected to creating di
verse NLI datasets, concerns multilingual NLI plat
forms. There is, of course, the XNLI dataset (Conneau
et al., 2018), and also a number of other attempts to
produce multilingual datasets for NLI for various lan
guages (Hu et al., 2020; Wijnholds andMoortgat, 2021;
Magnini et al., 2014), but in general most of the existing
datasets are only in English.
In this paper, we offer a number of finegrained re
sources for NLI, two for multilingual NLI, in specific
for Greek, and one for precise entailment. More pre
cisely, the paper will report the following work:2

• An extension of the Greek version of the FraCaS
test suite that includes semantic inferences that are
based on idiosyncratic features of Greek syntax.
The extension makes the dataset double the size
of the original.

• Validation of the original FraCaS test suite for
Greek using experts and nonexperts against the
original annotations and result reporting.

• Completing the work in Bernardy and Chatzikyri
akidis (2020) by providing the missing hypotheses
(when they exist) for the SuperGLUERTE dataset.
Missing hypotheses refer to information needed to
draw an inference, e.g. background knowledge,
realworld knowledge, that is however missing in
the premises.

• Create a version of the Greek XNLI dataset where
all dropped pronouns are inserted, in effect a de
prodropped version of Greek. We do this in order
to check whether performance of NLI models for
Greek is affected if we do so, given that pretrained
language models are trained on English and are
subsequently finetuned.

2. Methods
2.1. Extending the Greek FraCaS
The first part of the project involves the extension of
the original Greek FraCaS test suite for Greek. What we

1See (Poliak, 2020) for a complete survey onNLI datasets.
2All resources can be found at: https://github.com/

GU-CLASP/LREC_2022/tree/main/datasets.

wanted to achieve is an additional set of inference cases
that are dependent on the syntax of Greek. Given that
these cases are not so easily found in realworld data,
we decided to first use expert constructed changes, fo
cussing on the range of pattern variation for this study.
The original Greek FraCaS is a translation of the En
glish FraCaS and has been developed as part of the
multifracas project at the University of Gothenburg.3
The additional inference cases added include language
dependent syntactic constructions that most of the time
do not appear in translations of semantically similar in
ference cases from English to Greek. To give an ex
ample, the additive use of the coordinator ke rarely ap
pears in translations of the focus associating operator
“too” or “also”, but rather appear with the insertion of
the element meaning “also” “episis”. Other cases in
clude modal discourse markers expressing doubt like
“taha” and inferences involving clitic clusters. In more
detail, the extra categories added to the suite are as fol
lows:4

1. Coordinator ke

• This involves different uses of the ke “and”
coordinator in Greek: normal conjunction,
both interpretation and additive interpretation
among others.

2. Negative Polarity Items

• Inferences involving a number of negative
polarity items in Greek. These include: the
semantic negative operator den or min “not”
followed by theNPIs puthena “nowhere”, ka
nenas “nobody”, tipota “nothing”, den fol
lowed by pote “never” or kan “even”, and
den followed by oute kan “not even” or
oute “neither” in embedded sentences. Also,
NPIs without a negative operator: oute kan,
oudeis “no one”, kanena “anything” (existen
tial), and pouthena  tipota “nowhere  noth
ing”. There is a section with minimizers,
free choice items and PPIs: mia stalia “a lit
tle”, kati “something”, opoiondipote “who
ever”, toulaxiston “at least” and mono “just”
(Giannakidou (2011)). Lastly, there are in
ferences with NPIs that mean in dialogues,
which highlight idiosyncrasies of Greek be
cause include possible premises of natural
speakers such as: oute kan, pouthena kai
tipota “nothing and nowhere”, and thelondas
kai min “wanting or not”.

3. Polydefinites

3https://gu-clasp.github.io/multifracas/.
4Note that the list of idiosyncratic constructions that are

covered in the test suite is not exhaustive. Such an exhaustive
list needs further work in order first to decide which these
constructions are, followed by creating examples of inference
that they are involved.

https://github.com/GU-CLASP/LREC_2022/tree/main/datasets
https://github.com/GU-CLASP/LREC_2022/tree/main/datasets
https://gu-clasp.github.io/multifracas/
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• Cases that a noun is modified with an adjec
tive and before each phrase the definite article
is added (Kolliakou, 2004). While polydefi
nites can have a variety of semantic uses, we
chose only those that have an upward entail
ment, because those have the most clearcut
reading among speakers.

4. Discourse Markers

• Inferences involving three different discourse
markers in Greek. The discourse markers
used are the following: siga, taha and ke
kala. Sigs is an adverb literally meaning
“slowly”, but in Greek it is used to express
doubt meaning “it is doubtful” and it is asso
ciated with negation (Onufrieva, 2019). The
word taha is an adverb meaning ’supposedly’
as does the phrase ke kala which literally
means ”and well”.

5. Clitics

• This involves examples where the inference
depends on weak object pronouns, for ex
ample cases of clitic clusters, where chang
ing the case marking of the weak object pro
noun gives rise to different inference pat
terns, e.g. the difference between an argu
mental and an ethical dative interpretation
(mu/me magirepse “s/he cooked for me/ s/he
cooked me”).

2.2. Validating the FraCaS
The second part of the project involves the validation
of the original FraCaS test suite against crowds of ex
perts and nonexperts. The validation was performed
as a controlled crowdsourcing data collection task us
ing the Semantomatic tool5 which is used for collec
tion of semantic judgements both by targeting particular
groups of participants through advertising experiment
locally or on social media (as in traditional experiments
and annotation tasks) or reaching out to a larger pool of
participants using Amazon Mechanical Turk (Dobnik
and Åstbom, 2017; Rajestari et al., 2021). In addition
to the task data, questions about the participant back
ground can also be included.
In the current data collection task all examples of the
original FraCaS (346) were used. Each was presented
as one of more statements (representing premises) and a
question corresponding to the conclusion. Participants
were instructed to answer the question by only consid
ering information presented in the statements (the pur
pose was to limit the effect of background knowledge)
by choosing one of the three possible answers: “Yes”,
“No” and “Don’t know”. The presentation of FraCas
examples was randomised for each participant. Each
participant was given a chance to provide answers to

5http://www.dobnik.net/simon/semantomatic/

all 346 examples but there was no requirement to an
swer all of them as they were allowed to break the task
at any time. Note that one can translate this result into
a probabilistic version of the FraCaS, if they wished so:
the categorical judgements over a set of participants can
be translated straightforwardly to probability: the fre
quency by which annotators make a particular choice
is the likelihood that an average annotator would make
that choice.
The data was collected from subjects connected with
the University of Crete in December 2021 where 175
participants were recruited among students and their
social connections. Participants were asked whether
they have studied linguistics before. If they answered
“yes” they are considered experts (86, 49.14%) and
nonexperts otherwise (89, 50.86%). In total, they have
provided 7,576 judgements which on average makes
21.9 judgements per FraCas example. Experts pro
vided 3,145 judgements (41.51%) while nonexperts
provided 4,431 judgements (58.49%).

2.3. Precise RTE 2.0
The third part of the project involves the continuation
of the work by Bernardy and Chatzikyriakidis (2020).
There the authors attempt to give a precise platform for
textual entailment, by taking a fraction of the RTE plat
form and annotate them with missing hypotheses.
We have selected all problems from the Super
GLUE/RTE task corpus which were marked as “YES”
(i.e. entailment holds). The problems were not further
selected nor doctored by us. The problems were then
rerated by masters students in linguistics (in Bernardy
and Chatzikyriakidis (2020) experts in linguistics and
logic were recruited). For most problems, three sub
jects were consulted (13 problems were rated by 4 sub
jects). More precisely, the experts were instructed to re
consider each problem and be especially wary of miss
ing hypotheses, i.e. information used in order to carry
out an inference that is however missing in the text. If
they considered the entailment to hold, we gave the in
struction to optionally mention any additional implicit
hypothesis that they would be using. Similarly, if they
considered that there was no entailment in the problem,
they were suggested to (optionally) give an argument
for their judgment — thereby also indirectly indicating
missing hypotheses.

2.4. Dedropped XNLI
In the fourth part of the project, we investigate the ef
fect of prodrop in the performance of NLI models.
For this reason we developed the augmented dataset
deproXNLI, where all the Greek examples have been
changed by inserting all the pronouns that are missing,
given the prodrop nature of the language. We took the
English cases as the basis, and inserted all pronouns
that are present in English, but not in the Greek trans
lation (see Table 1). A note on terminology here: we
will be using the words dedrop/dedropped for the pro
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cess/result of making a prodrop language non prodrop
by inserting the missing pronouns.

Premise Hypothesis

En
gl
is
h I think that’s why I re

member that.
I didn’t remember it at
all.

G
re
ek Νομίζω αυτός είναι ο λό-

γος που το θυμάμαι αυτό
Δεν το θυμήθηκα κα-
θόλου

G
re
ek

de
d
ro
p ΕΓΩ νομίζω αυτός εί-

ναι ο λόγος που το θυ-
μάμαι αυτό

ΕΓΩ δεν το θυ μή-
θηκα καθόλου

Table 1: First row: Original English pairs. Second
row: Translation to Greek as found in XNLI. Third row:
pronoun insertion

3. Results and Analyses
3.1. Extended Greek FraCaS

(EXGRFraCaS)
The new extended FraCaS dataset for Greek includes
774 examples of inference and can be seen as includ
ing two main parts: the existing original part6, which is
the translation of the original English FraCaS test suite
into Greek and the second part, our addition, which in
cludes a total of 428 further examples of inference that
involve idiosyncratic features of Greek syntax accord
ing to the categories as these are specified in 2.1..7 Fur
thermore, the original FraCaS test suite is highly imbal
anced between the three categories. One can clearly see
that from 3.1., where there is a clear dominance of YES
examples, which take more than half the suite, approx
imately 0.27% are NO examples, and UNK examples
are very few, comprising approximately 0.09% of the
suite. Note that the original FraCaS has an additional
category created by MacCartney and Manning (2007)
in order to deal with defective examples that were ei
ther missing the hypothesis, or examples that had non
standard answers (e.g. Yes, on one reading) etc. This
is not a negligible part of the suite as it comprises ap
proximately 12% of the suite. The extension of the
dataset is much more balanced w.r.t the three inference
categories, with theYES examples comprising approxi
mately 35% of the dataset, NO examples approximately
31%, and UNK examples approximately 34%. There
are no undefined examples. The results are shown in
3.1.. Three examples from the new dataset are shown
below. One involves kanenas “nobody”, the other one
taxa “supposedly” and the last one has to do with kai

6https://github.com/GU-CLASP/multifracas/
blob/master/fracas_greek_final_ipa_team_crete.
xml.

7https://gu-clasp.github.io/multifracas/
fracas_greek_extended_team_crete.xml

“and”:
(1) AYes example from the EXGRFraCaS test suite.

P1 Δεν ήρθε κανένας στη σημερινή παράσταση.
Nobody came at today’s performance.

P2 Μόνο ο Γιώργος.
Just Giorgos.

Q. Ήρθε ο Γιώργος στη σημερινή παράσταση;
Did Giorgos come the today’s performance?

H. O Γιώργος ήρθε στη σημερινή παράσταση.
Giorgos came at the today’s performance.

Label Ναι.
Yes.

(2) An No example from the EXGRFraCaS test
suite.

P Κοιτούσε συνέχεια το κινητό του, δεν
τηλεφώνησε καν η μαμά του.
He kept looking at his phone, even his mom
didn’t call.

Q. Είναι αληθές, ότι η μαμά δεν τον καλεί
συνήθως;
Is it true, that mom does not usually call him?

H. Η μαμά δεν τον καλεί συνήθως
Mom does not usually call him.

Label Όχι.
No.

(3) An UNK example from the EXGRFraCaS test
suite.

P ΟΓιώργος τάχα μου τους έβλεπε πρώτη φορά
στη ζωή του.
Giorgos supposedly saw them for the first
time.

Q. Ο Γιώργος τους έβλεπε πρώτη φορά στη ζωή
του;
Did Giorgos see them for the first time ever?

H. Ο Γιώργος τους έβλεπε πρώτη φορά στη ζωή
του.
Giorgos saw them for the first time ever.

Label Δεν ξέρω.
I don’t know.

3.2. Validation of the FraCaS
Figure 1 shows the results of the FraCaS validation by
human judges (see Section 2.2.). The aim of the eval

https://github.com/GU-CLASP/multifracas/blob/master/fracas_greek_final_ipa_team_crete.xml
https://github.com/GU-CLASP/multifracas/blob/master/fracas_greek_final_ipa_team_crete.xml
https://github.com/GU-CLASP/multifracas/blob/master/fracas_greek_final_ipa_team_crete.xml
https://gu-clasp.github.io/multifracas/fracas_greek_extended_team_crete.xml
https://gu-clasp.github.io/multifracas/fracas_greek_extended_team_crete.xml
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FraCaS (original) Addendum EFraCaS

E 180 153 333
C 94 130 224

UNK 31 145 176
UND 41 0 41
TOTAL 346 428 774

Table 2: E stands for Entailment problems, C for
Contradiction problems, UNK for neutral problems and
UND for undefined. The Addendum are the extra ex
amples added to the original Greek FraCaS, and EFra
CaS the concatenation of the original Greek FraCaS and
the Addendum.

uation is to examine distribution of judgments for dif
ferent FraCaS categories and whether the distributions
are affected by the bias from being familiar with the
task. Natural language examples allow different inter
pretation of premises and conclusions leading to differ
ent judgments of inference, for example due to lexical
ambiguity of words. This is most clearly expressed in
the category “undefined”. There may also be a differ
ence in the way experts and nonexperts understand in
ference in natural language. The horizontal axis shows
the answer provided in the dataset by their designers
and the vertical axis shows a percentage bar of the an
swers provided by human judges. For each FraCaS la
bel we provide three bars which represent (i) all an
swers, (ii) expert answers, and (iii) nonexpert answers.
Note again that the original FraCas is imbalanced in
the distribution of groundtruth labels. Out of 346 ex
amples, there 203 (58.67%) “yes” answers, 33 (9.54%)
“no” answers, 98 (28.32%) “unknown” answers and 12
(3.47%) “undef” answers. The undefined answers are
difficult cases for which it was not possible to assign a
different label unambiguously.
Overall there is a strong agreement with the FraCas
score on “yes” and “no” classes. Sometimes examples
of the yes and no classes are labelled as “unknown” and
“no”, possibly because participants might be bringing
in additional background knowledge to resolve infer
ence. The reason for this might be lexical or structural
ambiguity of individual examples. For the examples la
belled as “unknown” there is a participant bias to pro
vide either a “yes” or “no” answer. Interestingly, this
bias is lower with the “undef” label, thus those those
cases that allow alternative interpretations.
A comparison of answers provided by participants who
selfreported to have studied linguistics (second col
umn) versus those who have not (third column) re
veals that there are no differences between them. A χ2

test finds no significant difference between “yes” (p =
0.3791), “no” (p = .1508), “unknown” (p = 0.2573)
and “undef” (p = 0.8590) answers of linguists and non
linguists. This indicates that prior linguistic training
does not have a bias on the performance on this gen
eral inference task for which no linguistic training is

required. Note that the status of linguistic expertise is
self reported and that participants answering this ques
tion with “yes” might have had different backgrounds
and degrees of linguistic training.

Yes No Unknown Undefined
0

20

40

60

80

100

Ju
dg

em
en

ts

Yes
No
Don't know

(a) all judgements

Figure 1: Results of the FraCaS validation through
crowdsourcing. Each FraCaS label on the horizontal
axis is associated with three bars which represent (i)
all answers, (ii) expert answers, and (iii) nonexpert an
swers.

3.3. Precise RTE 2.0
In the process, we have gathered a total of 3760 judg
ments, 593 missing hypotheses and 331 explanations
for negative judgments. The entailment judgments are
found in Fig. 2.
Despite all original problems being classified as “yes”
by the creators of the RTE test suite—we find here that
on average, one subject in 5 is likely to cast a doubt over
this “yes”. Here, we count as a doubt either a response
of “no” or “yes” with missing hypotheses.

“Yes if ...” vs “No because ...”? We elected to group
those categories in our summaries, because the clas
sification between “yes” with missing hypotheses and
“no” is a tenuous one. Indeed, experts often find the
same missing hypotheses but classify the problems dif
ferently (as “yes” or “no”).
We find that missing hyphotheses tend not to be discov
ered by all subjects. As evidence, the agreement factor
(Fleiss’ Kappa) when grouping answers in the doubt
ful/certain categories is κ=0.16.
Another way to look at the data is to count the num
ber of experts casting doubt on an entailment problem.
In Fig. 3, we show the distribution of number of ex
perts casting doubt on entailment, over all problems, as
a histogram.
To sum up,

1. Perfect agreement (0 or 3 doubts) occur in 47 per
cent of cases.

2. The probability of having a three doubts being cast
is the lowest.
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Type Count Ratio
Yes, with no missing hypothesis 2636 0.70
Yes, with missing hypotheses 593 0.16
No, with no explanation 200 0.05
No, with explanation 331 0.09
Total of doubtful entailment 734 0.20
Total of any type 3760 1

Figure 2: Number of responses by type

0 1 2
0

0.1

0.2

0.3

0.4

0.5

Figure 3: Distribution of the number of doubtful sub
jects.

We find this level of agreement indicative of a good
level of reliability. Additionally, with three experts per
problem, we are likely to discover most missing hy
potheses and incorrect entailments.
In this setting, we have found that subjects were less
likely to cast doubt on entailment than Bernardy and
Chatzikyriakidis (2020). We conjecture that this is be
cause master students are less likely to discover gaps in
reasoning than the more seasoned experts (PhD or pro
fessors in linguistics or logic) consulted by Bernardy
and Chatzikyriakidis (2020). The size of the sample
might also have an effect, given that it is ten times
the size of the original. It would be interesting to re
peat the experiment with more seasoned experts or the
other way around, i.e. use the smaller sample with less
experienced annotators. In any case, the other issue
that this discrepancy between the number of missing
premises identified in Bernardy and Chatzikyriakidis
(2020) and the smaller number we have found in this
study shows, is that the task of findingmissing premises
is rather openended and can go to different levels of
finegrainedness. This further shows the problem with
some cases of inference, namely that a lot of missing
knowledge has to be recognized by the model and/or
find a way to make the inference in a way that resem
bles this kind of reasoning under hidden premises.

3.4. Dedropped XNLI
We evaluate the effect of inserting pronouns in the
GreekXNLI dataset to investigate whether the prodrop
differences of the languages have an effect in the per
formance of the models. Our goal here is to not to make

other languages similar to English, but to investigate the
importance of prodrop in such tasks, if any. We use the
XLMRoBERTa (Conneau et al., 2019) model trained
on the English MNLI dataset (Williams et al., 2017).
Our model uses maxpooling over the word represen
tations to obtain a sentence representation. We found
this method more effective than taking the CLS repre
sentation. In the experiment we evaluate how effective
transfer learning is when presented with unusual syntax
(that does not alter the meaning) in Table 3.

Data Accuracy
Original 75.0
Dedrop 74.8

Table 3: Results on the original XNLI data and the de
dropped data.

The results show a small drop in accuracy of 0.2 per
centage points. This indicates that for models trained
on English NLI examples, when transferring the knowl
edge to Greek, models are able to account for examples
where dropped pronouns have been added back to the
sentence. However, as can be seen in Table 1, adding
the pronounsmay result in a lexical overlap between the
premise and hypothesis which the model can exploit.
For this reason, we also test the scenario where only the
premise or the hypothesis have the inserted pronouns in
Table 4.

Premise Hypothesis Accuracy
Original Dedrop 68.8
Dedrop Original 68.9

Table 4: Results when dedropping either the premise
or hypothesis.

When only one of either the premise or hypothesis have
the pronoun inserted we see that the performance de
grades by 6.2 percentage points. This indicates that
while some cases of inserted pronouns are handled cor
rectly by the model, it also changes the label on some
examples. In addition to highlighting issues NLI mod
els have with inserting pronouns, this also shows that
the models also rely on the lexical overlap between the
premise and hypothesis, even when the overlap is non
consequential pronouns.

4. Conclusion and Future Work
In this paper, we provided a number of resources for
Greek NLI, as well as precise entailment. More specif
ically, we extended the FraCaS test suite for Greek to
further include cases of inference that are dependent on
language specific syntax. The resulting test suite is dou
ble the size of the original one. We believe that such an
extension can be taken as a starting point for developing
multilingual NLI datasets that cover the wealth of rea
soning patterns in interaction with language dependent
syntax.
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Next, we performed a validation of the original Fra
CaS test suite for Greek against both experts and non
experts. The results show a number of good agreement
with the original test suite, even though some digres
sions exist, especially for the UNK category. No sig
nificant difference between expert and nonexpert an
notation has been found.

Connected to the previous is the finding that cases
of entailment in datasets like the RTE involve hidden
premises that are implicitly taken into consideration in
the inference process. Following the work by Bernardy
and Chatzikyriakidis (2020), we provided annotation
of these missing premises for the whole RTE as this is
found in SuperGLUE.

Lastly, we presented a variation of the XNLI Greek
dataset, where all pronouns included in the original En
glish examples and are missing in the Greek version,
due to the prodrop nature of the language, are intro
duced. This leads to the creation of a dedropped XNLI
dataset for Greek. We wanted to test the hypothesis
of whether this data augmentation/corruption will have
an effect on model performance. No effect was found
when the new dedropped dataset was used. However,
an effect was found when we used a hybrid format:
a) the premises are in the original format but the hy
potheses in the dedropped form and b) vice versa. In
these cases, we found a significant drop in performance
which points to the system exploiting various lexical
overlap cues in deciding inference.

We believe that what we have proposed in this paper
can be extended to multiple languages, but also to mul
tiple task investigations. As regards the former, we be
lieve that the idea of providing examples of inference
based on idiosyncratic syntax of the target languages is
a promising way towards better multilingual NLI and
we hope that more researchers will pick up on this idea.
The next step is to ground these new example cases in
natural data. This is what we plan to do in future work.
The results in the validation task, as well as the an
notation for missing inferences brings out the fact that
inference is not one consistent thing, but rather varies
depending on context, expertise, domain and so on. It
also brings out the fact that the annotation guidelines
are extremely crucial in the results one gets w.r.t infer
ence. One promising way to further extend this work
is to design systems that can automatically infer hid
den premises given a premise, a hypothesis and their
label. Lastly, w.r.t the last part of the paper, where
a dedropped version of the Greek XNLI dataset was
presented, such a dataset or similar dataset can inves
tigate more theoretical issues w.r.t to various linguistic
features that vary between languages, prodrop being
one of them. This will eventually lead in NLP working
closer with Theoretical Linguistics in order to inves
tigate theoretical claims made w.r.t these varying fea
tures.

5. Ethical Considerations and Broader
Impact

There are no ethical considerations in the work de
scribed in this paper. No handling of personal or any
other kind of sensitive information has been done and
no models that have a considerate carbon footprint for
to their training have been used.
As regards the broader impact of this work, we aspire
to help in the democratization of NLP by creating re
sources for lesser, in terms of data, languages. We
hope that such endeavours for creating datasets for low
rerource languages will intensify in the future.
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