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 a b s t r a c t

This study presents a numerical method for predicting erosion in a commercial water-jet pump. The multiphase 
flow is modeled using the Schnerr-Sauer cavitation model within an unsteady RANS framework, employing the 
SST k-𝜔 turbulence model. An erosion indicator based on the squared material derivative of pressure, (𝐷𝑃∕𝐷𝑡)2, 
is used to identify high-risk regions of aggressive cavitation collapse. Three operating conditions are investigated 
to assess the robustness of the numerical methodology and effect of the operating conditions. This study uniquely 
examines cavitation erosion risk under multiple operating conditions, providing a comprehensive assessment of 
numerical prediction methods. The numerical predictions successfully captured erosion-prone regions, showing 
good agreement with experimental data. However, RANS-based modeling exhibited limitations in resolving tran-
sient cavitation structures, leading to an underestimation of erosion extent. Despite the limitations, the proposed 
RANS-based framework serves as a computationally efficient early-stage assessment tool for cavitation erosion 
in industrial applications.

1.  Introduction

Water-jet propulsion systems are dominant in certain applied ma-
rine applications due to their efficiency and superior maneuverability 
compared to traditional propeller-based propulsion systems (Park et al., 
2005). However, cavitation erosion remains a critical concern, leading 
to material degradation, reduced performance, and higher maintenance 
costs.

Cavitation occurs when the local pressure drops below the fluid’s va-
por pressure, causing vapor pockets to form. The subsequent collapse of 
these cavities generates high-pressure shock waves and micro-jets, po-
tentially damaging nearby surfaces (Franc and Michel, 2004). Despite 
the extensive research, predicting and mitigating cavitation erosion re-
mains challenging due to the complex interactions between turbulence, 
multiphase flow behavior, and material responses (Bark and Bensow, 
2013).

Experimental methods are essential for understanding and mitigat-
ing cavitation erosion. High-speed imaging techniques provide direct 
visualization of cavitation inception and bubble collapses (Bark et al., 
2004). Paint erosion tests help to identify erosion-prone areas (Arab-
nejad et al., 2022; Aktas et al., 2020), while pressure fluctuation mea-
surements offer insights into cavitation dynamics (Alves Pereira et al., 
2024). However, these experimental methods have several limitations. 
Spatial resolution is often insufficient, making it difficult to correlate 
observed erosion with specific flow structures. Furthermore, identifying 
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erosion at later stages of the design process often leads to costly modifi-
cations, emphasizing the need for accurate early-stage prediction meth-
ods (Arabnejad et al., 2022). Computational Fluid Dynamics (CFD) has 
become an essential tool for overcoming these limitations by providing 
detailed simulations of cavitation and cavitation erosion mechanisms.

For marine propulsors and hydrofoils, various turbulence models 
are used for cavitation and cavitation erosion simulations, including 
Reynolds-Averaged Navier-Stokes (RANS), Detached Eddy Simulation 
(DES), and Large Eddy Simulation (LES). RANS-based models are com-
monly used in industrial applications due to their computational effi-
ciency (Melissaris et al., 2019, 2020, 2022; Huang et al., 2021; Li et al., 
2014). However, they often struggle to resolve transient cavitation struc-
tures and high-frequency pressure fluctuations, both of which are es-
sential for accurate erosion prediction (Bensow, 2021). DES methods 
combine RANS modeling near walls with LES in separated flow regions, 
improving accuracy in complex cavitating flows (Usta et al., 2017; Usta 
and Korkut, 2018; Koksal et al., 2021; Shin and Andersen, 2020). LES 
models further enhance resolution but require substantial cost, limit-
ing their industrial feasibility (Wheeler et al., 2024). Alternatively, Xu 
et al. (2024) applied wall-modeled LES (WMLES) to study unsteady 
flow in water-jet pumps. Their study demonstrated the predictive ca-
pability of WMLES while also highlighting its significant computational
demands.

In addition to turbulence modeling, multiphase cavitation modeling 
defines how vapor cavities interact with the surrounding liquid phase. 
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Eulerian models treat cavitation as a homogeneous mixture, assuming 
vapor and liquid share the same velocity field. These models are com-
putationally efficient but often fail to resolve individual bubble collapse 
behavior, which is critical for erosion prediction (Cao et al., 2017; Xu 
and Lai, 2023). In contrast, Eulerian-Lagrangian models explicitly track 
individual vapor bubbles, improving predictions of localized collapse 
pressures, micro-jets, and shock waves (Ji et al., 2024; Wang et al., 2023; 
Yang et al., 2025).

Most numerical cavitation erosion studies focus on marine pro-
pellers and hydrofoils, where erosion is primarily caused by tip
vortex cavitation, cloud cavitation, and re-entrant jets. Numerical
studies have successfully applied density-based compressible models to 
resolve collapse-induced impact pressures (Budich et al., 2015). Other 
approaches have introduced micro-jet impact and energy-based models, 
validated through soft paint erosion tests and ductile material erosion 
simulations (Peters et al., 2018; Schenke and van Terwisga, 2019; Shin 
and Andersen, 2020; Kleinsorge et al., 2022). While these models have 
significantly improved erosion prediction for propellers, their applica-
tion to water-jet propulsion systems remains under-explored. However, 
even with advances in cavitation erosion modeling, existing erosion pre-
diction tools lack the robustness and efficiency needed for routine indus-
trial use (Wheeler et al., 2024). Most previous studies have focused on 
a single operating condition, limiting their ability to assess cavitation 
erosion risk comprehensively. This study examines multiple operating 
conditions, demonstrating that the erosion assessment method remains 
valid even in cases where significant erosion is not expected.

Unlike propellers, the studies with cavitation modeling for water-jet 
pumps have primarily focused on performance degradation and flow in-
stabilities rather than direct erosion risk assessment (Cao et al., 2017; 
Kaixuan et al., 2024; Huang et al., 2021; Xu and Lai, 2023). Previous 
investigations have examined the effects of non-uniform suction flow 
and swirl distortion on cavitation inception, showing how secondary 
flow structures influence cavitation intensity (Cao et al., 2017). Other 
studies have analyzed blade loading variations and demonstrated that 
different geometries significantly alter cavitation behavior (Xu and Lai, 
2023). Arabnejad et al. (2020) performed LES simulations of the AxWJ-
2 axial water-jet pump, identifying tip leakage vortices as a key fac-
tor in cavitation development. Water-jet pumps differ from open ma-
rine propellers due to their fully wall-bounded, confined, and complex 
geometries. These conditions significantly increase computational com-
plexity for high-fidelity CFD methods such as LES and DES, especially 
in near-wall regions where fine mesh resolution is required (Arabnejad 
et al., 2020, 2022). High-fidelity simulations, although accurate, are 
often impractical due to their high computational demands (Bensow, 
2021). Lower-cost alternatives, such as RANS-based models, require 
further validation to be applied reliably to cavitating flows. The con-
fined, wall-bounded nature of water-jet propulsion systems makes this
validation even more critical (Arabnejad et al., 2022; Wheeler et al., 
2024).

Studies specifically assessing cavitation erosion in water-jet pumps 
remain limited. One of the few examples is Qiu et al. (2021), who pro-
posed the Erosive Power Method (EPM), correlating erosion severity 
with cavitation collapse intensity. Their approach provided a compu-
tationally efficient alternative to high-fidelity simulations but required 
further validation in complex cavitating flows. Arabnejad et al. (2022) 
later investigated erosion risks in a different geometry, applying LES and 
an erosion model based on energy cascading (Arabnejad et al., 2021).

Despite significant advancements in cavitation and erosion model-
ing, several key challenges persist. The aforementioned studies have 
demonstrated good agreement between numerical erosion risk predic-
tions and experimental observations. However, the robustness of these 
models across varying operating conditions remains a concern. Many 
high-fidelity models provide accurate erosion predictions but are often 
computationally expensive and complex to integrate into industrial de-
sign workflows. This poses a major challenge for industrial applications, 
where computational efficiency is critical for practical implementation. 
The trade-off between computational cost and model accuracy continues 
to be a challenge, as high-fidelity methods such as LES and Eulerian-
Lagrangian approaches offer superior resolution but require extensive 
computational resources. For industrial frameworks, it is essential to 
develop numerical models that not only provide reliable erosion predic-
tions but also remain computationally feasible for routine engineering 
design and optimization. Additionally, while cavitation erosion in ma-
rine propellers has been extensively studied, the water-jet pumps have 
received less attention in this regard.

This study aims to develop and validate a computationally efficient 
cavitation erosion assessment methodology using RANS for water-jet 
propulsion systems. Building upon previous LES-based studies by Arab-
nejad et al. (2022), this research investigates the same water-jet pump 
geometry under different operating conditions with RANS. The proposed 
overall methodology seeks to balance predictive accuracy and computa-
tional feasibility. The cavitation erosion assessment tool is based on the 
squared material derivative of pressure, (𝐷𝑃∕𝐷𝑡)2, which has been pre-
viously validated in fuel injector applications (Özgünoğlu et al., 2025). 
By comparing RANS and previous LES predictions (Arabnejad et al., 
2022) and validating them against experimental paint erosion data, this 
study aims to provide a practical and reliable tool for early-stage erosion 
risk assessment in water-jet pump design.

2.  Operating conditions and experiments

The experiments were conducted in 2010 at the Kongsberg Hydro-
dynamic Research Centre (KHRC) in Kristinehamn, Sweden, using their 
free-surface cavitation tunnel. A soft paint erosion test was used to as-
sess cavitation-induced damage on a mixed-flow pump. The tested im-
peller was a scaled-down prototype of a commercial water-jet pump, 
with a model inlet diameter of 200mm. The impeller was coated with 
black stencil ink and thinner. Each test lasted one hour under controlled 
conditions. The removal of paint served as a qualitative indicator of cav-
itation erosion, identifying regions where cavitation collapse was most 
aggressive (Alves Pereira et al., 2024).

Table 1 provides an overview of the operating conditions for each 
case. The tunnel water velocity (𝑣𝑡) was recorded at a standard position 
1400mm upstream of the inlet lip using tunnel stationary equipment. 
The tunnel pressure (𝑝𝑡) was measured in the air volume. The rotation 
rate was 20 rps for all cases.

The cavitation number (𝜎) is calculated using the tunnel pressure 
and tunnel water velocity, as expressed by the following equation:

𝜎 =
𝑝𝑡 − 𝑝𝑣
1
2𝜌𝑣

2
𝑡

(1)

where, 𝑝𝑣 is the vapor pressure of water (2065 [Pa]), and 𝜌 is the water 
density (998.2 [kg/m3]).

Table 1 
Summary of the operating conditions.
 Studied case Tunnel velocity 

𝑣𝑡 [m/s]
Tunnel pressure 
𝑝𝑡 [Pa]

Flow rate 𝑄𝑒
[m3/s]

Cavitation 
number, 𝜎

 Case#1 4.85 18,600 0.14400 1.410
 Case#2 7.2 11,800 0.15168 0.376
 Case#3 8.7 17,000 0.15648 0.395

Ocean Engineering 340 (2025) 122316 

2 
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Fig. 1. Erosion patterns for the selected cases. Top row: full impeller view; Bottom row: single blade close-up.

The cases were selected to investigate the distinct erosion patterns 
unique to each operating condition. This selection provides a robust way 
to evaluate the predictive capability of the numerical methodology by 
ensuring direct comparability between numerical predictions and exper-
imentally observed erosion patterns. Fig. 1 presents the erosion patterns 
observed at the end of the experiment for the selected cases. The top 
row displays the entire impeller, while the bottom row focuses on a sin-
gle blade, highlighting the extent and distribution of cavitation-induced 
erosion.

The observations about experiments are summarized as follows:

• In Case#1, erosion was minimal, with only slight paint removal in 
the marked region.

• In Case#2, erosion was concentrated at the blade root. Weak pitting 
also developed in the mid-section of the blades.

• Case#3 had the most severe cavitation erosion. Extensive sheet ero-
sion caused significant paint removal in the sheet region, while root 
erosion was similar to that in Case#2.

• There are signs of damage at the blade tips (marked in yellow), where 
painting is challenging. Hence, it is difficult to determine whether 
these marks result from cavitation erosion.

• Singular marks colored in blue are also present, which are not at-
tributed to cavitation erosion but rather imperfections in the test 
procedure.

3.  Methodology

3.1.  Numerical setup

Numerical simulations are conducted using Simcenter STAR-CCM+ 
to solve the Reynolds-Averaged Navier-Stokes (RANS) equations for in-
compressible and cavitating turbulent flow. Since the governing equa-
tions for these models are extensively documented in the literature 

(Siemens Digital Industries Software, 2024), they are not explicitly pro-
vided here. This study uses the Shear Stress Transport (SST) 𝑘-𝜔 tur-
bulence model (Menter, 1993), the Volume of Fluid (VOF) method 
(Siemens Digital Industries Software, 2024) for multiphase modelling, 
and the Schnerr-Sauer model (Schnerr and Sauer, 2001) for cavitation 
prediction.

The VOF method is employed to solve for the volume fraction of 
three phases: liquid water, vapor, and non-condensable air. Air is in-
cluded in the simulation to replicate experimental conditions, as dis-
cussed in later sections. In this study, the volume fraction equation is dis-
cretized using a first-order High-Resolution Interface Capturing (HRIC) 
scheme. While this scheme can introduce some numerical diffusivity in 
the downstream air-water interface, this region is not the primary fo-
cus of the analysis. The densities of liquid water (𝜌𝑙), vapor (𝜌𝑣), and 
air (𝜌𝑎) are 998.2, 0.59, and 1.18 [kg/m3], respectively. Their dynamic 
viscosity values are 1.1386 × 10−3, 1.26 × 10−5, and 1.85 × 10−5 [Pa⋅s], re-
spectively.

The Schnerr-Sauer cavitation model describes liquid-vapor phase 
transitions, modeling mass transfer by considering numerous small bub-
bles undergoing pressure-dependent phase changes (Schnerr and Sauer, 
2001). The mass transfer rate between the liquid and vapor phases is 
defined as:

𝑚̇ =

⎧

⎪

⎨

⎪

⎩

𝐶𝑣𝜌𝑙
3𝛼𝑣(1−𝛼𝑣)

𝑅𝑏

√

2
3
|𝑝−𝑝𝑣|
𝜌𝑙

, 𝑝 < 𝑝𝑣 (vaporization)

𝐶𝑐𝜌𝑙
3𝛼𝑣(1−𝛼𝑣)

𝑅𝑏

√

2
3
|𝑝−𝑝𝑣|
𝜌𝑙

, 𝑝 > 𝑝𝑣 (condensation)
(2)

where 𝑚̇ is the mass transfer rate in [kg/s], and the vaporization and 
condensation coefficients, 𝐶𝑣 and 𝐶𝑐 , are both set to 1.0. The vapor vol-
ume fraction is represented by 𝛼𝑣, and the bubble radius, 𝑅𝑏, is assumed 
to be 1.0 × 10−6 m. The local pressure is denoted as 𝑝, and the saturation 
pressure is set to 𝑝𝑣 = 2065 Pa. To improve stability and computational 
efficiency, the model neglects surface tension and slip velocity between 
the phases.
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In RANS modelling of cavitating flows, turbulent viscosity is often 
overestimated near cavity closure. This leads to poor predictions of
critical flow phenomena such as re-entrant jet formation and cavity 
shedding (R. Fortes-Patella and Reboud, 2002; Bensow, 2011). To ad-
dress this issue, Reboud’s correction (Reboud et al., 1998) is applied. 
This approach reduces eddy viscosity in regions with high vapor con-
tent. The ad hoc correction scales the turbulent viscosity, 𝜇𝑡, using a 
density-based scaling factor 𝑓 (𝜌):

𝜇∗
𝑡 = 𝑓 (𝜌) ⋅ 𝜇𝑡 (3)

Here, 𝜇∗
𝑡  is the corrected turbulent viscosity, and 𝑓 (𝜌) is the scaling func-

tion defined as,

𝑓 (𝜌) = 1
𝜌

[

𝜌𝑣 +
(𝜌 − 𝜌𝑣)𝑛

(𝜌𝑙 − 𝜌𝑣)𝑛−1
(𝜌𝑙 − 𝜌𝑣)

]

(4)

The mixture density 𝜌 represents the local density in the computational 
cell, while the exponent 𝑛 is an empirical coefficient and is set to 10.

The simulations use an implicit unsteady framework with a second-
order temporal discretization to capture transient cavitation dynamics 
accurately (Siemens Digital Industries Software, 2024). The governing 
equations are discretized using the finite volume method, and the solu-
tion is advanced in time using a pressure-based segregated solver. The 
Semi-Implicit Method for Pressure-Linked Equations-Consistent (SIM-
PLEC) algorithm is employed for pressure-velocity coupling.

For spatial discretization, the momentum equations are solved using 
a second-order upwind scheme, ensuring accurate convection term res-
olution. The volume fraction equation is discretized using a first-order 
scheme as recommended by Schnerr and Sauer (2001). The turbulence 
model transport equations for the SST 𝑘-𝜔 model are solved using a 
second-order scheme for convection terms.

The time step is set to 3.47 × 10−5 s, which corresponds to a rotational 
resolution of 0.25◦ per time step, resulting in 1440 time steps per full 
revolution of the rotor. This motion is modeled using a sliding mesh 
approach to provide a rotation rate of 20 rps.

Erosion assessments and statistical analyses begin after the initial 
transients have settled and continue for a duration of 10 revolutions.

3.2.  Cavitation erosion assessment

This study uses a cavitation erosion risk assessment tool developed 
in earlier work (Özgünoğlu et al., 2025), originally validated for cavita-
tion erosion in high-pressure fuel injectors. The model evaluates erosion 
risk by using the squared material derivative of pressure, (𝐷𝑃∕𝐷𝑡)2, as 
a key indicator. This metric captures rapid and localized pressure tran-
sients arising during bubble collapse (Brennen, 2013) – whether caused 
by shock-like implosions or micro-jets impacting surfaces. While incom-
pressible formulations do not resolve true shock waves, they capture 
strong pressure pulses that contribute to erosion. Squaring (𝐷𝑃∕𝐷𝑡) en-
hances sensitivity to high-pressure fluctuations, making it effective for 
identifying erosion-prone regions.

The method identifies erosion regions by applying three conditions 
to all computational cells (Fig. 2). First, vapor volume fraction must 
drop to zero over three consecutive time steps (𝛼𝑡𝑛−2 > 0, 𝛼𝑡𝑛−1 = 0, 𝛼𝑡𝑛 =
0), ensuring detection of local collapses rather than convected vapor. 
Second, (𝐷𝑃∕𝐷𝑡)2 must show increasing intensity over time. Third, a 
negative mass transfer rate (𝑅 < 0) confirms vapor condensation. This 
approach refines the work of Mihatsch et al. (2013) and Mouvanal et al. 
(2018) by incorporating (𝐷𝑃∕𝐷𝑡)2 for better erosion prediction.

Once all conditions are met, the algorithm records the peak 
(𝐷𝑃∕𝐷𝑡)2 value for each cell throughout the simulation, storing the 
highest recorded value. In STAR-CCM+, the model is implemented us-
ing field functions which allow seamless integration. For further details 
and validation of the methodology, readers are referred to the previous 
work (Özgünoğlu et al., 2025).

Fig. 2. Cavitation erosion algorithm.

Table 2 
Boundary conditions.
 Studied case  Inlet Velocity (m/s)  Outlet Pressure (Pa)
 Case#1  3.725  18,600
 Case#2  5.529  11,800
 Case#3  6.681  17,000

3.3.  Geometry and boundary conditions

Fig. 3 illustrates the main topology of the computational domain. 
The flow enters through a rectangular inlet channel and splits into two 
primary streams. One stream flows into the rotor region through a flush-
type intake duct, while the remaining flow continues toward the tunnel 
outlet.

The inlet is defined as a velocity inlet, while the pump and tunnel 
outlets are set as pressure outlets. To ensure consistency with the ex-
perimental setup, the inlet velocity values in the simulations match the 
tunnel velocities measured approximately 1400mm upstream of the in-
let lip. Table 2 presents the velocity and pressure values used in the 
simulations, corresponding to the experimental operating conditions in 
Table 1.

Despite relatively shallow depth of the tunnel outlet’s, hydrostatic 
effects are incorporated by implementing a hydrostatic boundary con-
dition at the outlet. The reference location for hydrostatic pressure is 
defined at the rotor axis. This boundary condition had a noticeable im-
pact on the results, as using the hydrostatic pressure profile instead of a 
constant tunnel pressure value led to a decrease in total vapor volume 
within the rotor region.

The back pressure on the pump outlet influences the cavitation dy-
namics and cavitation erosion behavior by affecting the pressure dis-
tribution and vapor collapse characteristics. In this study, the air is in-
cluded primarily to provide realistic tunnel pressure (which was mea-
sured with air volume) conditions in the experiment. A no-slip bound-
ary condition is applied to the pump casing, hub, stator, duct, and up-
per tunnel walls. The tunnel’s side and bottom surfaces are set as slip 
boundaries. Rotating and stationary regions interact through predefined 
interfaces.
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Fig. 3. Geometry and boundary conditions.

Fig. 4. Representation of the root and sheet region on selected blade.

Besides the aforementioned cavitation erosion assessment using the 
maximum (𝐷𝑃∕𝐷𝑡)2 values on the surfaces, the pitting behavior on the 
rotor blades is additionally investigated. In this analysis, one blade is 
selected and divided into two distinct regions: the sheet region and 
the root region, as transparently illustrated in Fig. 4. The sheet region,
highlighted in green, represents the larger portion of the blade, while 
the root region, shown in red, corresponds to the section near the hub. 
The force acting on these surfaces was integrated separately for each 
case to assess the localized effects of flow and cavitation dynamics.

To facilitate a meaningful comparison between different regions, the 
total force acting on each region was normalized by the corresponding 
surface area. This normalization ensures that the force values are inde-
pendent of the size of each region, allowing for a “pressure-like” inter-
pretation. The normalized force per unit area, denoted as 𝐹 , is computed 
as:

𝐹 =
𝐹region
𝐴region

(5)

where 𝐹region represents the integrated force acting on either the “sheet” 
or “root” region, and 𝐴region denotes the corresponding surface area.

3.4.  Computational domain

To assess the effect of grid resolution on numerical simulations, three 
computational grids were generated and tested with Case#3 condition. 
These grids, labeled as Baseline, Coarse, and Refined, differ in spatial 
resolution and total cell count. Table 3 summarizes the number of cells 
in different regions of the computational domain.

In the coarse grid, the base size was set to 1∕50 of the rotor diameter 
(0.27m), resulting in a 5.4mm. The baseline grid further halved the 
base cell size, achieving a 2.7mm grid resolution. The Refined grid was 

Table 3 
Number of cells for different regions of the computa-
tional domain for different grid configurations.
 Region  Coarse  Baseline  Refined
 Inlet channel 4.0 × 106 15.7 × 106 15.7 × 106

 Outlet channel 1.3 × 106 4.1 × 106 4.1 × 106

 Rotating region 2.7 × 106 7.0 × 106 19.4 × 106

 Total Cells 8.0 × 106 26.8 × 106 39.2 × 106

Fig. 5. Surface mesh representation of the impeller.

obtained by further refining only the rotating region while keeping the 
inlet and outlet channels identical to the Baseline configuration.

Fig. 5 presents impeller surface mesh of the Baseline grid. The inlet 
channel primarily utilizes hexahedral cells, generated using a trimmed 
cell mesher. Meanwhile, the rotating impeller region and outlet channel 
are meshed using polyhedral cells, allowing for better adaptability to 
complex geometries and improved numerical stability.

Table 4 presents the total vapor volume and vapor flow rate for dif-
ferent grid resolutions. Despite varying grid refinement levels, the total 
vapor volume and volume flow rates remain nearly identical, indicating 
consistent numerical predictions across different mesh configurations. 
The flow rate predictions obtained from the numerical simulations are 
also compared with the experimental flow rate of 0.15648m3/s. The 
results showed that each grid shows around 1–2% deviation from the 
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Fig. 6. Comparison of maximum (𝐷𝑃∕𝐷𝑡)2 values for cavitation erosion prediction using different grid resolutions. The experimental images are overlaid transpar-
ently for direct visual correlation.

Table 4 
Comparison of total vapor volume and volume 
flow rate for each grid configurations.
 Grid Total vapor 

volume (mm3)
Volume flow 
rate (m3/s)

 Coarse 4456 0.1546
 Baseline 4375 0.1547
 Refined 4252 0.1545

experimental flow rate. Despite the finer grid resolution, the improve-
ment in flow rate prediction remained limited, indicating that all grids 
capture the systematic flow properties with sufficient accuracy.

To further evaluate the effect of grid resolution on cavitation erosion 
predictions, a comparative analysis was conducted across all grid con-
figurations. Fig. 6 presents the maximum values of the (𝐷𝑃∕𝐷𝑡)2 for the 
coarse, baseline, and refined grids. The refined grid captures wider ero-
sion patterns over the sheet region. In contrast, the coarse grid failed to 
capture the root erosion observed in the experiment (see Fig. 1, Case#3). 
Thus, the refined grid aligns more closely with the experimental obser-
vations.

While further grid refinement is theoretically possible, as demon-
strated in LES studies by Arabnejad et al. (2022, 2020), achieving LES-
level accuracy requires significantly higher resolutions. These studies 
emphasize the need for higher grid resolutions to resolve the turbulent 
structures accurately. In particular, they highlight that at least 40 cells 
inside the tip gap are necessary to successfully capture the Tip Leakage 
Vortex (TLV) phenomena. However, this study aims to provide a reli-
able erosion assessment tool while ensuring computational efficiency. 
The use of RANS-based modeling makes it a viable approach for indus-
trial applications. It is clear from the Fig. 6 that although the refined grid 
captures more detailed erosion zones, the baseline grid provides suffi-
cient accuracy with an acceptable resolution. Therefore, considering the 
overall computational cost of all simulations, all subsequent simulations 
will be conducted using the baseline grid.

4.  Results and discussion

Fig. 7 presents the total vapor volume percentage over one full 
revolution for all cases. The percentage is calculated by normalizing 
the total vapor volume within the rotor zone with respect to the total

Fig. 7. Total vapor volume percentage over one full revolution for all cases.

volume of the rotor zone. The plot shows that Case#1 exhibits the high-
est vapor content, followed by Case#2, while Case#3 has the lowest 
vapor volume. These trends suggest that cavitation behavior is strongly 
affected by inlet velocity and pressure conditions. The periodic peaks 
in vapor volume suggest a possible correlation with each blade passing 
through a critical region. This behavior is more pronounced in Case#2 
and Case#3, where the inlet velocity is higher. It will be shown that 
the six periodic peaks per revolution indicate that each blade is passing 
through the region in the upper part of the rotor, where the shaft wake 
disrupts the local flow and influences cavitation formation.

Fig. 8 presents the axial velocity field (left) and pressure (right) on 
the cut-plane between the duct-rotor interface and the rotor blades. 
Both fields reveal flow asymmetry, which becomes more pronounced as 
the inlet velocity increases. The asymmetry is more distinct in Case#2 
and Case#3 compared to Case#1, where the inlet velocity is lower. 
Higher inlet velocities in these cases increase the wake effects and al-
ter the flow field, leading to variations in the incoming velocity distri-
bution. This affects how each rotor blade interacts with the flow and 
ultimately influences the angle of attack as the blades rotate through 
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Fig. 8. Axial velocity (left) and pressure (right) on the cut-plane between the duct - rotor interface and the rotor blades.
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Fig. 9. Instantaneous pressure distribution and vapor isosurfaces (𝛼 = 0.5) – I.

Fig. 10. Instantaneous pressure distribution and vapor isosurfaces (𝛼 = 0.5) – II.

different positions (Arabnejad et al., 2022). The most significant impact 
occurs at 270◦, where the wake of the shaft is most dominant. An at-
tempt was made to visualize vortex structures, similar to the approach of
Arabnejad et al. (2022). However, due to inability of RANS to resolve 
unsteady vortical structures, these features could not be captured in
detail.

On the right side, the absolute pressure distribution confirms that the 
lower half of the rotor (0◦ − 180◦) consistently acts as a pressure recov-
ery region. In Case#3, the entire rotor region shows elevated pressures 
compared to Case#1 and Case#2, reflecting stronger pressure recovery 
and wake interaction effects. Although the upper region (180◦ − 360◦) 
still exhibits relatively lower-pressure zones that support cavitation
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Fig. 11. Instantaneous pressure distribution and vapor isosurfaces (𝛼 = 0.5) – III.

development, the contrast between high and low pressure is less dis-
tinct in Case#3 due to the globally elevated pressure field.

Figs. 9–11 show the instantaneous pressure distribution and vapor 
isosurfaces at different blade positions (0◦, 20◦, 40◦, 60◦, 80◦, and 
90◦). Each row represents a time snapshot over a quarter revolution. 
The marked regions highlight key dynamics: Green circles indicate va-
por structures, while red circles identify collapse instances, capturing 
the moment of vapor implosion. The black arrows illustrate the se-
quential relationship between vapor formation and its subsequent col-
lapse. The supplementary materials provide the full revolution as an
animation.

Fig. 12. Temporal evolution of the normalized root force (𝐹 ) over one full rev-
olution for all cases. The dashed lines correspond to the time instants selected 
in Figs. 9–11.

The effect of different operating conditions is evident across the 
cases. The size of the vapor structures varies and is consistent with Fig. 7. 
For all cases, starting from 270◦, a sheet cavity forms along the leading 
edge of the blades. As the blade continues its rotation, the sheet cav-
ity grows, reaching its maximum size around 0◦. Beyond this point, the 
sheet cavity shrinks as the local pressure increases, following the pres-
sure recovery trend observed in Fig. 8. At 90◦, the sheet cavity is almost 
entirely dissipated, except for a remaining root cavity, which eventu-
ally collapses as the blade moves forward. This cyclic behavior of cavity 
growth and collapse establishes a clear correlation between blade posi-
tion and cavitation intensity.

Fig. 13. Temporal evolution of the normalized sheet force (𝐹 ) over one full 
revolution for all cases. The dashed lines correspond to the time instants selected 
in Figs. 9–11.
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Fig. 14. Comparison of the numerical erosion predictions with experimental erosion patterns (in Fig. 1) for all cases. The experimental images are overlaid trans-
parently for direct visual correlation.

While these findings align with previous research on this geome-
try under different operating conditions, notable differences arise when 
compared with the LES-based study by Arabnejad et al. (2022). LES 
captures more intermittent and isolated cavitation shedding behaviors, 
whereas RANS limits shedding to a more averaged, mean behavior,
despite the reduction of turbulent viscosity. The vapor structures ob-
served in Figs. 9–11 exhibit limited variation over time compared to LES 
predictions, indicating that cavitation shedding in RANS simulations fol-
lows a more periodic and deterministic pattern. Previous LES studies 
suggest that cavitation clouds detach more frequently, contributing to 
stronger pressure pulses and a more dynamic collapse process  (Arabne-
jad et al., 2022; Yang et al., 2025). In contrast, the current RANS-based 
approach primarily predicts large-scale, quasi-steady cavities that do not 
fully capture the finer-scale interactions governing cavitation dynamics. 
This highlights a key limitation of RANS in resolving the transient evolu-
tion of vapor structures, which directly influences the spatial resolution 
of the erosion assessment.

Figs. 12 and 13 show the time evolution of the normalized forces on 
the root and sheet regions. The dashed lines correspond to the selected 
time instants in Figs. 9–11, where the tracked blade is marked with a 
large black point. These plots provide insight into two important as-
pects: the local minima, which reveal how the fluid pressure acts on the 
tracked blade as it moves, and the local maxima, which indicate sudden 
force spikes associated with cavitation collapse events. The local min-
ima in the force plots indicate the gradual variation in pressure along 
the blade path. As the blade moves from 0◦ to 90◦, there is a notice-
able increase in normalized force (both root and sheet), aligning with 
the previously discussed pressure recovery in this region. However, be-
yond 90◦, as the blade continues toward 270◦, the pressure decreases, 
suggesting that the cavitation generation is more pronounced. The local 
maxima, represented by sharp spikes in the force plots, provide critical 
information about cavitation collapse events. These peaks are particu-
larly pronounced in Case#2 and Case#3, where high-pressure fluctua-
tions suggest intense vapor collapse. The largest force spikes occur in the 
first quarter of the revolution (0◦ − 90◦). The occurrence of these force 
peaks aligns well with the collapse instances marked in Figs. 9–11.

Finally, Fig. 14 compares the numerically predicted erosion risk 
zones with experimental paint test results. Case#3 exhibits the most se-
vere erosion, particularly near the root and sheet regions, which aligns 
with strong cavitation collapse events. Case#2 shows notable erosion, 

mainly near the impeller tip, whereas Case#1 shows minimal erosion, 
consistent with its stable normalized force trends.

In numerical predictions, the effects of operating conditions are re-
flected, and distinct numerical erosion patterns are observed for each 
case. This confirms that the proposed methodology performs well in cap-
turing the influence of flow parameters on cavitation erosion risk. How-
ever, the overall size of the predicted erosion zones is under-predicted, 
especially for Case#2 and Case#3. While experimental results indicate 
larger erosion regions, numerical predictions confine damage zones to 
more localized areas. This discrepancy is directly related to the cav-
itation shedding behavior discussed earlier in Figs. 9–11.Arabnejad 
et al. (2022) demonstrated that cavitation clouds shed more intermit-
tently and dynamically, leading to stronger pressure pulses and more 
widespread erosion regions. However, in RANS-based simulations, even 
with reductions in turbulent viscosity, shedding behavior is restricted to 
a mean representation, limiting the extent of cavitation-induced erosion.

5.  Conclusion

This study presents a numerical cavitation erosion assessment for a 
water-jet pump using a Reynolds-Averaged Navier-Stokes (RANS) ap-
proach, the Schnerr-Sauer cavitation model, and an erosion risk assess-
ment tool validated in prior research (Özgünoğlu et al., 2025). The nu-
merical results were compared against experimental soft paint erosion 
tests conducted in a free-surface cavitation tunnel to evaluate predictive 
performance.

The findings confirm that the numerical approach effectively cap-
tures the influence of operating conditions on cavitation behavior. Vari-
ations in inlet velocity and pressure conditions strongly affect cavita-
tion structures, with Case#1 exhibiting the highest vapor content and 
Case#3 the lowest. The vapor volume distribution aligns with blade pas-
sage through critical flow regions, particularly where the shaft wake dis-
rupts local flow and promotes cavitation formation. The axial velocity 
and pressure fields further reveal increasing asymmetry at higher inlet 
velocities, altering blade interactions and affecting cavitation intensity.

The erosion risk metric based on (𝐷𝑃∕𝐷𝑡)2 successfully identifies 
characteristic cavitation erosion zones, particularly in the sheet and root 
regions. However, while the numerical model correctly predicts the lo-
cations of high-risk areas, it consistently underestimates the overall ex-
tent and size of erosion zones, particularly in Case#2 and Case#3. This 
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discrepancy is attributed to the deterministic nature of cavitation shed-
ding in RANS-based simulations, which fail to reproduce the intermit-
tent shedding observed experimentally. The lack of re-entrant jet inter-
actions and the inability to resolve small-scale cavity collapses further 
contribute to the under-prediction of erosion extent.

A detailed normalized force analysis highlights the presence of sharp 
force peaks, particularly in Case#2 and Case#3, where strong pressure 
fluctuations due to cavity collapses drive erosion formation. The largest 
force spikes occur between 0◦ and 90◦ rotation, aligning with vapor 
collapse instances. While this aligns with expected erosion-prone zones, 
the magnitude of predicted forces suggests a more localized impact com-
pared to the broader erosion regions observed experimentally.

The primary limitation of the present approach lies in the use 
of RANS-based turbulence modeling. While RANS efficiently captures 
mean flow characteristics and global cavitation trends, it struggles to 
resolve transient cavitation structures and secondary flow effects, which 
play a crucial role in cavitation erosion mechanisms. Compared to the 
previous LES study (Arabnejad et al., 2022), RANS models fail to ac-
count for the dynamic evolution of cavitation clouds, leading to a more 
periodic and deterministic representation of cavitation shedding. The 
inability to capture high-frequency pressure pulses limits the accuracy 
of erosion predictions, particularly in cases with strong unsteady flow 
interactions.

Despite these limitations, the proposed RANS-based framework pro-
vides a computationally efficient early-stage assessment tool for evalu-
ating cavitation erosion risks in industrial applications. While it cannot 
fully resolve unsteady cavitation dynamics, it enables rapid identifica-
tion of erosion-prone regions, allowing engineers to perform preliminary 
design assessments before resorting to high-fidelity simulations.

Despite some discrepancies in erosion extent and location, the RANS-
based framework effectively captures the influence of operating condi-
tions on cavitation behavior. This demonstrates its capability as a prac-
tical tool for early-stage assessments, potentially extending its applica-
bility to geometry optimization and pump design.

Future research should focus on refining turbulence modeling strate-
gies, incorporating hybrid RANS-LES approaches, and integrating more 
advanced erosion models to improve predictive accuracy. Additionally, 
extending the methodology to a wider range of pump configurations 
and operating regimes would enhance its applicability in real-world
engineering problems.
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