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ABSTRACT Integrated sensing and communication (ISAC) enables radio systems to simultaneously sense
and communicate with their environment. This paper, developed within the Hexa-X-II project funded by the
European Union, presents a comprehensive cross-layer vision for ISAC in 6G networks, integrating insights
from physical-layer design, hardware architectures, AI-driven intelligence, and protocol-level innovations.
We begin by revisiting the foundational principles of ISAC, highlighting synergies and trade-offs between
sensing and communication across different integration levels. Enabling technologies (such as multiband
operation, massive and distributed MIMO, non-terrestrial networks, reconfigurable intelligent surfaces,
and machine learning) are analyzed in conjunction with hardware considerations including waveform
design, synchronization, and full-duplex operation. To bridge implementation and system-level evaluation,
we introduce a quantitative cross-layer framework linking design parameters to key performance and
value indicators. By synthesizing perspectives from both academia and industry, this paper outlines how
deeply integrated ISAC can transform 6G into a programmable and context-aware platform supporting
applications from reliable wireless access to autonomous mobility and digital twinning.

INDEX TERMS 6G, cross-layer, integrated sensing and communication, joint sensing and communication.

I. INTRODUCTION

THE EVOLUTION toward 6G wireless technology is
expected to redefine the landscape of connectivity

by merging communication and sensing into an integrated
framework known as integrated sensing and communi-
cation (ISAC). This paradigm envisions a future where
communication networks are not only conduits for data
transfer, but also provide real-time environmental awareness
and situational intelligence (a recent deliverable can be

found here [1]). Through the integration of sensing capa-
bilities within communication infrastructures, ISAC holds
the promise of substantial advances in functionality and
adaptability, empowering a wide array of applications across
sectors such as autonomous systems, industrial automation,
transportation, and smart infrastructure.
ISAC in the context of 6G has been extensively treated

in the scientific literature [2], [3], covering various aspects,
such as signal design in time, frequency, and space, as
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well as signal processing for channel parameter estimation,
detection, localization, and tracking. ISAC has also been
studied in terms of various candidate 6G enablers, includ-
ing various frequency bands [4], non-terrestrial network
(NTN) [5], multiple input multiple output (MIMO) [6],
distributed multiple input multiple output (D-MIMO) [7],
artificial intelligence (AI) [8], and reconfigurable intelligent
surfaces (RISs) [9].
In recent years, ISAC has attracted significant research

interest. For example, at the physical layer, active RISs have
been employed to enhance the physical-layer security in
ISAC systems, dynamically controlling the propagation envi-
ronment to improve performance [10]. At the access/protocol
layer, non-orthogonal multiple access (NOMA) schemes
have been leveraged to enhance spectral efficiency and
support joint sensing and communication operations [11],
while rate-splitting multiple access (RSMA) techniques
enable efficient multi-user communication and sensing
integration [12]. Next-generation multiple access (NGMA)
methods have been proposed to support a massive number
of communication users and sensing targets, offering robust
access solutions for ISAC systems [13]. Going higher at
the network layer, cooperative multi-cell ISAC systems have
been explored for their ability to manage complex multi-
user and multi-target scenarios, optimizing communication
and sensing trade-offs [14]. Resource allocation and target
assignment strategies in multi-base station (BS) cooperative
ISAC systems have improved performance in tasks such
as unmanned aerial vehicle (UAV) detection [15].
These above-mentioned examples demonstrate the diverse

methodologies and innovative approaches used to optimize
ISAC systems across different layers. However, an overall
assessment from a practical viewpoint, considering not
just one layer, but also hardware requirements, functions,
interfaces, and protocols, as well as security and privacy
has been left unaddressed. A holistic understanding of
these different facets is crucial to design, analyze, and
compare ISAC solutions in a fair way considering not only
the physical layer, but also lower and higher layers. The
understanding we describe in this paper aims to show how
physical layer properties influence those lower and higher
layers.
This paper aims to make progress towards filling this

gap and provides a cross-layer vision for ISAC in 6G,
by the Hexa-X-II project (see https://hexa-x-ii.eu/). Hexa-
X-II is a European 6G flagship project, which developed
the 6G vision and fundamental concepts, including key
technology enablers. Hexa-X-II collects inputs and con-
tributions from its partners, which include academia and
research and technology organizations (RTOs), small and
medium-sized enterprises (SMEs), and large industry, span-
ning the 6G ecosystem, including chipsets and hardware,
systems and technology, platforms, applications and soft-
ware, and service providers. This paper thus presents the
broad vision across both layers and across academia and
industry.

METHODOLOGY
This paper considers candidate physical layer enablers
for ISAC (e.g., frequency bands, NTN, massive MIMO,
D-MIMO, AI, and RIS), addressing essential factors
like propagation characteristics, synchronization challenges,
and hardware constraints, as well as ISAC hardware
requirements, including full-duplex communication, phase
coherence, and array structures, which are crucial for
the effective deployment of ISAC systems, and higher
layers of ISAC, encompassing protocols, sensing functions,
privacy, and security, are explored to address the broader
integration challenges and ensure a seamless user experience.
Additionally, a cross-layer evaluation offers insights into
the interdependencies between system design parameters,
key performance indicators (KPIs), and key value indicators
(KVIs) [16] critical to optimizing ISAC operations. This
paper builds on the earlier works [17], [18], by providing
more detail and depth.
It is important to notify the reader that this paper is neither

a survey nor a tutorial and that more comprehensive reviews
are available in the technical literature (e.g., [19], [20], [21],
[22], [23], [24], [25]). Moreover, while this paper cuts across
different enablers and layers, there are gaps (e.g., we do
not cover NTN hardware or higher-layer protocols). These
gaps are due to the interests and priorities of the partners
within the Hexa-X-II project. Finally, note that the literature
review is spread throughout this paper, rather than restricted
to the introduction, due to the large number of topics that
are covered.

CONTRIBUTIONS
The specific contributions of this work are the following:

• Cross-layer perspective on ISAC: This paper provides a
comprehensive cross-layer vision for ISAC in 6G, com-
bining physical-layer enablers, hardware considerations,
protocol-level aspects, and application-layer functions.
Unlike previous surveys that focus primarily on iso-
lated layers or components, this work outlines how
design trade-offs and synergies propagate across the
full system stack, from waveform and synchronization
design to sensing application programming interfaces
(APIs) and service exposure. Moreover, aspects such as
power amplified nonlinearity, phase noise and anchor
calibration are treated in some depth, unlike the previous
ISAC literature.

• Integration of industrial and academic insights:
Drawing from the diverse partners in the Hexa-X-II
project, the paper synthesizes perspectives from
academia, SMEs, and major industry stakeholders to
define realistic implementation challenges and enablers
for ISAC. This dual-perspective approach bridges theory
and practice, highlighting both cutting-edge research
ideas and industrial feasibility, which is rarely combined
in the existing literature.

• Quantitative cross-layer evaluation: A third contribu-
tion is the introduction of a cross-layer evaluation
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FIGURE 1. Overview of this paper, starting from the ISAC foundations (motivation
and use cases) over the ISAC physical layer (relation to the various 6G enablers and
sensing configurations), ISAC hardware requirements, higher layer aspects of ISAC,
and cross-layer study of ISAC. This holistic analysis shows how radio-level trade-offs
enable higher-layer synergies.

framework that links low-level design parameters to
both KPIs and high-level KVIs. This framework enables
a holistic understanding of ISAC trade-offs, particularly
in resource allocation, sensing accuracy and resolu-
tion, latency, and efficiency, supporting system-level
decision-making. The framework is applied to generate
results from simulation and proof-of-concept (PoC)
setups for various environments (indoor, urban, and
rural), and using different frequency ranges (FR2 and
FR3).

STRUCTURE OF THE PAPER
The remainder of this paper is structured as follows (see
also Fig. 1): Section II provides the definition of ISAC,
considering different levels of integration, its motivation in
6G, and the fundamental trade-offs and synergies. Section III
goes into the physical layer of ISAC, relating it to the main
6G enablers and considering the various sensing configura-
tions from a practical perspective. Section IV considers the
hardware aspects of ISAC, going deeper into the challenges
and opportunities. The higher layer aspects of ISAC are
considered in Section V, including functions, protocols,
exposure, as well as security and privacy. Section VI
provides a cross-layer study of ISAC, yielding quantitative
insights into how the different use cases may be supported.
Finally, Section VII provides our conclusions, which we
hope provides inputs to the ongoing standardization activities
in various standardization organizations, such as European
telecommunications standards institute (ETSI) and 3GPP.

II. ISAC FOUNDATIONS
In this section, we review the foundations of ISAC, covering
the different ways sensing and communication can be
integrated, some envisioned applications for ISAC, and the
trade-offs between communication and sensing. We also
discuss how ISAC performance can be measured, different
channel models, and how ISAC can work in an end-to-end
6G systems.

FIGURE 2. User positioning, sensing, and object localization.

A. WHAT IS ISAC?
ISAC represents an advanced new paradigm in wireless
systems, integrating communication and sensing functional-
ities [26]. This integration allows for the re-use of hardware
components and conservation of resources, and provides
cross-functional benefits, transcending the constraints of
traditional systems that treat these functions separately [27].
The core of ISAC lies in its ability to combine multiple
operational roles into a single framework. The ‘commu-
nication function’ in ISAC is primarily responsible for
ensuring reliable wireless signal transmissions. It leverages
techniques such as coding, modulation, and multi-antenna
systems to enable efficient information exchange, even
under challenging environments such as deep fading and
interference-rich environments. The communication function
works closely with the sensing function by sharing spectrum
and hardware resources to achieve a seamless integration. In
this context, ‘sensing functionalities’ include three primary
aspects (See Fig. 2): sensing, positioning, and localiza-
tion [1]. Sensing involves the transmission, reception, and
processing of radio signals to gather information pertinent
to a specific service related to the physical awareness
of the surrounding environment. This process can utilize
information (including the geometry) of the transmitter (Tx),
receiver (Rx), and the environment, as typically seen in radar
applications. However, some sensing tasks, like pollution
monitoring, may not depend on such spatial information.
Positioning determines the geometric state (typically the
location coordinates, but possibly also the orientation and
velocity) of a connected device in a certain coordinate system
using signal metrics, so it relies on sensing. Finally, in the
context of this paper, localization extends beyond positioning
by also estimating the location and velocity of targets in
a certain frame of reference, enabling what is known as
device-free localization. Localization is a part of radar-like
sensing, which includes the detection of targets, localizing
and tracking them, and characterizing them in terms of their
properties (e.g., material or type).
There are different levels of integration in ISAC (see

Fig. 3) [28]:

• Level 0 - Integration of Sites: At this level, external
sensors (such as cameras or radar systems) are added
to BS sites or user devices, providing auxiliary data
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FIGURE 3. Ericsson proposed several levels of ISAC integration, which can each
have their own target applications and benefits. The Hexa-X-II project primarily
focuses on levels 3 and 4.

to enhance communication functions, such as beam-
forming. This level of integration will not be further
considered in this paper.

• Level 1 - Integration of Spectrum: This level ensures
that sensing and communication services share the same
spectral resources, emphasizing efficient coexistence.

• Level 2 - Integration of Hardware: Common radio
hardware components, including oscillators, antennas,
digital-to-analog converters (DACs), and analog-to-
digital converters (ADCs), analog-to-digital are utilized
for both sensing and communication tasks, optimizing
hardware use.

• Level 3 - Integration of Waveforms: Advanced integra-
tion is achieved when the same waveform, such as
orthogonal frequency division multiplexing (OFDM),
is employed for both sensing and communication
purposes [29]. At Level 3, dedicated optimized pilots
are used for sensing, similar to positioning pilots in 5G.

• Level 4 - Integration of Radio Resources: The most
integrated level, where the same time and frequency
resources are allocated to both sensing and communi-
cation, ensuring maximal resource utilization efficiency
and synergy. Such integration is inherent to monostatic
sensing,1 since the sensing transmitter and receiver are
collocated and share knowledge of the data. It is also
possible for bistatic or multi-static sensing, where the
data is either shared via a side-channel or detected by
the communication receiver [30].

The Hexa-X-II project primarily focuses on Levels 3 and
4, aiming to fully exploit the potential of waveform and
resource integration to achieve unprecedented sensing and
communication efficiency and performance using commu-
nication wireless systems. This deep integration not only
enhances operational capabilities but also paves the way for
innovative applications across various sectors.

B. WHY ISAC?
The driver for adopting ISAC emerges from its versatile
utility across various sectors, including the following [31],
visualized in Fig. 4.

1) Optimizing Mobile Network Performance: In telecom-
munications, ISAC can contribute to optimizing

1The different sensing configurations are covered in detail in
Section III-C.

FIGURE 4. Examples of ISAC use cases.

network performance, particularly with millimeter
wave (mmWave) communications that require unob-
structed line-of-sight (LoS) or communications with
predictable movements of network nodes [32]. By
preemptively identifying potential interruptions in LoS,
such as approaching vehicles, ISAC allows networks
to anticipate changes in the communication channel,
either by adjusting the beam direction or by triggering
a handover, thereby maintaining seamless service con-
tinuity [33]. Similarly, by predicting future locations
and orientations of devices, time-consuming beam
training can be avoided, increasing communication
efficiency [34]. ISAC can also be used to detect
changes in environmental conditions (e.g., rain) and
adapt transmission strategies accordingly.

2) Enhanced UAV Management and Safety: ISAC is
expected to play a pivotal role in the detection and
tracking of UAVs, particularly in safeguarding critical
infrastructure [15]. Utilizing existing mobile commu-
nication networks to monitor UAV activity in restricted
airspace ensures security while supporting UAV traffic
management [35]. This integration aids in navigation
and collision avoidance, enhancing the functionality of
UAVs beyond their traditional capabilities.

3) Automotive and Smart Transportation: In the auto-
motive industry, while onboard sensors like radar,
light detection and ranging (LiDAR), and cameras
provide immediate situational awareness, their scope is
limited to direct LoS. Note that also the performance
of LiDAR and camera can significantly deteriorate
in severe weather conditions. Due to the plethora
of nodes and connectivity, ISAC technology can
extend this capability by offering broader, beyond the
direct LoS information, such as detecting pedestri-
ans or animals on highways, or “seeing around the
corner” [36], [37], thus significantly improving road
safety and traffic management [38]. Similarly, in rail
transportation, ISAC can be integral in enhancing
safety measures [39]. Dedicated mobile networks can
detect and communicate hazards like obstacles or
trespassers on the tracks to train control systems,
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TABLE 1. ISAC use cases and example requirements. The use case are
(A) optimizing mobile network performance, (B) enhanced UAV management and
safety, (C) automotive and smart transportation, (D) industry automation, (E) digital
twinning.

enabling timely preventive actions and reducing the
risk of accidents.

4) Industry Automation: In the context of industry
automation, ISAC can support the navigation and
operational efficiency of automated guided vehicles
(AGVs) and autonomous mobile robots (AMRs) [40].
By leveraging wireless networks tailored for indus-
trial applications, ISAC facilitates real-time collision
avoidance and enhances safety protocols where human
workers interact with automated machines [41]. This
may include both private (e.g., inside a factory) or
public (e.g., across outdoor facilities) networks.

5) Digital Twinning: ISAC will be instrumental in creat-
ing digital twins—dynamic digital representations of
physical entities or environments that evolve over time
with real-world data [42]. This capability is crucial
for applications ranging from network performance
simulations in telecommunications to predictive fault
monitoring in industrial systems. A particular class of
these models, known as radio frequency (RF) digital
twins, virtualizes radio-frequency environments and
enables real-time emulation of wireless propagation
conditions, antenna configurations, and device interac-
tions. ISAC-enabled RF digital twins support adaptive
multi-domain optimization by fusing real-time RF and
non-RF data for reliable, low-latency decision-making
across diverse applications [43], [44], [45], [46].

These use cases are summarized in terms of exemplifying
requirements in Table 1.

C. ISAC SYNERGIES AND TRADE-OFFS
At all levels of integration, except level 0 (see Section II-A),
there are fundamental trade-offs between communication and
sensing, since any resource (time, frequency, computation,
storage) provided to sensing is taken from communication
resources. In the case sensing is performed opportunistically
in a communication-optimized setting (see Level 4 discussion
later in this section), the sensing performance cannot be
controlled or optimized. These trade-offs can take a variety
of forms:

At Level 1 ISAC, where sensing and communication
systems share the same spectrum but operate on sepa-
rate hardware, trade-offs emerge primarily from the need
to manage interference and optimize resource allocation.
While this shared spectrum allows efficient utilization
of scarce bandwidth, it necessitates strict coordination to
avoid mutual interference. This can be done by allocat-
ing separate time slots for sensing and communication
operations, which ensures reliable performance for both
functions [47]. However, this temporal separation intro-
duces a rate loss during radar operation, and the radar
system must forgo sensing during communication slots [48].
Furthermore, the need for robust interference management
protocols and synchronization mechanisms adds to system
complexity.
At Level 2, the integration of communication and sensing

functions within a single hardware platform in 6G ISAC
offers several synergies, particularly in terms of cost-
effectiveness and efficient use of spectrum resources [49]. By
utilizing the same hardware components, such as antennas
and transceivers, for both communication and sensing tasks,
the need for dedicated hardware is reduced, which can lower
overall costs and streamline device design. Additionally,
shared spectrum usage between sensing and communica-
tion tasks enhances spectral efficiency, which is crucial
given the scarcity of spectrum in low-frequency bands.
However, these synergies come with trade-offs. The dual-
use hardware must meet stringent design and calibration
requirements to support both tasks effectively, which can
complicate the design process and increase development
costs. Performance optimization for one function (e.g., high-
resolution sensing) might limit the efficiency of the other
(e.g., reliable communication). For instance, the use of
wideband antennas for high-resolution sensing can introduce
phase noise and non-idealities that degrade communication
performance, especially at sub-THz frequencies. Another
example is the use of directional antennas or not. In certain
communication scenarios, non-directional antennas create
multi-path propagation which can be useful in the form
of diversity or multiplexing. However, in general, multi-
path propagation degrades the performance of radar sensing.
Furthermore, achieving the necessary synchronization and
precision in hardware components, such as oscillators and
phase shifters, is critical but challenging, as it impacts both
functions simultaneously. In general, common hardware will
need to support the most stringent requirements, which may
increase the cost per component. Hence, the net gain should
come from the need of fewer components compared to
separate hardware for communications and sensing, rather
than the cost per component. These design challenges
underscore the need for innovative hardware solutions that
balance performance, reliability, and cost in future ISAC
systems.
At Level 3, sensing requires dedicated pilot signals. The

frequency of these pilots, their duration and bandwidth as
well as their power are fundamental design parameters that
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have a direct impact on the sensing update rate, latency,
resolution, and accuracy [50]. For multiple-antenna (MIMO)
systems, the spatial design of the pilots affects the ability
to illuminate part or an entire surveillance region [48].
Hence, pilots may be optimized for scanning or tracking
purposes, where in the latter case, prior information of the
users or targets can be leveraged for improved performance
or increased efficiency. When there are multiple active
transmitters, pilots must be coordinated to avoid mutual
interference. In some cases, the sensing pilots may be
reused for communication purposes (e.g., synchronization
and channel estimation), but generally sensing pilots take
away radio resources from communication [51].
At Level 4, sensing is based on existing communica-

tion signals. In this case, the same radio resources are
used for both sensing and communication, so the trade-
off manifests itself in the optimization of these radio
resources. Frequency resources can be optimized for com-
munication or for sensing. For example, optimizing for
communication may happen by maximizing rate through
water-filling, based on information of the communication
channel. Optimizing for sensing may happen by maximizing
the sensing information through the Cramt’er-Rao bound
(CRB), based on prior information about the sensing targets
or users [52]. Combination of these objectives are also
possible [53]. Similarly, spatial resources can be opti-
mized for communication (e.g., directional beamforming
towards users) or sensing (e.g., a grid of beams towards
possible target locations) or for a combination of these
services [54], [55].
Hence, at all levels, there are trade-offs between commu-

nication and sensing. At best, the sensing does not reduce
the communication performance. However, this is not the
end of the story, as there are higher-order effects, as already
mentioned in Section II-B: the knowledge of user locations,
blockages, or other contextual information can improve the
operation of the communication system [56]. This means that
the radio-level trade-offs can turn into higher-level synergies
and benefits.

D. MEASURING ISAC PERFORMANCE
This section defines the KPIs for radio sensing in the physical
layer (PHY), which complement traditional communication
KPIs such as data rate, coverage, latency, reliability, and
energy efficiency. In ISAC systems, these KPIs can be
combined in various ways during resource allocation and
signal optimization, including optimizing a linear com-
bination of KPIs, prioritizing communication KPIs while
meeting sensing constraints, or prioritizing sensing KPIs
while meeting communication constraints.

• Accuracy, measured in meters, represents the location
error norm at specific percentiles, calculated as the
distance between true and estimated positions in either
3D or 2D coordinates. This metric applies to both
connected devices and targets, where it is referred to
as sensing accuracy. Similarly, orientation accuracy,

measured in degrees, quantifies the orientation error
norm at certain percentiles, calculated by determining
the geodesic distance between rotation matrices or
quaternions. Accuracy can be improved by increasing
the signal-to-noise ratio (SNR).

• Resolution measures the smallest detectable difference
in position or other dimensions (e.g., range, angle,
Doppler) between targets, expressed in meters, radians,
or meters per second. In contrast to accuracy, resolution
generally does not increase with SNR, but depends on
the physical properties of the signal (bandwidth, time,
and antenna aperture).

• Latency, measured in seconds, defines the time between
initiating a sensing or localization procedure and obtain-
ing the estimate for the requested service.

• Coverage specifies the area, volume, or percentage of
space within which localization error remains below a
set threshold.

• Detection probability reflects the probability of success-
fully detecting a target when it is present.

• Classification accuracy is relevant for machine learning-
based applications such as gesture or posture
classification. It is the ratio between correctly classified
items versus all items.

• Efficiency captures the ability to achieve accu-
rate sensing while minimizing energy consumption,
encompassing energy used during sensing opera-
tions as well as processing, data transmission, and
communication.

These KPIs collectively characterize the performance trade-
offs and optimization goals in ISAC systems (see also
Section VI).

E. ISAC CHANNEL MODELS
Compared to conventional communication channels, ISAC
channels require precise modeling of additional sensing char-
acteristics. The sensing channels include propagation paths
influenced by the sensing target, i.e., the target channels, and
the impact of background targets on the sensing channel, i.e.,
the background channels [57]. Most existing statistical geo-
metric channel models, including 3GPP technical report (TR)
38.901, in their current form, do not sufficiently represent
the target channels [58] though background channels have
been supported well. Site-specific models, on the other hand,
already support both the target and background channels
implicitly and, in principle, can be further extended to
encompass nearly all of the needed features of the channel
model for ISAC use cases. Recognizing this limitation of the
statistical geometric models, the 3GPP has recently begun
to address these issues by discussing suitable modifications
to the TR 38.901. The present subsection outlines the
needed features of channel models for ISAC use cases,
popular legacy channel models, their recent extensions
for ISAC use cases and finally open issues for further
extensions.
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FIGURE 5. A non-exhaustive list of desired ISAC channel model features.

1) ISAC CHANNEL MODEL FEATURES

From the use cases defined in Section II-B, it becomes
apparent that several features must be supported by channel
models to evaluate ISAC performance. In [1, Sec. 3.6],
several features for ISAC channel models were identified,
described below and depicted in Fig. 5. Not all features must
be supported simultaneously since they are not all relevant
for each use case.

• Objects in a coordinate system: Objects (e.g., buildings,
cars, people, UAVs) should be defined in a globally
consistent coordinate system with associated 3D posi-
tion, 3D orientation, and 3D velocity vectors. Objects
refers both to objects of interest (e.g., to be detected and
tracked) and to targets that are part of the background
and that generate clutter. Clutter refers to the scattered
echoes caused by objects other than the target and forms
a key component of the background channel. Clutter can
degrade sensing performance by masking weak targets.
Clutter can be modeled stochastically or geometrically.
Commonly used stochastic models include the Rayleigh
distribution, log-normal distribution, Weibull distribu-
tion, and K-distribution [59], depending on the type of
radar and type of clutter.

• Different object types: the objects should include large
flat objects (e.g., walls, floors), which have wave
interaction points that depend on locations of transmitter
and receiver and small objects (e.g., pillars, tables),
which have interaction points that are independent on
the location of transmitter and receiver. The notions of
large and small are relative to the signal wavelength.
The object classes should include objects of interest to
the use cases, such as people (hands), animals, cars,
UAVs, as they lead to different channel responses and
can affect the polarization of the signals.

• Radar cross section (RCS) of objects: Both radar cross
section (RCS) for monostatic and bistatic sensing, and
RCS for deterministic and stochastic object modeling
should be supported. For large bandwidths, frequency
dependence of the RCS may become important.

• Extended objects: For large models with several
resolved interaction points, each interaction point should
be described with an RCS or reflection coefficient,
accounting for aspect angles.

• Micro-Doppler: In addition to Doppler shifts induced
by objects, mechanical vibration or rotation of parts of
these objects leads to micro-Dopplers (sidebands around
the main Doppler shift). Such micro-Dopplers of objects
should be supported.

• Space/time consistency: Channel models should allow
generating a set of channels from a transmitter to one
or more objects (in the global coordinate system) to
several spatially separated receivers. Similarly, there
might be a need to generate a set of channels from
several transmitters to one or more objects (in the global
coordinate system) to a receiver. These channels must
be spatially consistent and correctly account for the field
of view (FoV) of each transmitter and receiver. The
correspondence of the time of the transmitters, receivers,
or moving objects must be maintained.

• (Geometric) Near-field effects: Wave-front curvature,
between transmitter and objects, between objects and
receiver, and between transmitter and receiver should
be supported. Moreover, channel non-stationarity across
larger arrays (i.e., variations of amplitude and phase due
to differences in distance and blockages) is an additional
effect due to the wave-front curvature and radiative
near-field. Note that plane-wave far-field propagation is
the baseline assumption in legacy channel models. The
phase variation across receiving antennas is determined
by the propagation distance from the transmitter, allow-
ing a received to directly infer the location of a user
or object from this phase variation [60], [61]. In the
classical far-field regime, the phase variation depends
only on the angle-of-arrival (AoA), so that distance esti-
mation requires complementary time-of-arrival (ToA)
measurements for locating users or objects.

• Ability to generate data sets for classification use cases:
Such use cases require labeled training data for classi-
fication (e.g., gesture recognition, pose classification),
when these are not provided as inputs.

• Relation between communication and sensing chan-
nel: The communication and sensing channel between
a transmitter and a receiver are in principle iden-
tical and are reciprocal after compensation for
transceiver nonlinearities and calibration of the
transceivers.

Some use cases may need to include even more features
(e.g., different types of RIS), but they are not considered
here.

2) LEGACY CHANNEL MODELS

Widely-used and well-established channel models describe
the communication channel between a transmitter and a
receiver as a wireless propagation environment, where this
environment may contain influential objects for communi-
cations and sensing. Legacy models can be roughly grouped
into two categories [1]:

• Site-specific models: Communicating devices in a site-
specific model are defined on a map. The map can
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vary from simple and featureless ones with only
flat walls and grounds to complex ones including
walls with detailed structures, cluttering and time-
varying objects. Background and target channels can
both be considered implicitly. Since most site-specific
simulations of wave propagation have so far been
intended for BS deployment and its coverage sim-
ulations, small clutters and time-varying objects are
usually neglected. Material properties and an RCS of
objects are necessary for deriving polarimetric gains
of multipath in the background and target channels.
Material properties of popular objects in our living
environment are available in [62], while the dielectric
and conductive parameters of water [63] are appli-
cable to model a human body. While experimental
verification is crucial for any channel model, site-
specific models have primarily focused on validating
received signal strength. Moreover, extensive validation
of small-scale channel characteristics, such as power
delay profiles and angular distributions observed at the
link end points, is scarce for these models. A site-
specific model is in principle a deterministic channel
model, and often includes stochastic modeling of diffuse
scattering, e.g., [64]. In addition, it can also have
random scattering and shadowing objects, leading to a
hybrid model [65], [66], [67].

• Statistical geometrical models: Communicating devices
in statistical geometrical models are defined on a coordi-
nate system. Clusters or objects contributing to clusters
are statistically defined either through multipath char-
acteristics such as angle-of-arrivals, angle-of-departure,
and time-of-arrival as was defined in the 3GPP
38.901 [58], or through their locations on the same
coordinate system as the communicating device like the
COST 2100 model [68] and the QuaDRiGa model [69].
The former sub-category, with random multipath angles
and delays without any coordinate based locations
of clusters, is much more widely used but also less
functional for ISAC evaluations. On the other hand, the
latter sub-category with randomly drawn coordinates
of interacting objects, is suitable for ISAC with minor
updates. Stochastic clutters can be generated via random
cluster generation as in TR 38.901 [58].

In Table 2, the relation between the ISAC channel model
features and the legacy channel models is evaluated. This
reveals that legacy channel model must be extended to
accommodate ISAC use cases.

3) EXTENSIONS OF THE 3GPP CHANNEL MODEL

The target channel consists of all propagation paths influ-
enced by the sensing target, while the background channel
includes propagation paths that are unrelated to the target at
a time instant [57]. Propagation paths related to the target
channel can be further classified into direct paths (DIPs)
and indirect paths (IDPs). DIPs travel directly from the Tx
to the target and then from the target to the Rx, while

IDPs undergo multiple reflections or diffractions before
reaching the receiver [57]. One approach to modeling IDPs
is through statistical methods similar to those used for
generating non-line-of-sight (NLoS) paths in TR 38.901 [58].
However, environmental objects (EOs) (such as street lamps
or walls) that significantly affect wave propagation should
be incorporated into the target channel to enhance sensing
accuracy [71]. The target channel is modeled as a concate-
nation of the Tx-target and target-Rx component channels.
Recent measurement studies confirm the modeling approach
in that, for large-scale fading, the Tx to Rx path loss can be
expressed as the summation of the Tx to target and target
to Rx path losses in the logarithmic scale. Additionally, for
small-scale fading, the Tx to Rx channel impulse response
(CIR) can be represented as the convolution of the Tx to
target and target to Rx CIRs [71].

In ongoing standardization efforts, the prevailing perspec-
tive is that the background channel should be modeled using
statistical clusters as defined in TR 38.901. However, two
key aspects require further investigation. The first aspect
concerns whether deterministic components, such as EOs,
should be incorporated into the background channel in
addition to the target channel so that it takes the form of
the hybrid channel model finally. EOs are objects that can
be characterized by their RCS, similar to sensing targets.
Including these components into the background channel
could be essential for accurately assessing signal levels
from the background clutter and their impact on sensing
performance. The second aspect involves the potential
interaction between the background and target channels.
For example, when a sensing target moves dynamically
over time, the target may shadow a propagation path of
the background channel at one time instant and make the
path a new part of the target channel. Most existing chan-
nel models generate communication and sensing channels
independently under a common framework. However, since
both functionalities share hardware resources and operate
in the same propagation environment, their signals often
interact with a subset of common scatterers. Thus, the
communication and sensing channels are related to each
other due to these shared scatterers. Channel measurements
conducted in both LoS and NLoS indoor scenarios fur-
ther confirm the presence of these shared clusters [73].
To quantify the effect of these shared scatterers on the
communication and sensing channel, the sharing degree
metric has recently been proposed in [73]. However, further
study is required to determine whether this characteristic
should be explicitly incorporated into the channel modeling
framework.
Ongoing discussions within 3GPP have resulted in the

establishment of a framework for ISAC channel modeling.
The main distinction between the existing 3GPP model and
its potential modifications for ISAC lies in the modeling of
the target channel characterized by the RCS of the sensing
target, along with the inclusion of EOs. This is in addition
to the background channel, which is already well-supported
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TABLE 2. Relation between the desired ISAC features and the existing channel models; (A) = is the concerned feature currently present? (B) = is it possible to include the
concerned feature? If (A) is answered Yes, then (B) is shown “N/A”.

in TR 38.901. Modeling approaches for both target and
background channels have been recently proposed in [57]
while RCS measurements for mono and bi-static sensing
are currently ongoing [74]. Finally, additional field mea-
surements and electromagnetic simulations in representative
scenarios are necessary to further validate these modeling
assumptions.

F. ISAC IN THE END-TO-END 6G SYSTEM
In the broader picture of the 6G end-to-end system, ISAC
impacts not only on the radio PHY design, but additional
functionalities need to be considered in the core network as

well as other pervasive functionalities. To describe this in
further detail, Fig. 6 is introduced.
Concretely, Fig. 6 presents the mapping of the ISAC tech-

nological enablers onto the Hexa-X-II 6G E2E system [75].
The physical and medium access control (MAC) layer
enablers alongside the radio protocols, signaling and pro-
cedures will be implemented mainly at the 6G radio
access network (RAN) and between the 6G RAN and
beyond communication functions, i.e., the sensing manage-
ment function (SeMF) [75]. Specifically, ISAC protocols,
signaling, and procedures enabler addresses network inte-
gration of sensing capabilities [75]. It introduces a SeMF
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FIGURE 6. ISAC in the Hexa-X-II 6G E2E system, based on [75].

for next-gen communication systems to control sensing
processes and data processing. SeMF coordinates sensing
procedures efficiently, considering requirements, capabilities,
and constraints. Enhanced procedures and signaling, aligned
with existing and evolved communication processes, facil-
itate secure and efficient data collection, processing, and
exposure. This enabler supports ISAC services, enabling
precise localization and tracking through advanced sensing
protocols.
Next, ISAC waveforms and frame structures, given the

3GPP mandate to continue the use of OFDM waveforms,
will need to utilize OFDM. Concretely, the ISAC algorithms
will be based on the underlying fact that all communication
and sensing will be done using OFDM waveforms and frame
structures standardized in 3GPP [75]. Moreover, the ISAC
resource allocation enabler highlights the need for efficient
resource allocation between sensing and communication.
This is because sensing resources will not be used for
communications and vice versa. Hence, to be able to
maintain the service level agreements (SLAs), i.e., in simpler
terms user quality of service (QoS), the resource allocation
will need to be done intelligently between sensing and
communication tasks [75].
Importantly, there is a need for the exposure of the

sensing data and service to the applications, e.g., via
APIs. Such API will include service request detailing the
sensing purpose (what, when, where, who), the identity and
authorization control, result delivery, and service termination.
The application can reside in the user equipment (UE)
side, in the RAN or in the data network. There can be

several types of exposure depending on the nature of the
request (small or massive data flows), such as querying for
object presence or tracking objects over large areas involving
exposure of measurement steam. Different levels of API
exposure are possible for connecting applications to sensing
systems, e.g., including direct access from 3GPP network
exposure function (NEF) interfaces [76], intermediate APIs
like service enabler architecture layer (SEAL) [77], and
CAMARA APIs at a more aggregated level [78].

Lastly, considering the sensing functionality within ISAC,
there will be concerns regarding trust, security and privacy
of operations and data management. Subsequently, the
ISAC Security and Privacy enabler(s) aim to provision
authentication, authorization, logging, data control, security
and privacy of data transfer and storage, etc., as some
of the security and privacy measures. Furthermore, these
technological enablers will also consider aspects of data
anonymization, pseudonymization and privacy preserving
computation, among others as ways of maintaining integrity
and security of the user and network identity and the sensed
data [75].

III. ISAC AT THE PHYSICAL LAYER
In this section, we go deeper into the 6G PHY (or
radio) enablers for ISAC as well as the various sensing
configurations and the use of AI. One topic intentionally
omitted is the aspect of waveforms, as OFDM and its
precoded version (such as discrete fourier transform spread
orthogonal frequency division multiplexing (DFTS-OFDM))
are likely to become the 6G standardized waveform. The
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support for OFDM combines a large popularity in most
recent high-throughput wireless standards, well-understood
characteristics, low-complexity fast fourier transform (FFT)-
based equalization, a natural combination with MIMO,
especially for precoded schemes, and an excellent capture
of frequency-domain diversity when properly combined
with channel coding. Despite its higher peak-to-average
power ratio (PAPR), there is no sufficient justification to
replace OFDM by single-carrier options based on end-
to-end performance analysis including various hardware
non-idealities and related compensation techniques. Another
argument comes from more limited multi-path in sub-
THz channels, but removing the FFT-based equalization
would still require some time-domain replacement with other
challenges in estimation, tracking, and combination with
remaining frequency-domain features.

A. MACHINE LEARNING AND ARTIFICIAL
INTELLIGENCE FOR ISAC
The use of AI/machine learning (ML) has been envisioned
to have an impact on the overall 6G networks [79], [80],
and in particular redesign several aspects of the PHY [81].
The AI-driven radio air interface can be treated as a radio
technology with one/multiple learnable functionalities for
communication and/or sensing across the Tx and/or Rx.

1) MOTIVATIONS FOR AI-DRIVEN ISAC

The motivation for the adoption of AI-driven methods
for ISAC are outlined in the following: (i) AI/ML accel-
erators: AI/ML-dedicated hardware advancements reduce
training costs and enable the real-time operation of AI-
driven methods for the PHY. Training chipsets provide high
memory bandwidth and precision for complex data process-
ing, enhancing model training efficiency, while inference
chipsets are optimized for real-time, low-power processing.
These advancements facilitate the adoption of AI-driven
approaches for ISAC methods. (ii) Performance enhance-
ments: AI-driven methods enhance ISAC by improving
reliability, throughput, and sensing accuracy through holistic
optimization, while mitigating the impact of hardware
impairments beyond what classical models can address [79].
Unlike traditional approaches that optimize individual com-
ponents separately, AI enables end-to-end optimization
across both communication and sensing functions resulting
in more efficient and robust ISAC systems. (iii) Flexibility:
AI enhances the flexibility of ISAC systems by enabling real-
time adaptation to dynamic and heterogeneous environments,
including variations in traffic patterns, user mobility, and
radio propagation. Through data-driven policy learning and
predictive modeling, AI supports context-aware resource
allocation and cross-layer coordination. This allows ISAC
systems to autonomously reconfigure sensing and commu-
nication strategies in response to evolving conditions and
diverse application requirements, ensuring robust and effi-
cient operation across scenarios. (iv) Scalability: The ability
to re-train models with new data as scenarios evolve enables

FIGURE 7. Representative AI/ML for ISAC use cases.

scalable AI-driven ISAC solutions. This capability ensures
the network remains adaptable and scalable, regardless of
the growing number and diversity of devices and services
it must support. To maintain this scalability, model life-
cycle management (LCM)—covering the entire process of
model development, deployment, and management—must be
supported.

2) AI-DRIVEN USE CASES FOR ISAC

The AI-driven radio air interface for ISAC may impact
Tx-side optimization and/or Rx-side optimization. Example
use cases of AI for ISAC are illustrated in Fig. 7) and
are outlined in the following: (i) calibration and operation
under model mismatch: data-driven methods can be used to
cope with various impairments and model mismatches, such
as hardware impairments (e.g., power amplifier nonlinear-
ity [82], and oscillator’s phase noise [83]); (ii) sensing and
imaging: One of AI’s main success stories has been in image
processing. Since sensing data relates to real-world targets,
image processing tools applied to ISAC radio signals can be
used to de-noise data, to classify different object types, and to
track targets over time. In particular, AI can be used to infer
information from the data where traditional methods fail,
such as gesture or pose recognition in cluttered environments;
(iii) discovery of new signals: AI can be used to learn
new signals (in time, frequency, and spatial domains) that
are optimized for ISAC, considering, e.g., multi-objective
optimization. Such problems are hard to formulate and solve
using model-based signal processing. (iv) Representation: AI
can learn compact representations of observations (e.g., novel
source coding schemes), avoiding sending massive amounts
of data between devices or over the backhaul. (v) robotics
and navigation: AI/ML have greatly enhanced the function-
ality of robotics, navigation, and ISAC. In robotics, these
techniques enable more accurate path planning and obstacle
avoidance by interpreting complex environments in real time.
For navigation, AI/ML models integrate multimodal data,
such as LiDAR and mmWave signals, to improve localization
and mapping, even in challenging scenarios. For instance,
the study in [84] demonstrates how ML-based link state
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classification in mmWave-assisted navigation allows robots
to effectively distinguish between LoS and NLoS paths,
improving target localization and navigation in dynamic
environments.

3) CHALLENGES OF AI-DRIVEN ISAC

AI-driven methods in ISAC for 6G face several challenges:
(i) Complexity: AI models for both communication and sens-
ing introduce high computational demands, where efficient
models and hardware accelerators are needed to handle real-
time processing without overwhelming energy-constrained
devices. (ii) Training Data: A crucial aspect of any AI/ML
system is its training. In contrast to communication, training
data for ISAC is more involved, as it requires knowledge
of sensing targets, their type, locations, etc. Obtaining such
information would need external sensors and human labeling
or advanced and well-structured radio training procedures.
An alternative solution is the use of knowledge transfer
methods which can significantly reduce the training over-
head. High-quality, standardized datasets for diverse ISAC
scenarios are lacking, making model development chal-
lenging. Reference datasets from measurement campaigns
together with synthetic data from simulation or generative
AI can help mitigate this issue. (iii) Real-Time Processing:
The need for low-latency processing in ISAC requires
optimized AI models and hardware, leveraging parallel
processing and accelerators like graphics processing units
(GPUs) or application-specific integrated circuits (ASICs)
to meet real-time demands. (iv) New Design Paradigm:
Integrating AI in ISAC requires new processes for model
LCM, particularly in distributed models. Standardized LCM
approaches are necessary for scalability and multi-vendor
coordination. (v) Generalization: AI models are desired to
generalize across diverse environments. Techniques like self-
supervised learning can enable rapid adaptation without
extensive retraining. However, generalization may not be
always feasible or lead to extended AI/ML model com-
plexity. Hence, AI/ML model performance monitoring is
required as part of AI/ML model LCM to ensure the AI/ML
model inference meets the expected quality for the desired
use case. (vi) Contributions to 6G Values: AI-driven ISAC
systems must align with 6G’s core values—sustainability,
trustworthiness, and inclusiveness. While AI can enhance
network efficiency and sensing accuracy, training AI models
can be energy-intensive. To meet sustainability goals, model
compression and energy-efficient inference are essential.
Privacy and security concerns, particularly regarding sensi-
tive data collection for training, must be addressed through
methods like federated learning and differential privacy.
Addressing these challenges is essential for enabling

scalable, efficient, and secure AI-driven ISAC systems in 6G
networks.

4) AI AND RF DIGITAL TWINS

AI-driven RF digital twins are emerging as powerful tools
for enabling and enhancing ISAC functionality across

physical, protocol, and application layers. Building on the
motivations, use cases, and challenges outlined above, RF
digital twins provide a virtualized, continuously updated
representation of the radio environment, informed by
real-time measurements, historical data, and model-based
predictions. These digital replicas enable the training, eval-
uation, and deployment of AI models for ISAC in a
controlled, risk-free environment—effectively addressing key
issues such as data scarcity, generalization, and real-time
adaptability.
Specifically, RF digital twins support multi-domain learn-

ing and optimization, allowing AI models to co-optimize
communication and sensing under complex and dynamic
conditions. For instance, in vehicular edge computing sce-
narios, a digital twin-aided framework integrating visible
light communication and sensing was shown to enhance
task offloading and resource allocation [43]. Similarly,
site-specific outdoor propagation studies have demonstrated
how RF digital twins, combined with ray-tracing analysis,
can inform wireless deployment strategies in dense urban
environments by modeling building layouts and antenna
configurations [44]. At the network level, RF digital
twins enable multi-domain planning by simulating RF
transmissions, device behavior, and control policies [45].
Furthermore, the integration of non-RF modalities—such
as GPS and LiDAR—within RF digital twin frameworks
has been proposed to support beam management and sector
selection via deep learning, showcasing the versatility of
digital twins in AI-assisted ISAC [46].

Through this tight coupling of AI and RF digital twins,
ISAC systems can become more data-efficient, adaptive, and
resilient—unlocking a new design paradigm that leverages
digital replicas to train, fine-tune, and validate AI models
before real-world deployment.

B. CANDIDATE 6G RADIO ENABLERS FOR ISAC
Various candidate 6G radio enablers studied in Hexa-X-II [1]
interact with ISAC (namely the different frequency bands,
RIS, NTN, massive MIMO, D-MIMO), as visualized in
Fig. 8. We briefly recap these technical enablers, which
are presented in an arbitrary order, without implying any
preference or priority. First of all, in terms of frequency
bands, 4 different cases are considered. frequency range
(FR) 1, between 410 MHz and 7.125 GHz, with bandwidths
between 20 and 100 MHz; FR2, between 24 and 71 GHz,
with bandwidths between 50 and 400 MHz; FR3 (not
standard naming but adopted here for convenience), between
7 and 15 GHz, with bandwidths from 20 to 400 MHz; and
Sub-THz, between 100 and 300 GHz, with bandwidths from
1 to 10 GHz. Second, RIS refers to controllable intelligent
surfaces, which provide control of the electromagnetic
waves, e.g., to create non-natural reflections. RISs are a
special case of network-controlled repeaters (NCR) with
negative amplification gain [85]. A RIS can be passive (no
amplification) or active (with amplification and noise). A
RIS can be part of the infrastructure or a personal RIS,
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FIGURE 8. A selection of candidate 6G radio enablers that complement ISAC.

collocated with the user, and may be locally controlled
(autonomous RIS) or remotely controlled by the network.
Third, NTN refers to infrastructure not physically on the
ground, including UAVs, high altitude platform stations
(HAPSs), and low earth orbit (LEO) satellites. NTN is
here considered to be transparent to the UE, so the UE
would not need dedicated hardware to communicate with
the NTN infrastructure. Fourth, massive MIMO refers to a
type of BS that is equipped with a large (tens, hundreds or
even thousands) number of phase-coherent antenna elements.
Fifth, D-MIMO refers to MIMO operation with distributed
units (DUs), each with a small number of antenna elements,
connected with a central unit (which may be an existing BS).
The DUs may be phase or time synchronized, by use of a
common oscillator, or may require regular synchronization
in case they have individual oscillators. Sixth and final, an
AI-driven radio air interface refers to a radio air interface
for communication and/or sensing, wherein one or multiple
functionalities in the lower layers across the Tx and/or Rx are
replaced or enhanced by AI-based methods. These methods
learn functionalities to enhance performance and adaptability
in wireless networks.
In the next few sections, these six enablers are considered

from the ISAC perspective in terms of coverage, resolution,
mobility, channels, and hardware aspects (e.g., impairments,
calibration, and synchronization).

1) FREQUENCY BANDS

The selection of frequency band has severe implications on
ISAC, as depicted in Fig. 9. Higher bands refer to FR2 and
sub-THz, while lower bands cover FR1 and FR3.
First, coverage in ISAC varies significantly across dif-

ferent frequency bands due to their unique propagation
characteristics [86]. FR1 offers large coverage areas, robust
obstacle penetration, and support for high mobility but
is limited in resolution due to narrow bandwidth. FR2
provides higher data rates and temporal resolution, suitable
for precise sensing, but has limited coverage and poor

FIGURE 9. Different 6G frequency bands and their relation to ISAC, in terms of
coverage, obstacle penetration, and resolution.

obstacle penetration. The upper mid-band FR3 balances
coverage and resolution, excelling in urban environments.
Sub-THz bands deliver exceptional resolution for static LoS
applications but suffer from severe coverage constraints and
blockage issues.
Second, in terms of resolution, ISAC relies on the

ability to detect separate targets and estimate their state.
At higher frequencies, more bandwidth is available (typical
bandwidth ranges from around 1% to around 10% of the
carrier frequency). Hence, at sub-THz, distance resolution
(computed from the speed of light divided by the bandwidth)
will be at least 30 cm and possibly down to 1 cm, which is
sufficient for many use cases. At FR2, distance resolution
degrades to around 0.5 m, and at FR1 to around 10 m
under low (e.g., 20 MHz) bandwidths [87]. Moreover, the
larger number of antennas at higher frequencies provides
also angular resolution. On the other hand, when phase
coherent multistatic operation is considered (see D-MIMO
in Section III-B5), resolution can be provided by the large
aperture. Similarly, massive MIMO in combination with
moderate bandwidths (e.g.,100 MHz) provides high delay
and angle resolution. FR3 bands will likely provide good
delay resolution under either large contiguous bandwidth or
carrier aggregation, as well as good angle resolution.
A third aspect relates to mobility. At higher frequencies,

the use of narrow beams to compensate path loss implies
more beam training overhead and sensitivity to beam
pointing errors. Hence, higher bands are mainly suitable
for low mobility [88]. In terms of supporting high object
mobility, the use of analog beamforming limits the time each
object can be illuminated when illuminating an environment.
Hence, only tracking of a small number of targets can
supported at higher frequencies.
Fourth, in terms of the propagation channel, at higher

frequencies, the channel is subject to more severe shadowing,
limited scattering, and limited dense multipath. This leads
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TABLE 3. ISAC aspects in relation to the different frequency bands.

to a more geometric channel, determined by few multipath
clusters, which are themselves due to few-bounce interac-
tions with the environment (single or double bounce). At
lower frequencies, obstacle penetration, dense multipath, and
multi-bounce interaction lead to a channel that is harder
to relate to the geometry, unless a large bandwidth is
available (as in ultra-wide bandwidth systems). From the
point of view of geometric positioning and radar-like sensing,
operation at higher frequencies is preferred for ISAC. When
considering large bandwidths, sensing must account for
frequency-dependent effects to properly estimate channel
parameters [89]. Finally, as discussed in Section II-E, ISAC
channel models are needed to evaluate ISAC signals and
methods in a fair and comprehensive way.
Finally, in terms of hardware impairments, calibration,

and synchronization, we note that ISAC relies on the
ability to extract angles, delays, and Dopplers from received
signals [90]. All received signals are subject to a vari-
ety of hardware impairments and hardware limitations,
including quantization, power amplifier nonlinearity, and
phase noise. These impairments tend to be more severe
at higher carrier frequencies, making it harder to extract
geometric information. At higher frequencies, different forms
of calibration are also more challenging (e.g., location
calibration for phase coherent processing requires knowledge
of antenna elements’ locations within a fraction of the
wavelength).

Table 3 summarizes the ISAC aspects in relation to the
different frequency bands.
Remark 1 (Deeper Insights About FR3 and ISAC From

Recent Studies): The FR3 band (7–24 GHz) is increas-
ingly seen as a key resource for 5G-Advanced and 6G
networks [91], [92], and is critical for advanced wireless
communication systems and ISAC applications. However,
the unique propagation characteristics of FR3 present both
challenges and opportunities in the design and optimization
of these systems. In a study conducted in an indoor
factory environment, researchers investigated the propagation
characteristics of FR3 at 16.95 GHz. The study high-
lighted that FR3 exhibits frequency-dependent behaviors,
such as reduced path loss in LoS scenarios and higher
path loss in NLoS scenarios due to the dense scattering
environment [93]. The angular and delay spreads observed
were crucial for understanding multipath effects, which
directly influence the performance of ISAC systems by
affecting radar resolution and communication reliability.
Similarly, another comprehensive study on FR1 and FR3 in
indoor environments measured material penetration losses
and developed channel models for these frequencies. The
findings revealed that FR3 bands are more susceptible to
attenuation through walls and targets, which poses challenges
for NLOS scenarios in ISAC systems. However, these
challenges can be mitigated by advanced beamforming and
channel estimation techniques [94]. In another experimental
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FIGURE 10. RIS for ISAC: the monostatic BS with few antennas relies on the RIS to
provide high sensing angular resolution. If the RIS is large, the object may be in the
geometric near-field.

study [95], FR3 frequencies at 6.5 GHz and 8.75 GHz were
analyzed specifically for ISAC applications. The results indi-
cated that lower FR3 frequencies have more distinguishable
multipath components in the presence of targets, while higher
frequencies experience more signal blockage. This highlights
the need for careful frequency selection in ISAC systems to
balance resolution and coverage requirements.

2) RECONFIGURABLE INTELLIGENT SURFACES

RISs provide additional controlled propagation paths (see
Fig. 10). While for communication these paths are mainly to
overcome blockages between a Tx and an Rx (especially at
higher frequencies) for positioning and sensing, they provide
additional geometric information. The idea is that a path via
a RIS contains geometric information (via delays, angles,
Dopplers) of the Tx, Rx, and surrounding targets. While
there are many variations of RIS, the basic one is passive
and reflecting, which will be the focus of this analysis.
There are several properties of RIS that are important to

understand from an ISAC perspective [96].
In terms of coverage, while paths provided by RIS are

useful to overcome blockages, these paths are much weaker
than direct paths, depending on the size of the RIS and
the carrier frequency (for a given frequency, a larger RIS
leads to a higher SNR; for a given electrical size of the
RIS, a lower carrier frequency leads to higher SNR) [97].
This makes the extraction of the geometric information
more difficult and the estimated RIS channel parameters
noisier, when compared to direct paths, which act as a
strong interferer. For positioning, this implies that RIS paths
will provide relatively little information in terms of the
positioning accuracy. For sensing, this implies that RIS paths
are mainly useful when the RIS is positioned near a Tx,
Rx, or a target object. This story changes when active RISs
are deployed, which can amplify the signal in interference-
limited deployments. Distributed RIS deployment to cover
large areas require interference coordination and synchro-
nization to avoid unwanted signals [98].

In terms of resolution, the large aperture brought by
the RIS provides an opportunity for narrow beamforming,
even when the Tx or Rx have few antennas. This leads
to better multipath resolution in the angular domain, which
can translate to improved positioning and sensing [99]. At
the same time, to harness this spatial resolution, careful
calibration of the RIS is required.
In terms of mobility, when Tx, Rx, targets, or RIS are

mobile, angle measurements will be affected by Doppler,
which leads to a coupling effect between angles and Dopplers
(since both depend on the variation of the signal phase over
time) that is challenging to process [100]. Sensing methods
that rely on a sequence of RIS configurations, during which
the target or UE are assumed to be quasi-static, are limited
by the time it takes to refresh the RIS and the level of
synchronization to other network elements.
In terms of the propagation channel, RISs bring several

aspects to the channel from an ISAC perspective. Careful
modeling of the RIS propagation is needed to accurately cap-
ture the RIS-induced multiplicative multi-hop path loss and
multi-bounce propagation [101]. The large aperture of the
RIS leads to near-field effects, such as wavefront curvature
(i.e., the signal phase depends on both angle and distance)
and channel non-stationarity (i.e., the amplitude and phase
of the signal from different RIS elements varies across the
RIS). These effects provide additional geometric information
and can thus be exploited for positioning and sensing but
come with additional training and processing overheads [97].
A RIS provides additional propagation paths, which in turn
provides additional geometric information. Separating RIS
paths from the uncontrolled multipath requires careful RIS
profile design. These effects are also to be more pronounced
when more than one RIS is deployed or when mobility is
considered.
Finally, in terms of hardware impairments, calibration,

and synchronization, for a RIS to serve as a geometric
anchor for positioning and sensing, the position and ori-
entations needs to be known. Any offsets in position and
orientation leads to corresponding errors in positioning and
sensing [102]. If RIS is to be a low-cost technology, it will be
unlikely that each individual RIS will be perfectly calibrated.
This means that limited knowledge will be available about
individual RIS configurations (e.g., main direction, location
of nulls), preventing the use of high-resolution processing
methods that rely on complete knowledge of RIS weights
and steering vectors. This is an important limitation that will
affect the accuracy of positioning and sensing. Additional
hardware impairments, such as nonlinearities, losses, and
RIS element failures compound this limitation [103].
Table 4 summarizes the ISAC aspects in relation to RIS.

3) NON-TERRESTRIAL NETWORKS

NTN enables wider communication coverage than conven-
tional terrestrial infrastructure, while also providing high-rate
downlink transmission to UEs. The use of NTN will be
considered here in the form of LEO satellites (see Fig. 11)
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TABLE 4. ISAC aspects in relation to RIS.

FIGURE 11. NTN for ISAC, where a user is localized based on fusing information
from the terrestrial network and the fast-moving LEO satellite.

in conjunction with conventional UE devices without highly
directional arrays (e.g., as a standard GPS receiver), in a
way that is transparent to the user (i.e., with LEO integrated
in the 6G network) [104]. Other forms of NTN (not covered
in this paper) include UAVs and HAPS, as well as satellites
with higher orbits. UAVs are similar to terrestrial nodes,
while HAPS is a more futuristic technology that will likely
not be part of 6G [105]. LEO NTN with known location
provides additional anchors for positioning and sensing.
In terms of coverage, the large distances between the

NTN and UE (600 – 2000 km) in combination with limited
array gains at the UE side leads to low SNR due to the
propagation losses. Hence, while lower bands operation

is feasible without directional antennas, operation at FR2
will require continuous adaptive beamforming. Sub-THz
operation seems unlikely because of high signal attenuation
due to atmospheric absorption. Due to LEO satellites high
mobility, static users are only connected for short periods on
the order of minutes [106], providing both challenges and
opportunities.
In terms of resolution, due to preferred operation or

lower bands with standard UEs, resolution in delay will
be limited [5]. In downlink, angle-of-departure (AOD) is
unlikely to support resolvability, due to large distance
between the UE and satellite. This is in contrast to terrestrial
BSs, where AOD is available and informative. On the
other hand, high mobility of the LEO satellites provides
opportunities for increased aperture and, thus, resolution [5].
High mobility of satellites is the main distinguishing

feature of LEO NTN, directly affecting the propagation
channel as well as handover procedures. With carrier
frequency offsets, larger Doppler spreads will occur, resulting
in shorter coherence intervals. SNR for positioning and
sensing can be boosted with longer integration times [107].
However, the high satellite mobility means that the satellite
will move during the observation time, which requires careful
modeling in terms of delays and Doppler. Under such correct
models, the mobility will be a benefit, due to the synthetic
aperture effect. This also means that the integration of
NTN with RIS requires careful design to ensure coherent
operation. A separate propagation consideration is related to
the atmospheric effects, such as scintillation, which requires
dedicated correction procedures [108].
Finally, in terms of hardware impairments, calibration,

and synchronization, the location and velocity of the satellite
must be known for the positioning and sensing to be
performed. This information can be obtained from GNSS,
complemented with terrestrial observations at fixed stations.
In case several satellites or terrestrial stations are used, time
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TABLE 5. ISAC aspects in relation to NTN-LEO.

and frequency synchronization effects must be considered to
ensure that signals end up at the Rx without inter-symbol
or intercarrier interference. Hence, the quality of the local
oscillator (LO) at the satellite will play an important role. The
synchronization depends on the UE position and velocity,
which makes this a closed-loop problem.
Table 5 summarizes the ISAC aspects in relation to NTN.

4) MASSIVE MIMO

Massive MIMO (see Fig. 12) relies on a large number
of antenna elements at the base station, in order to spa-
tially multiplex many users over the same time-frequency
resources or to support the transmission to individual users.
Due to the large aperture, narrow beams can be generated,
and conversely high-resolution angle estimation becomes
possible. Massive MIMO at lower bands commonly relies on
digital arrays, with dedicated RF chains per antenna element,
while at higher bands, analog and hybrid arrays are more
practical. From the ISAC perspective, massive MIMO leads
to the following considerations [41].
In terms of coverage, at higher bands, massive MIMO

large arrays provide high-gain pencil beams, in order to
boost SNR and thus coverage. These directional beams
rely on dedicated beam training procedures, which are
time-consuming. Beam training can be avoided by har-
nessing contextual information (e.g., locations of users
and targets), provided this information varies slowly. At
lower bands, under relatively narrowband transmission (say,
20 MHz), massive MIMO beams have little to no geometric
information, due to the rich and unresolved multipath in the

FIGURE 12. Massive MIMO for ISAC, in lower and higher bands.

channel, but provide extended coverage [109]. Hence, larger
bandwidths (in excess of 100 MHz) to provide meaningful
information.
The resolution in the angular domain is proportional to the

antenna aperture, which for half wavelength spacing yields
an angle resolution of at best 2/N radians, assuming N anten-
nas. Hence, angle resolution alone is generally not sufficient
for sensing applications and should be complemented with
delay resolution, preferably in the order of 100s of MHz [6].
Massive MIMO technology offers varying degrees of

mobility support depending on the frequency band used.
In lower frequency bands massive MIMO can effectively
handle user mobility thanks to wider beam patterns, robust
channel conditions, and manageable Doppler shifts, allowing
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efficient tracking of moving users with fewer beam updates.
In contrast, higher frequency bands present more significant
challenges due to narrower beamwidths, higher Doppler sen-
sitivity, and faster channel variations. Mobility management
in these bands demands advanced beam tracking methods,
ultra-fast beam alignment procedures, and predictive beam-
forming techniques to maintain reliable connectivity [109].
The propagation channel is characterized by near-field

effects. When arrays (or RISs) are large, various near-field
effects become apparent [110]. These include wavefront
curvature and channel non-stationarity. Wavefront curvature
refers to the variation in delay of waves that impinge across
an array. In near-field, these delays are a function of the
positions of the source and the position and orientation of
the array, while in far-field, these delays are a function
of the direction of the source. This difference in delay
is due to differences in distance between the source and
each array element and leads to three effects: location-
dependent phase variation across the array (effect of the
delay on the carrier), and varying delay of the signal across
the array (effect of the delay in the time domain), and
variable path loss across the array (effect of path loss on
distance). This latter effect is also known as channel non-
stationarity, which can be further exacerbated by variations in
the array element patterns and blockages in the environment.
Combined, this makes the near-field model more complicated
and computationally harder to extract sensing information
from. On the other hand, the near-field model is much richer
in terms of geometry, providing both higher resolution and
increased identifiability.
In terms of hardware impairments, calibration, and syn-

chronization, in higher bands, massive arrays will be analog
for cost and complexity reasons. Analog arrays complicate
sensing for several reasons: as mentioned earlier, they
require beam alignment or beam scanning, which is time-
consuming. In addition, since the signals at the individual
array elements are not available, angle estimation relies
on so-called beam-space observations, which require more
complex processing. In lower bands, arrays will likely be
digital, supporting lower latency (and thus higher mobility)
and simpler sensing methods. Another aspect is quantization.
In higher bands, signal streams can be quantized with
a large number of bits, since the number of streams is
limited (one stream in the case of an analog array). At
sub-THz, the massive data rates will likely lead to few-
bits quantization. At lower bands, digital arrays generate
massive amounts of data and will be quantized with few
bits per sample. This leads to nonlinear distortions, which
affect the ability to perform sensing [111]. Finally, like NTN
and RIS, to serve as a geometric anchor for positioning and
sensing, the position and orientation of the massive MIMO
BS needs to be known. Any offsets in BS position and
orientation leads to corresponding errors in positioning and
sensing.
Table 6 summarizes the ISAC aspects in relation to

massive MIMO.

FIGURE 13. D-MIMO for ISAC relies on cooperation between widely DUs via central
processing. The level of synchronicity between the units is critical for both
communication and sensing.

5) DISTRIBUTED MIMO

Distributed MIMO can be treated similarly to massive
MIMO, with the difference that BS elements (referred to as
access points (APs) or DUs are widely distributed in space
(see Fig. 13). These bring some specific ISAC aspects [7].
In terms of coverage, D-MIMO (whether phase-coherent

in lower bands or time-coherent at higher bands) provides a
widely distributed perspective, and thus a way to localize and
track UEs and targets beyond the FoV of a single DU [112].

In terms of resolution, at lower bands, phase-coherent
operation of different D-MIMO DUs extends the high angu-
lar resolution into the spatial domain since the distributed
array sees targets and UEs from different directions. Due to
gaps in the array (with respect to half-wavelength spacing),
the high spatial resolution is coupled with ambiguities, which
may mask weak targets in the presence of stronger (more
reflective) targets [113]. Nevertheless, in combination with
delay resolution, high sensing performance can be expected.
At higher bands, resolution will instead be provided in terms
of delay and angle, thanks to large available bandwidths and
large arrays at each DU.
In lower bands, high mobility can be supported at the

expense of regular updating of beamforming weights. At
higher bands, beam tracking will limit mobility [114].

The propagation channel, under phase-coherent operation,
leads to near-field propagation effects such as wavefront
curvature and channel non-stationarity. In contrast to RIS,
each channel is directly observable, making it easier to
estimate the channels and use them for ISAC [7].
Finally, hardware impairments, calibration, and synchro-

nization include calibrating the position and orientation of
each individual element and also synchronization among the
DUs. For phase coherent operation, this knowledge should
be correct within a fraction of a wavelength [7].

In D-MIMO systems, achieving effective ISAC requires
coordination among DUs, involving either centralized or
distributed processing strategies. Centralized processing
demands extensive backhaul bandwidth to aggregate raw
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TABLE 6. ISAC aspects in relation to massive MIMO.

in-phase and quadrature (IQ) samples from DUs, par-
ticularly in lower bands, leveraging coherent processing
for spatial resolution. Conversely, in higher bands, local
estimation at DUs followed by centralized fusion reduces
backhaul load but increases computational complexity at the
fusion center. Additionally, efficient ISAC operation places
stringent throughput, latency, and synchronization demands
on fronthaul networks, driving the adoption of advanced
technologies such as optical fronthaul and mmWave backhaul
to achieve the necessary bandwidth, latency, and reliability
trade-offs [7].
Table 7 summarizes the ISAC aspects in relation to

D-MIMO.

C. ANALYSIS OF ISAC CONFIGURATIONS
ISAC will be considered in terms of different sensing
configurations, including monostatic, bistatic, and multistatic
sensing. In each configuration, a distinction will be made in
terms of transmitters and receivers being UEs or BSs.
Remark 2 (Location knowledge regarding UEs and BSs):

BSs are typically considered as static entities with known
location and orientation. In the case of NTN, however, BSs
may be mobile (e.g., UAVs or LEO satellites). Their location
and orientation may still be considered to be known (from a
combination of GNSS and internal measurements). UEs are
typically considered to be mobile with unknown location and
orientation. Nevertheless, 3GPP also considers static UEs
with known location and orientation, known as positioning
reference units (PRUs). From the geometric perspective,
these PRUs fulfill a similar role as BSs, though functionally
they are UEs, with the distinction that they have no wired
connection to the network and are not synchronized to the
network (to the extent needed for positioning purposes).
These same PRUs can thus also fulfill the role of sensing
reference units (SRUs).
In the following, we consider each sensing configuration

in light of the applications from Section II-B and the
enablers from Section III-B. The analysis does not extend

to higher-level processing (e.g., cooperation among different
entities, fusion of different sensing configurations) or the
comparison with existing sensing technologies (e.g., radar,
camera, UWB), which will be treated in Section V.

1) PARTICIPATION OF UEs IN ISAC

Depending on the capabilities and resources of UEs, they
may participate in ISAC in different manners. They could
actively perform sensing, rely on network assistance, collab-
orate with other UEs or BSs, or fully rely on network-based
sensing. Four different approaches are identified.

• Individual (Monostatic) Sensing: Mainly relevant for
unlicensed spectrum. The UE actively transmits sensing
signals and processes the reflected signals directly on-
device. This approach offers the lowest possible latency
but requires advanced on-board sensing and processing
capabilities (hardware and software), and results in
significant resource consumption. It is most useful to
ensure situational awareness (e.g., collision detection,
self-localization, navigation) in critical scenarios and
UEs with powerful capabilities (e.g., mobile robots,
autonomous vehicles, UAVs).

• Assisted Sensing: In the assisted sensing scenario,
the UE relies on network functions for sensing. The
network provides fully or partially processed sensing
information, such as a point cloud, a complete map,
object detection and tracking, or derived information
like collision warnings. This processing can be assisted
by AI. The network may deliver sensing data to
a single dedicated UE (unicast), a group of UEs
(multicast), or all nearby UEs (broadcast). The UE may
or may not have its own sensing capability, as the
network can integrate data from the UE itself, other
UEs, or BSs via the network function. Data fusion
is based on available data and sensing information,
enabling enhanced sensing accuracy, such as improved
positioning. In contrast to monostatic sensing, assisted
sensing offloads data processing to the network, making
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TABLE 7. ISAC aspects in relation to D-MIMO.

it accessible for less powerful UEs. However, this results
in higher latencies, which may make it less suitable
for time-critical applications. Network functions (see
Section V) like “sensing request,” “sensing control,”
and “sensing processing” may be required to support
this approach. For power efficiency, the BS might
implement power management mechanisms, such as
initiating sensing and processing only when requested
by a UE.

• Collaborative Sensing: In the collaborative sensing
scenario, a group of UEs and/or BSs work together
to enhance sensing capabilities [115]. The UE sends
its own raw or pre-processed sensing data to one or
multiple nearby sink nodes, such as BSs or peers,
which have sufficient processing power to act on
or forward sensing requests and fuse the received
data. While transmitting raw data provides greater
flexibility and can yield more accurate sensing outputs,
it requires significantly higher data rates and precise
time synchronization across sources. Data fusion is
performed based on the requested sensing service and
required accuracy. The UE may or may not use its own
sensing data, and this approach can be combined with
assisted sensing, where the UE either provides only its
sensing data or also consumes sensing data provided by
the network. The network can enhance sensing accuracy,
such as positioning, by incorporating data from other
localization methods like GPS or additional sensor
inputs. Time information is often critical to ensure
proper data fusion. This scenario requires network
functions such as “sensing request,” “sensing control,”
and “sensing processing.”

• Sensing Network Function: In the sensing network
function scenario, the network implements sensing or
radar as a service, enabled by BSs and/or dedicated
network sensing devices that collect and process sensing
data. UEs can request the use of these sensing functions
and receive outputs in formats similar to those used
in assisted sensing. The sensing function may also be

initiated by the network, where the BS might request
sensing data from an attached UE, if the UE agrees. The
network can broadcast, multicast, or unicast its sensing
capabilities, specifying available options such as local
or extended map information across several BSs (e.g.,
in Distributed MIMO), object tracking based on object
detection via a point cloud, or motion estimations,
which can be assisted by AI. The network may also
employ data fusion from other localization sources,
such as GPS or additional sensor data, to enhance
sensing accuracy. To support this scenario, the UE may
require an initial attach procedure to request and provide
sensing capabilities. This scenario requires network
functions like “sensing request,” “sensing control,” and
“sensing processing.”

2) MONOSTATIC SENSING

In monostatic sensing [48], [116], the Tx and Rx are co-
located (see Fig. 14). This generally means that they share
a clock and knowledge of the Tx signals. Importantly, full-
duplex capabilities are needed to transmit and receive at
the same time. In turn, this demands powerful interference
cancellation that still preserves the information in the back-
scattered channel. Monostatic sensing also has specific
relations to some of the radio enablers from Section III-B,
in particular, to RIS and massive MIMO. When installed
on a wall, a RIS can serve as a geometric reference (e.g.,
to help a UE to localize itself in a global coordinate
system) and provide around-the-corner sensing capabilities.
A massive MIMO BS acting as a monostatic sensor can
provide 3D or 4D imaging capabilities in the vicinity of
the BS.
Monostatic sensing can be performed by either a UE or

a BS. When monostatic sensing is performed by the UE,
sensing data collected by the UE is in the coordinate system
of the UE [117]. When monostatic sensing is performed by
the BS, sensing data collected is provided in an absolute
coordinate system. These functionalities can support some
of the use cases from Section II-B (see Tables 8 and 9).
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FIGURE 14. Monostatic sensing may be performed by UEs (in uplink) or BSs (in
downlink), and require full-duplex capabilities, to suppress self-interference.

TABLE 8. ISAC use cases matched to UE-based monostatic sensing.

TABLE 9. ISAC use cases matched to BS-based monostatic sensing.

3) BISTATIC SENSING

In bistatic sensing, the Tx and Rx are physically separate.
This implies generally that the Rx is not perfectly syn-
chronized with the Tx and that the Rx may not have full

knowledge of the transmitted signal (unless dedicated pilots
are used) [118]. In addition, Tx and Rx must agree on a
common reference frame in which to place the detected
targets. Bistatic sensing also has specific relations to some
of the radio enablers from Section III-B. When the BS is a
LEO satellite, the BS-UE signal over an extended observation
period can be used to localize a UE and also to sense targets
near the UE. Care must be taken to synchronize BSs in
time and frequency to avoid interference and to account for
location uncertainties of the satellite. Depending on whether
the Tx or Rx are a UE or BS, there are four cases to consider
(see Fig. 15): UE-UE (first node is Tx, second Rx), BS-UE,
UE-BS, BS-BS.

1) UE-UE bistatic sensing: Mainly relevant for operation
under unlicensed spectrum. UE-UE bistatic sensing
operates via sidelink transmission [119]. To avoid
problems related to synchronization and limited knowl-
edge regarding the transmitted signal, a round-trip-time
(RTT) protocol and the transmissions of pilots can
be considered. From that, the UEs have knowledge
of their distance, as well as differential distances to
surrounding targets, in their local coordinate system.
The different radio enablers can provide specific
benefits. Finally, the use of UE-UE bistatic sensing
can be related to the use cases from Section II-B as
shown in Table 10.

2) BS-UE and UE-BS bistatic sensing: The two cases
where the two nodes are a BS and mobile UE are
discussed jointly, given that the channel is reciprocal,
so that the same information is available in uplink
as in downlink. Information from the corresponding
received signals can be used for sensing, provided the
position and orientation of the UE are known (either
from being fixed, or inferred from the bistatic sensing
measurements2, or from other sensors) [120]. The use
of BS-UE and UE-BS bistatic sensing relates to the
use cases from Section II-B is detailed in Table 11.

3) BS-BS bistatic sensing: The last bistatic sensing con-
figuration is BS-BS [121]. The sensing signals can be
of different forms, including (i) Downlink signals from
a Tx BS, received by the receiving BS. This mode
is expected to be practically most likely approach for
bistatic sensing; (ii) Dedicated BS-BS signals in the
form of new pilots; BS-BS bistatic sensing can rely on
knowledge of the BSs location and orientation, so that
all sensing information is automatically provided in
a global and coordinate system. As BSs are typically
static, they can be tightly synchronized via GPS or
wired links. The use of BS-BS bistatic sensing relates
to the use cases from Section II-B is detailed in
Table 12.

2Also referred to as radio simultaneous localization and mapping
(SLAM) [120] or channel SLAM.

6986 VOLUME 6, 2025



FIGURE 15. Bistatic sensing. The focus of the figure is on downlink, though uplink
is also feasible.

TABLE 10. ISAC use cases matched to UE-UE bistatic sensing.

4) MULTISTATIC SENSING

The final sensing configuration is multistatic sensing,
where there are multiple transmitters and/or multiple
receivers [122], [123]. The transmitters and receivers could
be BSs, UEs, or PRUs. Multistatic sensing can rely on phase-
coherence between the different nodes (which typically
requires wired connections), time-coherence between the
different nodes (which can be achieved via over-the-air syn-
chronization or from GNSS), or non-coherent nodes (neither
time nor phase synchronized). In the last case, RTT signals
can be used to provide useful sensing information or to time-
synchronize the different nodes. Hence, the discussion below

TABLE 11. ISAC use cases matched to UE-BS and BS-UE bistatic sensing.

TABLE 12. ISAC use cases matched to BS-BS bistatic sensing.

will be limited to the two synchronized cases. Under phase-
coherent operation, precise location calibration is needed (at
the sub-wavelength level), which is challenging even at lower
frequencies and applicable to FR2 and sub-THz for narrow
niche applications. Also at phase coherent operation, near-
field channel models should be used due to the large aperture,
which also provides high spatial resolution. Phase-coherent
operation is limited to lower bands, while time-coherent
operation is possible for higher bands as well. D-MIMO is
a key technology to support multistatic sensing. Both time-
and phase coherent multistatic sensing can be used inside
the use cases from Section II-B as detailed in Table 13.
Multistatic sensing is broken down into three cases: one

Tx to several (time- or phase-synchronized) receivers, several
(time- or phase-synchronized) transmitters to one Rx; several
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FIGURE 16. Multistatic sensing exemplifying scenarios: 1) uplink UE positioning and target sensing; 2) downlink UE positioning and target sensing; 3a) uplink transmission
from several UEs (one is a PRU), which requires coordination to avoid interference; 3b) downlink transmission from several DUs, where other DUs receive and process the signal
scattered from the targets. Again the transmitters need to coordinate to avoid or control interference.

TABLE 13. ISAC use cases matched to multistatic sensing.

(time- or phase-synchronized) transmitters to several (time-
or phase-synchronized) receivers (see Fig. 16 for examples).

1) One-to-many multistatic sensing: One-to-many multi-
static sensing mainly relates to uplink sensing (UE
to several BSs, PRU to several BSs). The analysis
breaks down into two cases, depending on the type
of synchronization. Under time-synchronized BSs, this

type of sensing provides the means for time- and angle-
based UE positioning (e.g., TDoA or RTT-based) and
sensing targets. With a PRU, positioning is not needed
so only targets are sensed. Since the BSs are not
phase coherent, separate processing of each BSs signal
is possible, followed by non-coherent fusion. The
different radio enablers can provide specific benefits.
On the other hand, when the BSs can be phase-
synchronized, this type of sensing provides the means
for carrier phase-based positioning of a UE, supported
by a PRU as a reference station. Joint processing across
the BSs is needed for full exploitation of the phase
information and large aperture in uplink, placing high
demands on backhaul to carry all the raw information.

2) Many-to-one multistatic sensing: Many-to-one mul-
tistatic sensing mainly relates to downlink sensing
(several BSs to one UE, several BSs to one PRU). In
the downlink case, the signals from the different base
stations should be properly coordinated. Under time-
synchronized BSs, this coordination is of the form
of orthogonal signals (e.g., using orthogonal time-
frequency resources), so that the Rx UE or PRU
can separate the signals from the different trans-
mitters and extract the (bistatic) sensing information
from each link. On the other hand, under phase-
synchronized BSs, this coordination can take two
forms: (i) Transmitting orthogonal signals (e.g., using
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orthogonal time-frequency resources): this leads to
the largest spatial resolution due to the resulting
virtual array aperture and allows the Rx UE/PRU to
separate the signals from the different transmitters;
(ii) Transmitting beamformed signal (e.g., focusing on
a specific location): this leads to the largest signal
power in the targeted location. From the Rx UE/PRU,
the transmission appears to come from a single node.

3) Many-to-many multistatic sensing The last multistatic
sensing case is the many-to-many case. This can
pertain to several BSs to/from several UEs, several
BS to/from several PRUs, and several BSs to several
other BSs. As in the many-to-one case, signals from
different transmitters should be coordinated, depending
on if the BSs nodes are time-synchronized or phase-
synchronized. In addition, there is a sensor selection
problem in the BSs-to-BSs case in terms of deciding
which BSs should act as transmitters and which as
receivers.

IV. RF HARDWARE CONSIDERATIONS OF ISAC
Traditional transceivers used in cellular networks are usually
primarily designed for wideband communications. However,
when the same HW resources are utilized for sensing, the
hardware architecture, calibration, and various impairments
such as phase noise and nonlinear distortion must also be
addressed from the sensing perspective. Moreover, the impact
and requirements are also highly dependent on the sensing
configurations discussed in Section III-C. For example,
monostatic sensing requires full duplex support highlighting
problems with self-interference and nonlinear distortion,
while bistatic and MIMO approaches would benefit from
phase stability and coherency. Sensing approaches relying
on multiple antennas and accurate beamforming make it
inevitable also to consider the impact of beamforming/array
architectures. Moreover, the device/UE side has different lim-
itations from the RF HW employed at the infrastructure/BS
for example in terms of power and array size, as well
as possible HW complexity and cost. In general, the HW
effect is also highly dependent on the used waveform: When
using traditional communication waveforms with rather
high PAPR, the effect of power amplifier (PA) nonlinear
distortions cannot be ignored. The waveform’s ability to
handle the impairments is one of the keys when considering
the hardware impairments in ISAC as discussed in [124].

The section discusses first the transceiver array architec-
tures and their utilization for sensing. Then, the full-duplex
aspects related to RF HW are discussed in the context of
monostatic sensing. Thereafter, the section introduces and
analyzes the key RF impairments in sensing scenarios with
a focus on PA nonlinear distortion and phase noise. Phase
noise mitigation is also discussed. Then, the importance of
the anchor HW calibration and deployment for ISAC are
discussed. Finally, existing hardware prototypes used for
ISAC demonstrations are reviewed and discussed.

A. RF TRANSCEIVER ARRAY ARCHITECTURES AND
FULL DUPLEX
RF transceiver (TRx) architecture in general refers to
the architecture of how a radio signal is generated from
the digital waveform and delivered to the antennas and
vice versa. Typical radars, such as frequency-modulated
continuous-wave (FMCW), use a different architecture from
traditional communication radio. In today’s systems, antenna
arrays are considered as de-facto. Hence, in this context,
the RF TRx architecture also typically refers to the beam-
forming/array architecture. In this subsection, beamforming
architectures are first discussed in general, followed by
enabling architectures specifically for ISAC. Then, full-
duplex aspects of ISAC systems are discussed.

1) BEAMFORMING ARCHITECTURES

Modern base stations are typically equipped with tens,
in some cases even hundreds of antennas depending on
the used operation frequency. Architectures on how to
feed and control signals in Tx and Rx antennas have
been a research topic for a long time [125]. Generally,
these are often referred to as beamforming architectures. In
addition to traditional fully digital, fully analog, and hybrid
approaches, many other alternatives have been proposed and
utilized, including lens-based systems [126], [127], [128],
[129], Butler-matrices [130], and Rotman-lens-based fixed
beam systems [131], [132]. In general, lower frequencies
use more traditional antenna arrays, whereas mmWave and
sub-THz systems consider more exotic solutions such as
lenses. Furthermore, reflect arrays and intelligent reflective
surfaces are also used to control the spatial characteristics
of transmitted and received signals [128]. Many of these
architecture discussions and findings are also highly relevant
to ISAC scenarios. From an array point of view, both sensing
and communications benefit from high beamforming gain
and narrow beams. However, sensing scenarios especially
require also fast scanning of the environment. This results
in a basic trade-off between beam width and environment
scanning time, having an impact on sensing accuracy as well
as the latency of the sensing result. For the scanning speed,
digital beamforming approaches at the Rx have the superior
advantage of seeing all directions with “one look”, while the
requirement to support wide bandwidth to all elements with
high dynamic range makes them power-hungry approaches
to use for large arrays. On the other hand, in monostatic
sensing, digital beamforming approaches require extremely
high-resolution and high dynamic range data converters to
be able to separate the self-interference from the desired
scattered signal bouncing back from the environment.

2) ENABLING RF TRX ARRAY ARCHITECTURES FOR
ISAC

Many ISAC works rely on array architectures that have
simultaneous multi-beam capability [133], [134]. In addition
to traditional beam shapes (e.g., directional beams pointing
towards a certain angle with the maximum possible energy),

VOLUME 6, 2025 6989



FIGURE 17. Analog beamforming approaches: (a) typical phased array,
(b) true-time-delay based array, and (c) delay-phase controlled array. Architecture
(c) can be used to configure beam effectively to frequency scanning (ISAC) and
wideband beamforming (communication) modes.

arrays used in traditional standalone radars may also employ
so-called derivative/difference beams to further improve
the angular sensitivity [135], [136]. Such beams have also
been proven to enhance localization/sensing accuracy in
localization or ISAC applications [137]. In order to support
these types of beams, accurate array calibration is crucial and
the required phase and amplitude control is easier to achieve
with digital beamforming. In communications, multi-beam
approaches typically lead to either fully digital or hybrid
beamforming architectures, with the latter one being mainly
used in higher frequencies at FR2 and above. The most
used hybrid beamforming architecture is based on multiple
subarrays, typically implemented as phased arrays. In this
section, we focus mainly on new aspects in the phased array
domain, providing benefits for sensing applications.
Phased array-based systems that typically employ analog

beamforming are often used, especially in higher frequencies
at mmWave and sub-THz regime [138]. A traditional phased
array architecture is shown in Fig. 17(a). One of the
fundamental challenges in large phased arrays is beam
squint, where individual frequencies within the signal band
are steered to slightly different directions [139]. The beam
squint problem as such can be mitigated by using true-
time-delay (TTD) based beamforming [126]. A TTD-based
analog beamforming array is shown in Fig. 17(b). While
beam squinting is typically considered a problem from
a communications perspective, it has also been identified
as an enabler of fast beam scanning [140], [141], [142],
[143]. The fast beam scanning feature also enables faster
sensing. Especially when used together with controllable
delay elements in the individual paths or subarrays, the
system can be efficiently tuned for frequency-angular-
scanning and wideband communication modes [144], [145],
[146], [147], [148], [149]. Moreover, beam squint also has
similar frequency-dependent behavior in the distance domain
when used in the near field [150]. An array architecture that
utilizes TTDs for beam scanning is shown in Fig. 17(c).
In frequencies above 300 GHz, so-called prism approaches
have also been using similar frequency scanning properties
to localize multiple transmitters with one shot [151].
When designing an array transceiver for both commu-

nications and sensing, one of the keys is reconfigurability
to different modes of operation: Communications require a

FIGURE 18. Array configuration modes with phase-TTD array architecture for cases
(a) frequency-beam scanning mode for ISAC and (b) wideband mode for
communications. In ISAC mode the TTDs are used to spread beams over frequencies
while in communication mode wideband beam can be provided to desired direction.

wideband operation, meaning that all energy across the signal
band should be focused on the directions that enhance the
link capacity [143]. For this mode of operation, the array
would like to have the beam squint minimized. Sensing, or
in this case scanning the environment requires transmitting
and receiving to/from different directions of the array as
fast as possible. For the second mode of operation, the
array would like to have the beam squint maximized. This
kind of mode of operation has been proposed for example
in [143], [149] by using TTD circuits to control the delay
of the antenna paths. Different modes of operation can be
effectively configured by using the array approach depicted
in Fig. 17(c). The fundamental principle of the modes of
operation is shown in Fig. 18. Reconfigurability for different
modes can be also achieved by using asymmetrical signal
routing from antennas to the sum node [152], [153], [154].
Proper utilization of beam squint can also potentially enhance
scanning resolution in smaller arrays, making it an attractive
solution for the device side where the possible antenna area
is limited.

3) FULL-DUPLEX OPERATION FOR MONOSTATIC
SENSING

As discussed in Section III-C2, monostatic sensing is
performed by collocating the Tx and the Rx of the sensing
setup of interest at the same point in space. In particular,
in such a setup, the Tx emits RF signals which after being
reflected by the surrounding environment are collected by the
Rx. Provided the knowledge of the transmitted signal and the
tight synchronization between the Tx and the Rx, conclusions
can be drawn regarding the surrounding environment via
either radar signal processing or channel state information
(CSI)-based sensing. It is clear from the description in
Section III-C2 that the efficient implementation of mono-
static sensing requires a full-duplex (FD) or pseudo-FD
operation, as highlighted in Fig. 19.
Theoretically, without considering any limitation regarding

implementation, the in-band full duplex (IBFD) operation
(i.e., the ability to transmit and receive simultaneously in
the same frequency band) is the preferred operation for a
monostatic sensing transceiver. This is because it provides
flexibility in terms of pulse design (pulse duration and pulse
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FIGURE 19. Full duplex architectures for ISAC. (a) MIMO IBFD provides additional
isolation over (b) single antenna IBFD due to separated antennas and/or beamforming.
(c) Pseudo FD relies on very fast switching between transmit and receive modes.

repetition interval) and consequently design of the coverage
area [155]. In addition, IBFD operation can act as an enabler
to concurrent communication and sensing [156]. However,
the practical implementation of IBFD in the monostatic case
is challenging, primarily due to a) self-interference (SI), i.e.,
the direct interference of the Rx from the Tx; and secondary,
in certain deployments, due to b) cross-link interference
(CLI), i.e., interference from neighboring communication or
sensing links.
Focusing on a single monostatic transceiver, the main

challenge for bringing IBFD into reality is the cancellation
of the SI in the sensing transceiver. In general, a suppression
of more than 100 dB of SI is required [157]. This has to be
done as the combination of: a) isolation of the transmit chain
from the receive chain, and b) cancellation of the remaining
SI [157] in the analog and digital domains. Regarding
the isolation of the transmit from the receive chain for
a single antenna transceiver, this can be achieved via the
use of a circulator [158]. However, circulators provide a
relatively small isolation of about 20 dB at 6 GHz [157]
and in higher frequency systems they are bulky, lossy, and
challenging to integrate [159]. An alternative approach of
isolation is based on the use of multiple antennas, where,
the sensing transceiver is potentially decomposed to separate
transmit and receive chains, with each chain having its
own dedicated antenna array [160]. Without considering any
form of (analog or digital) cancellation, and mainly for
the FR2 bands, this method achieves isolation of up to
40 dB at the cost of physical space and advanced antenna
design [157].

An additional tool for suppressing SI, especially for the
IBFD multiantenna architectures, is the use of RF, digital, or
hybrid processing. The objective of this processing, provided
the knowledge of the transmitted signal, is to remove/subtract

the remaining SI signal or its replicas [157]. However, the
removal of the remaining SI signal can be a challenging
task. This is due to hardware imperfection which can result
in a random component to the actual transmitted signal. In
general, this kind of cancellation results in values ranging
between 30 and 60 dB [157]. Recently, the use of machine
learning has emerged as a research topic to further improve
performance in face of hardware imperfections [161].
From the above, it becomes clear that the practical imple-

mentation of IBFD (sensing) transceivers is challenging. In
fact, this is clearly reflected in standardization forums, such
as 3GPP, and the absence of commercialization of IBFD
architectures. However, initial results for an FD scheme,
with duplexing in the bands of the same carrier, called
sub-band full duplex (SBFD) for the case of BS sensing
can be found in [161]. Beyond the previous approaches for
implementing FD monostatic sensing, pseudo-FD operation
can be exploited. For example, by carefully controlling
the duration of the transmitted pulses, it is possible to
have a serial transmission and reception of signals. This
approach closely follows the classical monostatic radar
approach where transmission is switched off during reception
and vice versa [155]. More advanced architectures can be
designed using a combination of spatial filtering, possibly
using two antenna arrays and time duplexing of transmission
and reception. However, special care should be given
with respect to the switching times, connecting both with
beam switching/forming and transition from transmission to
reception, along with the treatment of the interference from
the secondary lobes.

B. RF IMPAIRMENTS AND CALIBRATION IN ISAC
Modeling and mitigation of RF impairments for wireless
communications have been an active research topic for
decades. However, studies focusing on the sensing scenarios
in the ISAC context are few. In communication systems, the
two most studied RF impairments are nonlinear distortion
of PAs and phase noise of LOs. Moreover, the calibration
of phases across multiple access points and mobile devices
is important when utilizing phase information for sensing.
This section addresses nonlinear distortion, phase noise, and
calibration.

1) PA NONLINEAR DISTORTION IN ISAC

Over the last decades, several studies have shown that non-
linear distortion from the PA increases the error vector
magnitude (EVM) of the received information symbols in a
communication system [162], [163], [164], [165]. However,
the effect of a non-linear PA on the sensing performance of
a ISAC system has been relatively less investigated in the
literature. Reference [124] studied the sensing performance
of OFDM and single carrier (SC) modulation in a monostatic
ISAC system with non-linear PA. It considers a memory-less
PA, for which the time-domain PA distortion over con-
secutive samples is independent and identically distributed,
irrespective of the waveform. Therefore, due to the central
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FIGURE 20. Range ambiguity function with and without PA distortion for one
realization of the transmitted information symbols. A system with 64 QAM
constellation, block length 1024, root raised cosine filter with roll-off factor 0.3 and a
cubic PA model at 0 dB back-off in a thermal noise-less setup is assumed [124].

limit theorem, the PA distortion in the frequency domain is
shown to be complex-normally distributed. Hence, similar to
thermal noise, which increases the noise floor of the range-
Doppler (RD) ambiguity function, the PA distortion also
increases the floor of the RD ambiguity function in OFDM
and SC. This is depicted in Fig. 20.
Furthermore, [124] shows that the variance of the

frequency-domain PA distortion is modulation-dependent.
SC has a lower variance compared to OFDM, thanks to the
low PAPR of the SC modulation. Interestingly, this does not
ensure a better sensing performance using SC modulation.
This is because the computation of the RD map involves
dividing the received signal by the transmitted signal in
the frequency domain (fast-time processing). During the
division, SC causes severe noise enhancement compared
to OFDM, as the distribution of the frequency-domain
transmitted signal in SC and OFDM is different. Therefore,
the beneficial effect of the lower PAPR, and thus the lower
PA distortion in the SC system is outweighed by the noise
enhancement. Consequently, SC modulation has an inferior
sensing performance compared to OFDM in most operating
regions in the presence of a non-linear PA. Although [124]
investigated the effect of PA distortion in a monostatic ISAC
system, the impact of PA distortion in other flavors of ISAC
requires further investigation. Notably, the impact of PA with
memory in a multi-antenna setup operating in mono/bi/multi-
static ISAC modes remains an open question.

2) PHASE NOISE IN ISAC SYSTEMS

Phase noise results from imperfections in the LO, causing
random phase variations in the transmitted signal [166].
In communication systems, phase noise can be effectively
compensated by using different techniques. In 5G NR, the
phase tracking reference signal (PTRS) is introduced to
mitigate phase noise (PN) and improve the performance
of high-frequency communications, particularly in FR2
bands [167, Sec. 10.5]. PTRS is used primarily to track
and compensate for PN, which becomes more significant at
higher frequencies (e.g., above 24 GHz) due to the instability
of oscillators [166]. The location and density of PTRS in the
resource grid are configurable, depending on the subcarrier
spacing and modulation scheme.

FIGURE 21. Block diagram of shared LO source in monostatic sensing and PN
mitigation using delayed Rx LO signal.

Under the ISAC framework, PN in monostatic sens-
ing exhibits a peculiar characteristic that differs from
bistatic/multistatic sensing and communication setups due
to the use of a shared oscillator for up-conversion of the
transmit ISAC signal and down-conversion of its backscat-
tered echoes in the co-located sensing Rx, as depicted in
Fig. 21. More specifically, the PN in the monostatic sensing
observations corresponds to a differential/self-referenced PN
process that results from taking the difference of the
original PN process and its time-shifted version delayed
by the amount of round-trip delay of the target [168].
This leads to the so-called range correlation effect, which
refers to delay-dependent statistics of PN in monostatic
sensing [168], [169], [170]. Such a property does not arise at
communications or bistatic sensing receivers since different
oscillators are employed at remotely located transmitters
and receivers, leading to independent PN processes, unlike
in a shared-oscillator monostatic ISAC transceiver. An
intriguing implication of delay-dependent PN statistics is the
possibility to exploit this characteristic to improve ranging
performance, moving beyond the traditional approach of
treating impairments purely as detrimental effects to be
mitigated, but rather to be exploited [168].
In the single-target scenario, the impact of phase noise

can be minimized by delaying the common LO signal in the
Rx path as shown in Fig. 21, such that when τLO = τ channel,
the phase noise can be perfectly eliminated, recovering the
PN-free sensing performance. PN mitigation through delayed
Rx LO is tested for different carrier frequencies and target
distances (R) and is presented in Fig. 22. In a typical
monostatic TRx architecture, i.e., without the LO delay line
(τLO = 0), the PN of the reflected signal from the target is
correlated with the Rx phase noise for small target distances.
The received PN from the channel upon combining with the
PN of the Rx causes a slight reduction in phase noise due to
the delay difference caused by channel delay. However, for
large target distances, the PN in the backscattered and the
Rx LO becomes highly uncorrelated due to large delays in
the channel, thereby increasing range error as shown by the
star sign in Fig. 22, especially at higher carrier frequencies.
Remark 3 (Generalization to D-MIMO): In uplink

D-MIMO OFDM communications, the impact of PN can
significantly vary depending on whether distributed APs use
separate LOs or a shared LO [171]. In the case of separate
LOs per AP, a distributed PN-aware channel estimator
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FIGURE 22. Range error in monostatic sensing caused by the LO PN vs the delay
difference between the delay used in the Rx LO (τLO) and the actual channel delay
(τ channel). The PN is measured over 100 MHz bandwidth and evaluated for different
carrier frequencies (fc ), i.e., (a) fc = 30 GHz, (b) fc = 300 GHz. The � sign represents
the range error when τLO is set to 0.

FIGURE 23. Illustration of anchor calibration and deployment in ISAC systems.

can be developed to independently estimate channels per
AP. A shared LO reduces hardware costs and simplifies
synchronization but introduces correlated PN among APs,
which degrades centralized combining performance due to
correlated interference. However, this correlation can be
exploited in channel estimation to mitigate PN effects [171].
In particular, one can devise a centralized estimator that
iteratively refines common phase error (CPE) and channel
estimates to mitigate correlated PN. Such an estimator can
substantially improve performance in shared LO scenarios
compared to conventional estimators, reducing the adverse
impact of correlated PN. Overall, while a shared LO
setup introduces challenges in D-MIMO setups, properly
exploiting PN correlation in estimation can recover much of
the lost performance due to PN.

3) ANCHOR CALIBRATION AND DEPLOYMENT FOR ISAC

The performance of ISAC systems relies on both effective
anchor (BS or PRU) deployment and precise calibration (e.g.,
in terms of location, orientation, or hardware effects), as
illustrated in Fig. 23. Unlike communication systems, which
focus on the end-to-end channel of a point-to-point link,
positioning and sensing depend on accurately estimating
the geometric relationships between the target and multiple
anchors. Hence, the deployment strategy and calibration
requirements are different for communication, positioning,
and sensing tasks. Deployment establishes the foundation
for system coverage, ensuring that anchors are optimally
placed to minimize signal blockages and maximize spatial

diversity [172]. Calibration complements deployment by
estimating accurate anchor states, including geometry states
(e.g., position and orientation) and hardware impairments
(e.g., mutual coupling), which are critical for maintaining
high-precision sensing [102]. Together, deployment and
calibration enable ISAC systems to meet the stringent
requirements for future applications such as autonomous
vehicles, industrial automation, and augmented reality.
Various types of sensing anchors should be considered

in the deployment phase, such as active anchors (e.g.,
base stations), passive anchors (e.g., RISs), and assisting
anchors (e.g., other users in the scenario of cooperative
sensing). Poorly placed anchors can lead to sensing coverage
gaps while providing adequate communication coverage,
reduced localization accuracy, and degraded communication
reliability. Advanced deployment strategies leverage heuristic
or machine learning algorithms to identify optimal anchor
locations based on environmental constraints and application
requirements [173]. Additionally, emerging technologies like
fluid and movable antennas provide dynamic deployment
capabilities, enabling real-time optimization through feed-
back [174], [175]. In dynamic scenarios, mobile anchors
such as drones (which are localized using, e.g., GNSS) can
further enhance the adaptability of the system, ensuring the
service availability of ISAC systems [176].
Geometry calibration ensures that the spatial states of

anchors, such as their position and orientation, are accu-
rately determined (re-calibration may be needed, e.g., after
severe weather). These parameters are critical for effective
localization in sensing tasks, which reflects the relationship
between anchors and targets [177]. Similar to localization
tasks, calibration can be treated as state estimation of the
anchor. Specifically, channel parameters measurements like
ToA and AoA can be estimated first, followed by the
algorithms such as triangulation or maximum-likelihood
estimation [178]. Near-field scenarios, with their complex
spherical wavefronts, demand more sophisticated calibration
techniques than far-field scenarios [60]. Usually, the mis-
specified Cramt’er-Rao bound (MCRB) can be used to assess
the impact of geometric mismatches and guide calibration
precision based on application requirements [179].

Hardware calibration is essential for mitigating impair-
ments such as pixel failures, mutual coupling, and
phase-dependent amplitude variations, all of which
can significantly impact the performance of ISAC
systems [90], [180]. Offline calibration, conducted in con-
trolled environments, establishes a baseline for hardware
accuracy, while online calibration addresses real-time impair-
ments to ensure system integrity during operation [168].
Although agent-based calibration methods, which rely on
known states, can achieve high accuracy, joint positioning
and calibration approaches offer autonomous solutions and
are widely used [181]. For complex hardware impairment
models, machine learning-based methods have emerged
as a preferred choice, providing efficient and adaptive
solutions [182].

VOLUME 6, 2025 6993



TABLE 14. Summary of Recent Studies on ISAC hardware implementations, applications, and channel modeling.

C. HARDWARE DEMONSTRATORS FOR ISAC
Recent research has provided substantial advancements in
the theoretical frameworks and design principles for ISAC as
discussed in the previous sections. From another perspective,
hardware implementations and prototyping have played a
critical role in demonstrating the feasibility of ISAC in
practical scenarios, as summarized in Table 14. In [133],
multibeam techniques using steerable analog antenna arrays
were introduced in an ISAC setup, complying with modern
packet communication systems with multicarrier modulation.
A prototype system supporting multi-domain cooperative
communication was described in [183], enabling real-time
communication and accurate sensing for complex environ-
ments. The designed prototype aligns with the 5G New Radio
standard, offering scalability for up to 16 UEs in uplink
transmission and 10 UEs in downlink transmission. Recent
surveys such as [190] emphasized the importance of inte-
grated platforms for validating ISAC systems. Moreover, the
development of mmWave testbeds, as highlighted in [184],
has provided a versatile tool for academic and industrial
exploration of ISAC technologies.
Applications and use cases of ISAC have shown its

versatility in fields such as vehicular networks, the Internet
of Things (IoT), and 6G wireless communications. In [185],
predictive beamforming techniques were evaluated for
vehicular networks, demonstrating improved communica-
tion reliability through radar-assisted channel adaptation.
Challenges in integrating ISAC into IoT systems, including
spectrum sharing and scalability, were addressed in [186].

Efforts in channel modeling and performance evaluation
have provided essential insights into the practical imple-
mentation of ISAC. Channel modeling studies in [187]
investigated the midbands, mmWave, and sub-terahertz
(THz) frequencies for ISAC, emphasizing the need for new
models that account for both sensing and communication
requirements. In [188], a networking-based ISAC testbed was
developed, exploring multi-node cooperative perception and
data sharing in networked environments. Here, the demodu-
lation reference signal associated with the physical downlink
shared channel is fully utilized to jointly estimate the velocity
and distance of targets. Accurate channel modeling plays a
pivotal role in the design of ISAC systems, as the shared
scatterers arising from multiplexed hardware and environ-
mental overlap can profoundly affect both communication
and sensing functionalities. Moreover, [189] presents a sub-
6 GHz D-MIMO measurement system tailored for ISAC
in industrial environments. The study evaluates channel
characteristics, including diversity and link reliability, while
also demonstrating multistatic sensing capabilities with posi-
tioning accuracy below 20 cm. These findings emphasize the
need for new spatially consistent channel models that address
nonstationary properties in ISAC hardware setups. A recent
study [171] has highlighted the importance of capturing the
channel sharing degree, which serves as a key metric for
realistically evaluating and optimizing the deployment and
performance of ISAC systems. These studies underscore the
importance of accurate modeling and evaluation in advancing
ISAC technologies.
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Along with channel modeling, channel sounders play
a pivotal role in ISAC systems, enabling precise char-
acterization of wireless channels for both communication
and sensing functionalities. They provide essential data
on parameters such as delay spread, Doppler shifts, and
angular profiles [191], which are critical for optimizing ISAC
performance. In a recent experimental study [95], a multi-
band channel sounder was utilized for experimental channel
characterization in the upper mid-band. This work provides
detailed insights into the propagation characteristics across
different bands, which are crucial for ISAC system design
and optimization. By offering high-resolution measurements,
this study advances the understanding of the channel condi-
tions under practical deployment scenarios, highlighting the
role of channel sounding as a cornerstone for ISAC research.
An important consideration in ISAC systems is the mitiga-

tion of hardware impairments, which can significantly impact
performance in practical deployments. Such impairments
include phase noise, IQ imbalance, power amplifier non-
linearities, and ADC/DAC imperfections. In [133], steerable
analog antenna arrays were utilized to minimize phase noise
and ensure precise beam alignment in hardware-constrained
environments. The ISAC prototype described in [183]
incorporated calibration and error correction algorithms to
handle non-linearities and other imperfections effectively.
Additionally, the mmWave testbed in [184] implemented
advanced signal processing techniques to counteract non-
linearities and phase noise, ensuring robust operation in
high-frequency ISAC applications. These efforts highlight
the critical role of hardware impairment mitigation in
bridging the gap between theoretical ISAC designs and
practical implementations.
As the field progresses, future research directions for

ISAC hardware implementations and prototypes focus
on developing efficient, low-latency, and high-bandwidth
systems capable of seamlessly integrating communication
and sensing functionalities. Key areas include designing
reconfigurable antenna systems, compact multi-functional
transceivers, and energy-efficient circuits to support real-
time operations. Prototypes should prioritize adaptability to
diverse deployment scenarios, including vehicular networks
and smart urban environments. Addressing impairment miti-
gation will involve sophisticated signal processing algorithms
to combat challenges such as phase noise, interference, and
hardware non-linearities. Collaborative efforts in integrating
machine learning for adaptive impairment correction and
enhancing hardware resilience are critical to advancing ISAC
systems.

V. ISAC AT HIGHER LAYERS—PROTOCOLS AND
FUNCTIONS
For ISAC to work properly in a large set of scenarios, there
has to be methods to configure the different parts of the
network involved in the various ISAC tasks. Further, there
has to be APIs or similar functionality to make data available
where needed. Finally, the exposure of data, configuration

of involved network nodes and ISAC measurements have to
be performed only by authorized parties while keeping all
data secure. In addition, privacy of individuals need to be
ensured. In the following sections the above mentioned parts
are described in detail and put into context, i.e., how are all
high layer parts connected.

A. INTRODUCTION TO SENSING ARCHITECTURE
A sensing session is initiated by a request from an
application; in the following referred to as sensing request.
The nodes involved in a sensing session are configured
based on the information comprised or determined from a
sensing request. For example, the sensing request probably
includes an area of interest. The system includes a control
function that relies on information in the sensing request,
such as the area of interest to configure sensing units
(SUs), i.e., transmitters and receivers, that perform sensing
measurements. It may be so that the request includes details
regarding the area of interest, e.g., asking for the position
of an object within an area of interest or maybe even
characteristics of the object, such as is it a car or a human.
Such details further help the system during the configuration
of involved units, e.g., letting a sensing process unit that
interprets received sensing data know that it should look for
an object when processing data.
A sensing session is characterized by one or more BS

and/or UE, located in a way that enables sensing of the area
of interest, radio resources needed for the sensing measure-
ments, and availability of necessary functions to control and
process the sensing data. Thus, the sensing process aims at
ensuring the availability (e.g., activating or configuring for
sensing), configuring (e.g., sensing monitoring periodicity or
the time span, specific radio signals, radio measurements,
measurement reporting for sensing) and/or collecting sensing
radio measurements from one or more BS and/or UE. In the
following sections, different functions and procedures are
described in a functional architecture. The different nodes
involved in the sensing session are described with focus on
their parts in the session. The sensing control and sensing
processing are sometimes referred to as the SeMF. As shown
in the figure, the detection is requested via a control plane
(CP), whereas the output / result is provided via a data plane
(DP) [192]. CP and DP separation enables building each
with the right technology and capacity, see Fig. 24.

1) SENSING REQUESTS

To initiate a sensing session, an application sends a sensing
request with information on what type of result it expects
from this session. Hence, the request includes at least an area
of interest and an application identifier (ID). However, it is
likely to include a request to determine if there is an object
within the area of interest and if this object has a particular
shape, moves, etc. The request could also include priority
information to be used when scheduling measurements; e.g.,
a request from a first responder would be treated with higher
priority than a request from a best effort user application.
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FIGURE 24. Functional architecture for ISAC with UE involvement.

A “sensing requests” function receives the request and from
the application ID the function, perhaps with assistance from
other core network functions, determines if the application
is authorized to request sensing in this location or at all.
The application can be external, i.e., some entity requests
information from the network, or internal, i.e., the network
itself requests the information. The application can be
connected to the sensing system via an API running on top
of an existing exposure framework (e.g., the NEF, common
api framework (CAPIF), network-as-a-platform (NWaaP),
etc.), via an existing data distribution network (e.g.,
evolved data collection architecture (EDCA)) or via a new
interface.

2) SENSING CONTROL

The sensing control function (SCF) is responsible for
mapping requests into actual ISAC measurements, translating
requested sensing areas into necessary entities (base stations
and, possibly UEs), finding the UEs to be involved (mapping
area into relevant UEs), and finally configuring the entities
to be involved in sensing (base stations and, possibly, UEs).
The SCF provides information used by the scheduler to coor-
dinate resource sharing between sensing and communication,
e.g., sharing radio resources in time, frequency, sharing
available antennas, transmission power, processing capabil-
ities, etc. There might be a performance trade-off between
the communication capacity and the sensing performance,
since more resources allocated for sensing would naturally
improve sensing performance, but at the same time would
leave less resources available for communication. In a basic
deployment, the nodes depicted in Fig. 24 would all be
available in a cell and therefore the SCF is co-located with
the scheduler. Similarly, the cell would include sensing units
and the sensing processing node. However, cells can have
different size and shape, so alternative deployments will
be possible. For example, the SCF can be implemented
as a single node, in case the cell is large. Otherwise,
the SCF can be distributed over multiple nodes, in case
there are many small cells where users frequently move
between cells. The SCF is most likely deployed in the same

communications networks as all or some SUs but even here
other deployments could be possible, e.g., when one or
more SUs are deployed in a 5G communications network,
while the associated SCF is part of a 6G communications
network.

3) SENSING PROCESSING

The sensing processing function (SPF) interprets the sensing
measurements and converts them into a sensing result in a
format meaningful to an external application. The available
local data are handled by this function, for example, the BS
ID and observations. Local data is forwarded from the SCF
and comprises information from the request, information the
SCF has on the surrounding environment, and information
on the deployed sensing units. In addition, sensor fusion
information could be included to improve results. The data
can be raw data, measurements, reported events, etc. The
amount of signaling overhead between the nodes to exchange
the data (e.g., reporting periodicity, raw data vs. event
reporting, etc.) and the amount and type of processing per
node will depend on the use case and the functional split
between the nodes involved in sensing data processing.
This function also ensures that the privacy, for example, of
bystanders is protected. The SPF can be a separate entity
in the network or can be part of another node, e.g., in
a BS or UE. In addition, the deployment of the SPF can
be distributed in an UE or RAN node, in a core node,
or in a positioning node. The SPF may be implemented
together with or as a part of SCF depending on the scenario
and the actual use case. The measurement data may be
voluminous, especially when data involves IQ samples, so
there needs to be sufficient transport capacity. Although
the characteristics of measurement data may be similar
to user data, they are not the same. Therefore, it makes
sense to introduce a data plane for the measurement data.
Such a data plane could also be used for AI and compute
services.

4) SERVING BS

The serving BS supports the UEs involved in the sensing
process with legacy connectivity. In the figure, the BS is
depicted as being a separate node; however, in reality, the BS
can be involved in the sensing process. The BS to which the
UE is connected will, e.g., forwards sensing measurements
received by the UE to the SPF. As such, the serving BS
schedules the UE for the communication service and ensures
that the UE is given opportunities to perform its role (Rx/Tx)
in the sensing measurement process.

5) SENSING UNIT

Finally, the SU consists of sensing capable RAN entities
and UEs, e.g., base stations and UEs having the capability
to sensing radio signals (SeRS) used for ISAC as well as
reporting measurement results. An SU can be capable of
at least one of the following: (i) Radio signal transmission
used for sensing, (ii) Radio signal reception used for
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FIGURE 25. Sequence diagram for a sensing session with UE involvement. (Blue text represents actions due to UE involvement).

sensing, or (iii) Radio measurement used for sensing.
Multiple SUs with the same or different capabilities can
be involved in a sensing session. The involved SUs may
apply different radio access technologys (RATs), e.g., an
SU, capable of receiving transmissions from several RATs,
can receive radio signals for sensing from transmitting SUs
to different RATs if this is required to fulfill the sensing
request.

B. SENSING SESSION AND THE ROLE OF THE SEMF
The implementation of sensing services in next-generation
communication systems requires the introduction of a SeMF.
This function encompasses two primary components: sensing
control and sensing processing. Building upon the functions
introduced in the previous section, this section examines the
control function and its essential components required for a
sensing session. While the SCF manages most of the sensing
process, certain use cases require input from other system
components. For example, when UE devices are involved
in the sensing process, additional coordination is necessary.
This includes locating optimal UEs based on their positions
and coordinating measurement timing through mechanisms
such as paging. Fig. 25 illustrates the architecture of a
communication system, highlighting the integration of new
sensing functions and their role in processing application-
based sensing requests. Fig. 26 provides a detailed functional
analysis of the SCF. Despite we outline the specific capa-
bilities and requirements of the SCF, it should be noted that
the final implementation may involve adjustments to both
the node-level distribution of capabilities and the associated
terminology.

The sensing request serves as a crucial component in
the process, as it largely determines the configuration of
all involved nodes. Each request must contain two essential
elements, i.e., an area of interest and an application ID.
The request may also include additional specifications such
as sensing QoS requirements or target characteristics (e.g.,
size, shape, movement patterns, velocity, and other relevant
parameters). Each request may require its own configuration,
unless the new request covers the same area as another
recent request. Before reaching the SCF, all requests undergo
authentication and validation procedures to ensure security
and compliance.
As illustrated in Fig. 26, the sensing request is initially

processed by a request handler. This function maintains
comprehensive information about the network conditions,
SU capabilities, environmental parameters and available UE
that can function as SUs. The request handler forwards
relevant information to the SPF. The SPF analyzes two
key aspects, request requirements & specifications and
system configuration, including deployment geometry and
SU capabilities. Based on the request geometry, the SPF
assigns preliminary roles to available SUs, designating each
as either a Tx or Rx. The request then moves to the sensing
unit selection function (SUSF), which determines appro-
priate sensing modes (e.g., monostatic BS-based sensing,
bistatic BS-based, UE-assisted sensing) based on multiple
factors (e.g., SU availability and capabilities, geometric
configuration, environmental conditions or specific sensing
requirements). The SUSF coordinates with the cell scheduler
to manage radio resource distribution across all services
within the cell.
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FIGURE 26. Detailed view of the sensing control function.

While this description assumes collocated functions,
alternative deployments may be necessary for specific use
cases. For example, when tracking an object along a
known trajectory, the SUSF determines resource allocation
requirements and distributes them to all involved BSs. These
requirements are then incorporated into the BS schedulers’
resource allocation processes. Similar to the collocated
case, the SUSF provides BSs with two key elements, i.e.,
sensing resource configuration and reporting requirements
for sensing-related information and measurements, including
target data, signal analysis (periodograms) and environmental
mapping (point clouds). For bistatic or multistatic sensing
procedures, measurement results are transmitted only to
the SCFs designated for receiving and processing sensing
signals.
BSs and UEs selected by the SUSF implement the

validated configuration and begin sensing procedures based
on their assigned roles (i.e., Tx of sensing signals and/or
Rx of sensing signals). BSs and UEs designated as
receivers forward sensing measurements to the SPF. The
SPF processes this collected data to generate appropriate
output for the requesting client. The output format varies
based on the requested service type and may include target
identification lists, object tracking information or raw sensing
measurements for third-party processing.

C. COMPUTING AND APPLICATION LAYER
The integration of ISAC in 6G necessitates advanced
computing frameworks capable of handling the diverse
demands of real-time data processing, latency-critical appli-
cations, and distributed sensing. This section examines the
technical implications for exposing data that is generated
from ISAC services to internal/external consumers (e.g.,
vertical applications), and optimization strategies associated
with the placement of the data consumer components,
as well as compute offloading for ISAC-specific use
cases.

1) API EXPOSURE FOR ISAC SERVICES

The exposure of network capabilities, including sensing and
computational resources, to external applications is critical
for realizing ISAC use cases in 6G. 3GPP’s SEAL [193]
and the CAPIF [194] are two frameworks, which may play
complementary roles in enabling this functionality. SEAL
focuses on exposing advanced 5G-specific services, such
as location data, sensing functions, and QoS management,
through tightly integrated interfaces within the 5G service-
based architecture. By working closely with the NEF, SEAL
ensures secure, real-time access to network capabilities
required for latency-sensitive and resource-intensive appli-
cations like navigation and real-time object detection.

2) OPTIMIZATION OF ISAC CONSUMER APPLICATION
PLACEMENT

ISAC use cases, such as object detection, navigation, and
collaborative sensing, involve tasks that must be processed
at different layers of the compute continuum—UEs, edge
nodes, and centralized cloud resources. ISAC-specific sce-
narios that call for tailored optimization include object
detection and tracking, collaborative sensing, and energy-
constrained UEs. In the case of object detection and tracking,
processing high-resolution sensor data for real-time object
identification is offloaded to edge nodes to achieve sub-
millisecond latency. Coordination across multiple nodes
ensures accuracy in multi-sensor deployments. In the case of
collaborative sensing and localization, data from distributed
UEs is aggregated and processed at edge servers. Dynamic
resource allocation ensures real-time updates in scenarios
like cooperative autonomous navigation of robots. Finally,
in the case of energy-constrained UE, offloading computa-
tionally expensive tasks reduces the energy burden on UEs
while ensuring they operate within their thermal and power
limits.
Optimizing the placement of these applications involves

balancing computation, latency, and energy constraints
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dynamically across these resources.The placement process
may rely on AI-based optimization algorithms implemented
within orchestration frameworks. These orchestrators con-
tinuously monitor metrics, including (i) compute load: the
availability of processing and memory resources across
the network nodes; (ii) latency metrics: end-to-end latency
thresholds required by ISAC applicaitons, especially for
real-time scenarios like collision avoidance; (iii) energy
efficiency: battery constraints at UEs and energy consump-
tion profiles of edge and cloud nodes; (iv) reliability and
resilience: the operational state of computing nodes and their
trust scores based on historical performance and dynamic
assessments.
The orchestration framework must ensure that computa-

tionally intensive functions, such as object classification or
sensor data fusion, are executed on edge nodes to minimize
latency. Conversely, tasks requiring less stringent latency or
greater computational power, like predictive analytics for
navigation, may be offloaded to centralized resources.

3) COMPUTE OFFLOADING FOR ISAC

Compute offloading plays a central role in ISAC by
transferring processing tasks from resource-constrained UEs
to network nodes with higher computational capabilities.
This is particularly critical for scenarios involving high-
dimensional data, such as multi-sensor fusion, where local
processing would result in prohibitive latency or energy
costs.

• Dynamic workload partitioning: Tasks are divided into
modular components using containerized or virtualized
frameworks, enabling lightweight execution on hetero-
geneous platforms.

• Synchronization overhead: Synchronizing offloaded
modules with remaining local application components
involves additional communication. Optimized data
encoding and secure transport protocols, such as
encrypted session-based communication, mitigate these
overheads while maintaining system integrity.

• Mobility support: UEs operating in dynamic envi-
ronments require robust mobility-aware mechanisms.
For instance, migrating an ongoing offloaded task
between edge nodes while preserving application state is
essential for maintaining service continuity in scenarios
like autonomous vehicle navigation.

4) SENSING POWER MANAGEMENT

There could be various use cases for sensing power man-
agement, but all require sensing as a network function.
Sensing and processing in the BS (if implemented here)
might be switched off unless requested by a UE or other
BS. UEs contributing to sensing in case of collaborative
sensing, might be controlled by the BS or network to enable
or disable sensing on UEs. One example: An Autonomous
Ground Vehicle at a charging station might not contribute
to sensing and therefore the sensing function of the UE
will be disabled. In case of multiple UEs are contributing

to then sensing function and received information of a set
of UEs look similar or the requested accuracy is already
sufficient, UEs could be disabled. This in a turn results in
less sensing processing power used in the BS or network.
In an industrial environment sensing might be scalable
on demand to enhance accuracy. Dynamic balancing of
data rates or bandwidth for communication and sensing
bandwidth might be an option. If only low communication
bandwidth is required, the remaining bandwidth could be
used for sensing. This provides a trade-off between required
data rates and sensing accuracy. Additionally, management
of sensing refresh-rate could contribute to power savings.
Lower sensing refresh-rates (less processed frames) results
in lower power consumption. For the device class RHDRBL
this might be limiting due to higher resulting latency. Also,
the transmit power could by dynamically adapted to save
power. But lower transmit power reduces the maximum
achievable distance for sensing and communication.

D. SECURITY AND PRIVACY
In addition to numerous technological benefits, ISAC also
introduces various security and privacy threats. The inclusion
of sensing data, which may contain sensitive personally
identifiable information (PII), makes ISAC-based applica-
tions more vulnerable to privacy threats such as location
tracking, identity disclosure, profiling, and the misuse of
sensed data [195]. Moreover, the addition of new components
such as network functions and interfaces makes the ISAC
system more prone to security attacks by providing additional
avenues to adversaries to attack.

1) SECURITY AND PRIVACY THREATS

The security threats in ISAC pose challenges to the confi-
dentiality, integrity, availability (CIA) of communication as
well as sensing data. On the other hand, the privacy threats
are mainly due to the involvement of human sensing targets
and the associated PII collected, which give rise to threats
like linkability, identifiability, and observability. Table 15
provides the summary of security and privacy threats in ISAC
where security threats are identified as per the spoofing,
tampering, repudiation, information disclosure, denial-of-
service, elevation of privilege (STRIDE) framework [196]
while privacy threats are enumerated as per the linkabil-
ity, identifiability, non-repudiation, detectability, disclosure
of information, unawareness, non-compliance (LINDDUN)
framework [197]. Below, we discuss the potential threats in
the sensing environment, the network, and the network-to-
application interface.

• Threats in the sensing environment: The wireless
interface between the SU and the target is susceptible
to several passive and active threats due to its open
nature [198]. Attackers could spoof the SU or the target,
inject false signals, or tamper with sensing data, leading
to inaccurate or misleading results. Additionally, denial-
of-service (DoS) attacks can occur when attackers flood
the SU with excessive requests or jamming signals,
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TABLE 15. ISAC threat table.

causing the SU to fail in initiating or maintaining
its functions. Compromising the confidentiality and
integrity of communications via lack of encryption,
weak authentication and access control could lead to
unauthorized access. Privacy threats also emerge when
sensitive target data, such as location and behavior,
is intercepted, allowing attackers to track movements
or build profiles [199]. Since the wireless signals can
be easily intercepted, attackers could monitor target
activities, track movements, or link specific individuals
to their behavior [200].

• Threats inside the network: The network serves as
the backbone of communication and sensing func-
tions, making it a prime target for various security
breaches [201]. Attackers may attempt to exploit
network vulnerabilities, gain unauthorized access
to the network components, or manipulate data.
Compromising network authentication or access con-
trol could allow attackers to inject malicious data
or intercept sensitive information during transmis-
sion. Moreover, DoS attacks with huge sensing data
or requests could disrupt communication or sensing
processes in the network. Additionally, due to the logical
sharing of the network functions like SPF and SCF
in different network slices, the administering entities
could get access to the sensing data and PII. Without
proper anonymization or pseudonymization techniques,

the linkage of these sensitive data could expose users
to privacy risks.

• Threats in the network-to-application interface: The
interface between the NEF and applications or the
ISAC consumers is vulnerable to a variety of security
threats, including data interception, tampering, and
impersonation [202]. Attackers may intercept or modify
sensing requests and responses, causing incorrect or
malicious data to be sent to the application. They could
also spoof either the application or NEF, gaining unau-
thorized access to sensitive data or disrupting normal
operations. DoS attacks in this interface could result in
sensing service degradation or complete disruption of
functionality. On the other hand, privacy risks in the
network-application interface stem from the potential
exposure of sensitive information during data exchanges
between the network and the application. Attackers
could exploit vulnerabilities in this interface to intercept
data, track activities, or link personal information to
specific users. Attackers may also analyze user behavior
or profile the users/targets in the sensing environment
by correlating sensing results with the sensing signals.

• Threats in the UE sensing unit: In addition to general
security threats such as spoofing, tampering and data
disclosure threats [203] on UE related to initiation,
transmission and processing of sensing data, other
potential threats are: unauthorized (without consent)
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sensing in UE initiated by network or some adversary,
unawareness of UE owner about sensing sessions
orchestrated on his/her device, non-compliance of sens-
ing activities and processing of sensitive sensing data
with the sensing policies and agreements discussed and
agreed with UE owner.

2) POTENTIAL SECURITY CONTROLS

Here, we discuss the security controls, on a general level,
required in ISAC system to mitigate security threats such
as spoofing, tampering, data disclosure etc. However, these
controls are not exhaustive and do not include controls
necessary to mitigate all the threats mentioned in Table 15.
Some security controls can be reused from 5G system while
others may need further investigation.

• Authentication and authorization: Controls are required
to deter spoofing threats by ensuring that communica-
tion and information transfer occur with the expected
and authorized entity in ISAC system. The tradi-
tional 5G authentication methods such as 5G-AKA
or EAP-AKA’ and IPSec IKEv2 certificates-based
authentication [204] can be used to authenticate UE
(SU) and the network, and BS (SU) and the core
network respectively. In addition, mobile network oper-
ators should take care of verifying and authorizing
third parties interacting with the ISAC system. In
cases, where UE acts as the sensing unit, explicit
authorization of the sensing request is required in ISAC
to schedule sensing on UE or use UE resources for
the sensing purpose. Also, sensing should be performed
in accordance with access control policies and sensing
policies that reflect real-life constraints on sensing.
The work in [205] proposed an architectural element
sensing policy, consent, and transparency management
(SPCTM) which provides the framework for managing
and applying the sensing policies on the sensing request.
Logging and data provenance controls are required
to provide accountability about who performed what
action, when and for what purpose, etc. We believe
that in ISAC, logging at UE side would be beneficial
and may assist in collecting evidence to ensure the
subscriber that sensing is happening in compliance with
the consent and agreement policies set by the subscriber.

• Integrity and confidentiality: Protecting ISAC data-
in-transit is paramount to ensure integrity and
confidentiality of such data. Control data in ISAC can
be secured in-transit using the 5G control plane security,
which provides confidentiality, integrity protection, and
replay protection [204]. In case a new plane, data
plane, is designed to transmit sensing data, security
controls should be designed to ensure confidentiality
and integrity protection to securely transmit such data.
Adversaries may eavesdrop on lower layer sensing
signals (reflections from Rx signals) and can create
impression of surroundings or the targets. Further
studies are needed to investigate how the sensing signals

(Rx/Tx) can be encrypted and integrity protected to
deter tampering and unauthorized disclosure threats.

• Storage and processing: To secure sensing data at-rest
(storage) and in-process (processing) at UE and network
side, controls should be applied to ensure sensing data
protection through entire life cycle (secure collection,
storage to secure disposal), data retention policies,
secure handling of keys for encryption and integrity
protection, strict access control, and monitoring and
logging access to the sensitive data. Trusted execution
environment (TEE) [206] technologies can be further
investigated to process sensing information in a secure
manner.

• Threat detection: Anomaly or misbehavior detection
systems, similar to other radar systems [207], [208],
could be explored for detecting and protecting against
jamming in physical environment. In addition, further
studies could investigate methods to protect against
physical layer attacks such as adversaries creating
false targets or ghosting real targets in the physical
environment. The context-aware [209] and channel
reciprocity-based key generation mechanisms [210]
could be used for physical layer security in ISAC. UE
should consider implementing transparency solutions
and network could utilize such solutions to notify UE
owners/subscribers when a sensing session has started
on the UE and further inform about the type of data
transmitted, duration and UE resources used in sensing.

3) POTENTIAL PRIVACY CONTROLS

Considering the sensitivity of the sensing data and the
privacy of sensing targets, several enhancements have been
considered to be introduced to the network.

• Dedicated functions: A new network function called
SPCTM has been designed [195], [205]. This function
serves as an administration tool for enforcing security
and privacy controls within the sensing ecosystem. Its
primary purpose is to ensure that other network func-
tions involved in sensing activities can adhere to privacy
preservation principles effectively along with sensing
and consent policies. A dedicated repository called the
“Sensing Store” is also proposed to record sensing
policies, use case (UC) data, sensing disclosure logs,
consent data, and transparency data. This systematic
compilation and storage of data could enhance the
overall management and transparency of the sensing
ecosystem, while improving compliance with General
Data Protection Regulation (GDPR) and International
Organization for Standardization (ISO) privacy frame-
works. When integrating sensing units into UE, it is
imperative to prioritize security and privacy controls.
These controls serve to protect sensitive sensing data,
to uphold the UE’s interests in consent and policy man-
agement and to ensure privacy-preserving and consent
abiding sensing in UE. To achieve this, it is suggested
to implement functionalities similar to the SPCTM on

VOLUME 6, 2025 7001



the UE side. This enables the management of sensing
policies, obtaining consent for enabling UE sensing
services, and ensuring transparent data disclosure to the
network.

• Data minimization and anonymization techniques:
These include joint obfuscation, differential privacy,
k-anonymization, data redaction, etc. can be applica-
ble to the SPF while processing the sensing data.
These privacy controls can also be applied at the
hardware-level to ensure that the sensing data col-
lected is already privacy-preserved [211]. Beamforming
capabilities allow selective coverage and exclusion
zones by adjusting beam angles and null steering,
which creates low-gain areas while preventing detec-
tion in private spaces. Adaptive beam narrowing and
dynamic adjustment enable focused sensing on high-
priority zones, such as entry points, while reducing
coverage of unnecessary areas. Adjustable bandwidth
and frequency allocation further help control sensing
resolution. Transmission power control adjusts sensing
range and detail by modulating power levels, with
lower power focusing on closer targets and higher
power for precise sensing nearby. Pulse duration and
subcarrier modulation also impact resolution that shorter
pulses or narrower subcarrier spacing provide finer
detail, while longer pulses or wider spacing reduce data
volume.

• Pseudonymization techniques: These substitute identifi-
able data with pseudonyms, enabling data linkage across
sessions without directly revealing identities [212]. In
the 5G system, the Subscription Concealed Identifier
(SUCI) acts as a pseudonym to protect the Subscription
Permanent Identifier (SUPI) of users [213]. In ISAC,
however, sensitive PII must also be safeguarded; there-
fore, pseudonymization should be applied to the sensing
data at the SPF to protect the PII of sensing targets
as well as the entities involved in data collection and
processing. Additionally, ISAC systems with distributed
sensing processing across UEs and BSs, privacy-
preserving computation techniques, such as secure
multi-party computation, homomorphic encryption, and
federated learning can also be applied at the SPF to
protect the PII during transfer and processing of sensing
data.

Fig. 27 represents a privacy-preserving framework for
ISAC systems by illustrating key network components and
where specific privacy controls can be implemented. The
figure divides the system into three main blocks: UE, BS,
and the Core Network. The UE and BS include sensing
functions similar to those in the core network—specifically,
the SCF and SPF. These are designated as UE-SCF and
UE-SPF for the UE, and BS-SCF and BS-SPF for the BS.

VI. A QUANTITATIVE CROSS-LAYER EVALUATION
In this section, we evaluate the performance of ISAC systems
in various scenarios and across various layers. To be specific,

FIGURE 27. Privacy controls for ISAC.

we test bistatic and monostatic ISAC systems in indoor,
urban, and rural settings using both simulation tools and
PoC experimental setups. These evaluations connect lower-
and higher-layer degrees of freedom to KPIs established
in Section II-D, namely sensing accuracy, resolution, and
latency.

A. USE CASE DESCRIPTION
We introduce the three ISAC use-case scenarios that this
study focuses on. For each use-case, we discuss the main
goal of sensing, the properties of the targets of interest,
the ISAC protocol, the expected KPI requirements, and the
underlying assumptions.

• Indoor sensing: Network centric human detection: In
the indoor ISAC scenario, we focus on the detec-
tion and tracking of human activity within confined
spaces such as homes, offices, and industrial facilities.
Common goals include presence detection, motion
tracking, gesture recognition, and posture estimation
for use cases such as elder care, intrusion detection,
and human-machine interfaces. The targets here are
humans (both stationary and mobile) and their fine-
grain motion features such as hand gestures or breathing
patterns. The ISAC architecture assumes a bistatic setup.
The transmitter performs spatial beam sweeping using
pilot signals, while the receiver processes reflected
signals for sensing tasks. Sensing in indoor settings
require high spatial and temporal resolution to perform
fine-grain tracking. Low latency is also critical, partic-
ularly for real-time applications like security alerts or
gesture control. Key assumptions include a relatively
stable indoor layout and moderate target mobility.
Hardware capabilities such as multi-antenna arrays,
real-time signal processing, and beamforming are
assumed.

• Urban sensing: UE-centric intersection hazard detec-
tion: In the urban setting, we focus on the usecase
of improving road safety by detecting and tracking
vulnerable road users at intersections. The objective is to
enable proactive collision avoidance by providing timely
information about pedestrians, bicycles, or vehicles
entering an intersection. The use case assumes a bistatic
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architecture, where the UE periodically or aperiodically
emits sensing reference signals based on other UE-
triggered requests. The base station collects reflections
and transmits measurements to a centralized SeMF
for further processing. Key performance requirements
follow the 3GPP TS 22.137 specifications: 0.5 m
positioning accuracy, 54 km/h object velocity support
and 0.1–5 s latency [214]. These metrics are crucial
to ensure reliable detection in dense, dynamic traffic
environments. Assumptions include moderate to high
mobility of targets, availability of network infrastructure
for coordination, and low signal blockage due to
surrounding buildings. Hardware support is assumed
on both infrastructure and UE sides, including multi-
antenna arrays and fast processing for latency-critical
tasks.

• Rural sensing: Network-centric highway hazard detec-
tion: In the rural setting, we focus on a highway
scenario, were ISAC is employed to detect hazards such
as large animals or stationary vehicles on poorly lit
or winding roads. These obstacles pose safety threats
especially in areas with low infrastructure density and
long emergency response times. The sensing archi-
tecture is monostatic, where base stations conduct
periodic scans of road segments. Due to large cell
sizes and sparse infrastructure, sensing accuracy is
inherently lower than in urban settings. However,
early hazard detection does not require high precision;
coarse estimates of obstacle presence are sufficient
to alert drivers to reduce speed or brake. Typical
KPI requirements include tens of meters accuracy
and multi-second latency tolerance under low-traffic
conditions. Assumptions include relatively low back-
ground variability and low multipath reflections from
surrounding environment (e.g., trees). Infrastructure is
expected to support high-power transmission and large
coverage.

B. DEGREES OF FREEDOM
In this study, we consider 15 degrees of freedoms (DoFs)
(12 lower-layer DoFs and 3 higher-layer DoFs) that can
affect the KPIs. Some of these DoFs are also affected by the
assumptions used from a given use case. In this section, we
will first categorize the various DoFs and then relate them
to the KPIs.

1) CATEGORIZATION OF DOFS

The DoFs can be divided into long-term DoFs (BS locations,
number of antennas, and number of RF chains at the Tx
and the Rx), short-term radio-based DoFs (carrier frequency,
sub-carrier spacing, number of sub-carriers, number of
OFDM symbols, transmit power, and precoder/combiner
design), and short-term networking-based DoFs (process-
ing location and processing power). Long-term DoFs are
usually dictated before the deployment of the system and
are considered permanent. On the other hand, short-term

TABLE 16. Fixed simulation degrees of freedom.

radio-based and networking-based DoFs can be configured
frequently during operation. Since the combinations between
these DoFs are limitless, some restriction is needed on the
DoFs for a study to be feasible. In this particular study, we
divide the DoFs into fixed and semi-fixed.

• Fixed DoFs: Fixed DoFs include BSs locations, number
of RF chains at the BSs and the UEs, transmit power,
the beamforming/precoder/combiner vectors, and num-
ber of sub-carriers, Those fixed DoFs will not be
changed from one study to the other and are shown in
Table 16.

• Semi-fixed Radio DoFs: The semi-fixed radio DoFs
include the carrier frequency, number of antennas at
the BS and the UE, number of OFDM symbols,
and sub-carrier spacing. These five DoFs are treated
together in combinations, with the main DoF being the
carrier frequency, which will then dictate the number
of antennas, number of OFDM symbols, and the sub-
carrier spacing used. Please note that here, the number
of OFDM symbols is equal to the number of Tx
antennas multiplied by the number of Rx antennas. In
this study, we will test two carrier frequencies, namely
10 GHz (FR3) and 60 GHz (FR2). The corresponding
combinations are shown in Table 17.

• Semi-fixed Networking DoFs: The semi-fixed
networking DoFs are related to the sensing processing
location (proximity to the sensing nodes and the
core) and its computational power. The location
will dictate the proximity to the sensing nodes and
the communication bandwidth available, which will
dictate both the propagation and communication
delays. Additionally, the processing location will also
influence the computational power available, which
will dictate the processing delay. In this case study,
we consider three processing locations, namely the
extreme edge, the edge, and the core. The propagation
delay, effective bandwidth, and computational power
associated with each node location are shown in
Table 18.

2) RELATIONS TO KPIs

In the following, we relate the DoFs to the sensing KPIs
highlighted in Section II-D.

• Accuracy and resolution: Enhancing sensing accuracy
and resolution is usually the main goal for many
research works. Theoretical error bounds on sensing
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TABLE 17. Semi-fixed simulation degrees of freedom (radio).

TABLE 18. Semi-fixed simulation degrees of freedom (network).

accuracy (i.e., target position error bound (TPEB),
which is based on the Cramér-Rao lower bound
(CRLB) [215]) were derived but not included in the
paper. However, it is worth noting that the derived
CRLB is connected to all 12 lower-layer DoFs discussed
earlier. As for resolution, we deem a target to be
non-resolvable if it cannot be resolved in all range,
velocity, and angular domains. More on how non-
resolvable targets are treated in this study will follow
in the next sections. The range resolution is given by
�R = c/(2B), where c denotes the speed of light and
B is the signal bandwidth. The velocity resolution is
defined as �v = λ/(2TTx), with λ being the wavelength
and TTx = MTsym is the total waveform transmission
duration [216]. Furthermore, the angular resolution is
expressed as �φ = 0.89λ/D [217, Eq. (1.9)], where D
represents the effective aperture of the antenna array.

• Latency: Achieving low sensing latency is crucial for
applications that are either highly dynamic or operate in
highly dynamic environments, like autonomous driving,
as it affects their sensing accuracy. For instance,
if a target is moving at a speed of 36 km/h (i.e.,
10 m/s), a sensing latency of 100 ms can cause 1 m
of error, regardless of the sensing accuracy [218].
Sensing latency in ISAC systems encompasses not
only the physical layer transmission and propagation
delays but also the processing delays associated with
data management. The total sensing latency can be
expressed as Ttotal = TTx +Tprop +Tproc, where Tprop is
the propagation delay between the Tx, the target, and
the Rx, and Tproc is the processing latency. Here, the
processing latency can be formulated as Tproc = Tproc

Tx +
Tproc
prop +Tproc

comp. Here, T
proc
Tx = Dsensing/Bcomms represents

the total transmission duration to communicate sensing
data between sensing and processing nodes, where
Dsensing is the volume of the sensing data and Bcomms
is the effective communication bandwidth available.
Next, Tproc

prop represents the propagation delay between
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FIGURE 28. Indoor simulation scenario 1, 60 GHz. Tx and Rx are placed at the
bottom of the room, facing each other at a 45◦ .

the sensing and processing nodes (based on proximity).
Finally, Tproc

prop = C/F represents delay incurred from
the actual processing of the data, where C is the
computational load, which in turn depends on the
volume of the sensing data and sensing algorithms
employed, and F is the processing power of the
processing node. In a distributed scenario consisting of
I distributed sensing nodes, the processing delay can be
generalized to Tproc = maxi(T

proc
Tx,i + Tproc

prop,i + Tproc
comp,i).

All of these aspects will be influenced by higher-layer
factors such as the efficiency of application placement
strategies, processing architectures, data management,
and security, which we do not cover in this study.

C. EXPERIMENTAL SETUP
The cross-layer evaluation is divided into simulation-based
and PoC-based experiments. We conduct three simulation-
based experiments for the indoor, urban intersection, and
rural highway scenarios. The simulation code can be
accessed by following the url https://github.com/Hexa-X-II/
ISAC-for-6G. Additionally, we perform two indoor PoC-
based experiments, encompassing sensing of motion of
humans and gesture recognition. In the following, we detail
simulation and PoC setups.

1) INDOOR SIMULATION SETUP

We consider two indoor bistatic sensing scenarios as illus-
trated in Figs. 28 and 29. In the first scenario, a Tx and an
Rx are located in the bottom of a rectangular room, facing
each other at a 45◦, while the second scenario have the Tx
and the Rx placed at the top and the bottom of the room
facing each other. In both scenarios, both the Tx and the
Rx are equipped with a planar antenna array with digital
beamforming capabilities. The room is empty except for the
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FIGURE 29. Indoor simulation scenario 2, 60 GHz. Tx and Rx are placed facing each
other at the bottom and top of the room, respectively.

Tx, Rx, and a target to be sensed. The Tx illuminates the
room and its energy is directed towards the Rx through three
mechanisms: (i) a LoS path, (ii) diffuse scattering off the
target, and (iii), specular reflections off flat surfaces present
in the room. We make the following assumptions regarding
the propagation conditions:

• For (ii), we consider only a single point-target char-
acterized by a position in three-dimensional space and
its reflectivity. The reflectivity, in turn, is assumed
independent of the angle-of-incidence and modeled as
a complex constant with magnitude

√
σRCS, where

σRCS is the target RCS, and unknown phase. When
illuminated, the target scatters energy in all directions
yet we only model the direct path to the Rx. The target
is stationary or slowly moving such that Doppler effects
are negligible.

• We restrict the reflecting, flat surfaces in (iii) to include
only the four vertical walls of the room. We assume that
the Tx and Rx are situated in the same horizontal plane
and their beams are focused center in elevation such
that reflections off the floor and ceiling can be ignored.
Further, only first-order reflections are considered.

2) OUTDOOR SIMULATION SETUP

The outdoor scenarios constitute an urban (intersection)
setting, shown in Fig. 30, and a rural (highway) setting.
The urban street intersection scenario comprises a user on
the street that is communicating with a BS atop the corner
of a building, surrounded by three other buildings. In this
scenario, the user is at a known location and transmits an up-
link reference signal to the BS from which a single scatterer
is to be located. Both the user and BS employs planar
arrays and are directive, and follow the received signal model
employed in the indoor scenarios with the minor addition of

FIGURE 30. Urban intersection simulation, 10 GHz.

a ground reflection. The second outdoor scenario involves
a monostatic radar system overlooking a highway with a
single target to be detected. Ground reflections in this case
are ignored. Hence, the received signal model is similar to
the one discussed earlier without the additional multipath
components.

3) HIGHER-LAYER SIMULATION SETUP

In this setup, we study the effect of distributed processing
of sensing data on the sensing latency, and thus the
sensing accuracy. In this experiment, we consider three
processing locations, as discussed earlier. For each node,
the latency and accuracy performance are examined under
various sensing computational loads (varied from 0 to 200
MFLOP) while assuming a target speed of 10 m/s. The
computational load, in reality, is dictated by the number
of served users, OFDM symbols, sub carriers, antennas,
and the sensing algorithm used. For instance, conducting
a single sensing request (estimating delay and angle of
departure) while utilizing 792 sub-carriers and 64 OFDM
symbol via 2D FFT consumes around 4 MFLOP. This figure
can easily increase if more than one sensing request/target is
served/sensed simultaneously, more sophisticated techniques
are used (e.g., maximum likelihood estimation), or the
number of dimensions increases (e.g., using a digital array
at the transmitter or the receiver).

4) POC EXPERIMENTAL SETUP: HUMAN GESTURE
RECOGNITION

In the PoC experiments for gesture recognition, we set up
a bi-static 5G mmWave ISAC system using two Sivers
Evaluation Kits (EVK6002), functioning as a Tx and Rx. The
EVKs are controlled using a RF system-on-chip (RFSoC).
The system implements a 5G-NR OFDM waveform con-
sisting of a synchronization signal block (SSB) and random
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data over a single carrier with 792 subcarriers, having a total
bandwidth of approximately 760 MHz at 60.48 GHz central
frequency. The Tx continuously transmits a single frame
of 10 milli-seconds according to the 5G standard. Beam
sweeping is then performed across 50 Tx and 56 Rx beams
by transmitting 2 OFDM symbols per beam. To capture
the characteristics of each gesture, we compute the power-
per-beam-pair (PPBP) across 50 transmit and 56 receive
beams. The time series of PPBPs is input into a convolutional
neural network (CNN) for gesture classification or pose
estimation. For pose estimation, a Microsoft Kinect is used
as ground truth to capture the 3D coordinates of 25 joints
of human body. The overall dataset comprises 74 minutes
of activity. Human pose estimation [219] using wireless
signals poses a significant challenge due to the absence of
visual information in the RF signals. To do this domain
translation, from wireless signals to visual skeletons, we
use a multi-modal setup with mmWave 5G hardware and
Microsoft Kinect. In computer vision, going from image
to skeletons is a well-solved problem and several solutions
exist [220], [221]. Using this ground truth, we train a CNN
to map wireless representations, specifically spatio-temporal
PPBP, to the corresponding human body skeletons or poses.
During the inference phase, the CNN predicts human poses
solely based on wireless signal input (PPBP). We adopt a
CNN architecture from the work [222] to do this domain
translation.

5) POC EXPERIMENTAL SETUP: INDOOR SENSING

In the PoC experiments for indoor sensing, we conducted
measurements using 5G-NR-adjusted waveforms in an office
environment. The measurements were performed at different
bi-static distances, using both a reflector and a human
subject as the target. The measurement setup, shown in
Fig. 35-(f), utilizes two Sivers radios in a bi-static sensing
configuration. The carrier frequency was 60 GHz, and a
bandwidth of 800 MHz was used to transmit two adjusted 5G
NR frames of 10 ms continuously. The waveform consisted
of an OFDM signal, with resource blocks allocated for SSB
and PDSCH symbols, following the 5G NR standard [223].
Beamforming was achieved by sweeping 50 beams at the
transmitter and 56 beams at the receiver in the horizontal
plane, resulting in a total of 2800 beam combinations per full
sweep. The measurements were conducted in an office space
that represents a rich-scattering environment, with numerous
unwanted reflections from walls, desks, and cupboards. To
mitigate the impact of these reflections, we first performed
a background subtraction step by measuring when no one
was present in the corridor. By subtracting these background
measurements from the full-scale measurements, we isolated
and analyzed only the reflections from the human targets in
the corridor. To evaluate the performance of our setup, we
used two different bi-static distances of 4 and 6 meters within
the office space. Human subjects stood in a normal upright
position, and 200 frames were recorded for each target.
Each frame included 2800 beam combinations, providing a

full scan of the office environment. For reference, we also
performed measurements with a reflector placed at the same
positions as the human targets, in separate rounds.

D. RESULTS AND DISCUSSIONS
1) SIMULATION RESULTS: INDOORS

Results shown in Figs. 28–29 display CRLB-based heatmaps
of sensing errors for the two scenarios, respectively, using
the 60 GHz setup. The goal of this experiment is to show
the effect of Tx and Rx placement on sensing performance
in indoor scenarios. The heatmaps can be divided into three
color schemes, namely white, black, and other colors. White
regions show areas that cannot be sensed due to 1) not being
in LoS to either the Tx or the Rx, or 2) not being in the FoV
of either the Tx or the Rx. Since such errors are related to the
deployment scenario/geometry and not the radio parameters,
they are not taken into consideration when calculating errors.
Black regions define areas were targets cannot be resolved
in both delay and angular domains from other paths. As
discussed earlier, resolvability depend on radio degrees of
freedom, and thus, they are included in error calculations,
and are given an error equal to the maximum possible in the
test region (i.e., the error between the center of the testing
region to the furthest corner to it). Finally, other colorful
regions denote areas were targets can be feasibly sensed and
the color-map dictates the lowest achievable estimation error.
In Figs. 29–28, it can be seen that changing the position of
the Tx and the Rx can dramatically change the regions of
resolvability and accuracy of the measurements. For instance,
deploying the Tx and the Rx closer to each other will
decrease the area were targets cannot be resolved from the
LoS path. However, this also leads to much longer paths for
targets that are on the other side of the room, which leads
to lower SNR at the receiver and lower sensing accuracy.
Additionally, placing the Tx and the Rx close and facing
each other with a slight angle causes one-third of the room
to be not in the feasible sensing region due to it being out of
the field-of-view of the Tx or the Rx. This underscores the
importance of studying the impact of position of the Tx and
Rx on sensing resolvability and accuracy before deployment.

2) SIMULATION RESULTS: OUTDOORS

First, we discuss the urban scenario. The results shown
in Figs. 30–31 showcase the sensing performance of the
10 GHz and the 60 GHz systems, respectively, in an urban
intersection. In this scenario, the receiver receives 4 signals
comprising the LoS signal, a ground reflection, a reflection
from the top-left building, and a reflection from the target.
The goal here is to assess the effect of the usage of
higher frequency, bandwidth, and number of antennas on
resolvability in urban environments. It can be seen that
in such a typical deployment scenario, where the UE is
expected to be far from the BS, resolvability between the
target path and the LoS path dictates the majority of the
feasible sensing area on the ground. Increasing the frequency,
bandwidth, and number of antennas helped with minimizing
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FIGURE 31. Urban intersection simulation, 60 GHz.

the non-resolvable region significantly. To be specific, the
oval-shaped non-resolvable region in the middle; caused due
to non-resolvability with the LoS path, shrunk in the 60 GHz
setup, as compared to the 10 GHz setup. Similarly, both
the width and length and width of the non-resolvable arc
on the left-hand side; caused by the reflected path bouncing
off the top-left building, were minimized in the higher
frequency setup.
Next, we proceed with the rural highway scenario. Since

the simulated rural environment only consists of a single
reflective target without background clutter, all of the
simulation region was resolvable. In such case, the higher
frequency setup will lose the resolvability advantage gained
in both the indoor and the urban intersection scenarios.
Thus, any results will reflect the actual effect of frequency,
bandwidth, and number of antennas on sensing accuracy
in scenarios where resolvability is not a challenge. Fig. 32
shows the error CDF of both high and low frequency
systems. It can be seen that the usage of lower frequencies
results in higher accuracy. Although the higher frequency
system had access to higher bandwidth and number of
antennas, which should enhance the sensing performance,
they were not enough to offset the high pathloss experienced
at such high frequencies.

3) SIMULATION RESULTS: HIGHER LAYERS

Results shown in Fig. 33 illustrates the efficacy of utilizing
various processing node locations under different computa-
tional loads (expressed in floating point operations (FLOPs))
to minimize latency. For instance, serving a single sensing
request with computational load below 4 MFLOP should
be handled locally or at an extreme edge node, as they
have the lowest propagation and communication delays.
However, as the load increases, due to increase in number
of requests, targets, algorithmic complexity, etc., the sensing
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systems.

0 20 40 60 80 100 120 140 160 180 200
Computational Load (MFLOP)

10-1

100

101

La
te

nc
y 

(m
s)

Latency and Positioning Error vs. Computational Load (Velocity = 10 m/s)

10.0 cm error

1.0 cm error

Extreme Edge
Edge
Core

FIGURE 33. Simulation of the effect of higher-layer computational load distribution
on latency and position error at a velocity of 10 m/s.

process should be offloaded to nodes at the edge, as they
cause relatively low propagation delay compared to high
computation latency reduction gained from their increased
computational power. Lastly, in situations were extreme vol-
ume of sensing requests/computational load is encountered
(around the 100 MFLOP mark), utilizing the core network’s
high computational power will offset its relatively large
propagation delay and will lead to lower latencies compared
to its edge and extreme edge counterparts.

4) POC RESULTS: GESTURE RECOGNITION

Fig. 34 shows the skeletons predicted in red, and ground
truth in blue. It is evident, that in the first row, the two
skeletons closely follow each other, meaning highly accurate
pose estimation. We also compute the mean per joint position
error (MPJPE) [219], which represents the average Euclidean
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FIGURE 34. Predicting pose of a human with mmWave ISAC: Blue colored
skeletons represent ground truth, while the red ones are predicted using CNN relying
on ISAC signals.

distance between the predicted 3D joint positions and the
corresponding ground truth obtained from the Kinect. For
the accurately predicted skeletons (see row 1 of Fig. 34), the
MPJPE ranges between 3 and 6 centimeters. However, there
are instances of pose errors (see row 2 of Fig. 34), where
the MPJPE exceeds 16 centimeters. The average MPJPE
computed on the entire test set is 10 centimeters. Besides,
we also calculate the percentage of correctly predicted key
points (PCK) [219]. A key point or a joint is considered
as correctly predicted if the distance between the predicted
and the true joint is less than 0.2 times the torso diameter,
referred to as PCK@0.2. The torso diameter is computed
as the Euclidean distance from the left shoulder to the
right hip. In this context, we achieve a PCK@0.2 of 77%.
These results highlight the potential of wireless signals
to be translated into the visual domain through skeletal
body pose estimation, while also indicating room for further
improvement in accuracy and robustness.

5) POC RESULTS: INDOOR SENSING

Fig. 35(a) shows the percentiles for the reflector and human
targets at bi-static distances of 4 and 6 meters. As observed,
the detection rate exceeds the 90th percentile for human
targets and approaches almost 100% for the reflector.
Additionally, Fig. 35-(b–e) presents histogram plots of the
x and y coordinates of target detections from one mea-
surement frame, visualized in 2D post-processing. These
plots still show some unwanted background reflections from
the environment. This occurs because the presence of a
target slightly alters the environmental reflection response,
introducing additional artifacts. These artifacts are removed
through post-processing methods applied in the final stage
of the analysis.

VII. CONCLUSION
This paper presented a comprehensive cross-layer vision
for ISAC in 6G networks, developed through the collab-
orative efforts of the Hexa-X-II project. We highlighted

ISAC’s potential to elevate wireless systems from data
transport platforms to intelligent, context-aware infrastruc-
tures. We examined multiple levels of integration, ranging
from spectrum sharing to full waveform and resource co-
design, and emphasized how deeper integration enhances
efficiency and enables novel functionalities, albeit with
trade-offs in hardware complexity and system coordina-
tion. At the physical layer, we analyzed how key 6G
enablers, including FR1–FR3, sub-THz, massive and dis-
tributed MIMO, non-terrestrial networks, and reconfigurable
intelligent surfaces—support ISAC through improved res-
olution, coverage, and mobility handling. The discussion
extended to hardware challenges such as synchroniza-
tion, full-duplex operation, and calibration, as well as to
higher-layer aspects including protocols, APIs, and security
mechanisms necessary for scalable deployment. A cross-
layer evaluation framework was proposed to link design
parameters with ISAC-specific KPIs and KVIs, enabling
system-level optimization.
ISAC is a transformative paradigm for 6G, promising

to revolutionize wireless networks through unprecedented
integration of sensing and communication capabilities. This
unified perspective should serve as a foundational input
to ongoing standardization efforts in bodies such as ETSI
and 3GPP, guiding future research and development toward
practical, high-impact implementations of ISAC technology.

FUTURE DIRECTIONS
As ISAC matures toward commercial 6G deployment, several
technical and theoretical challenges remain open. Below, we
outline future research directions corresponding to the key
topics covered in this paper.

• ISAC for emerging use cases: While this paper has
presented key integration levels and use cases (e.g.,
digital twins, UAV safety, and automotive applications),
open questions remain. Future work should develop
KPI/KVI requirements for emerging use cases, includ-
ing non-human-centric applications (e.g., infrastructure
monitoring), and explore economic and regulatory
implications of embedding sensing into commercial
networks.

• Physical layer and channel modeling: At the phys-
ical layer level, major challenges include accurate
modeling of cluttered environments, near-field effects,
and mobility-induced Doppler shifts in multistatic, RIS-
assisted, and NTN scenarios. More work is needed to
extend 3GPP models with realistic target and back-
ground clutter channels, capturing, e.g., near-field, and
extended object effect.

• Hardware and synchronization: Full-duplex operation,
phase coherence across distributed units, and calibration
under mobility and hardware impairments remain open
hardware bottlenecks. Research should explore low-
cost, scalable synchronization schemes for distributed
ISAC systems, adaptive calibration strategies using
AI/ML to correct hardware impairments in real-time,
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FIGURE 35. PoC measurement results using the ISAC testbed.

energy-efficient full-duplex designs with integrated sig-
nal leakage suppression, and phase-coherent sensing for
non-isotropic scatterers.

• Higher-layer protocols and architectures: At the
protocol level, research is needed to develop stan-
dardized sensing APIs and exposure frameworks with
fine-grained privacy control, incorporate sensing func-
tions (e.g., tracking, environment classification) as
native 6G services, and design network-level sens-
ing orchestration (e.g., sensing management functions)
that coordinate across base stations and spectrum
bands.

• Cross-layer optimization and resource management:
Future studies should generalize the proposed KPI/KVI
framework into optimization schemes that span across
layers. Particular areas of interest include multi-
objective optimization balancing sensing fidelity and
communication throughput, joint scheduling of pilots
and waveform resources under reliability constraints,
adaptive cross-layer control loops that react to dynamic
scene or traffic changes, and adaptively compress under
reduced backhaul capacity.

• AI and digital twins for ISAC: There is a strong
opportunity to exploit AI and digital twins to enable
robust and adaptive ISAC deployment. Key directions
include training data generation using RF digital twins
based on site-specific simulations or measurements in
realistic environments; online adaptation of AI mod-
els in cluttered, dynamic, and non-stationary settings;
and the integration of model-based and data-driven
approaches to improve robustness, generalization,

and explainability. Furthermore, privacy-preserving AI
methods, such as federated learning, will be essential for
enabling collaborative sensing across multiple operators
or domains without compromising sensitive data. A
promising avenue for future research lies in multi-
modal sensing integration with large AI models, where
radio sensing is fused with complementary modalities
(e.g., vision) to enhance situational awareness, improve
resilience in degraded environments, and reduce ambi-
guity in target interpretation.

• Open data sets: A bottleneck in the advancement
of ISAC research is the limited availability of stan-
dardized, open-access datasets. Currently, most studies
rely on proprietary or locally collected datasets that
are not publicly released, which hinders reproducibil-
ity and impedes fair comparison across methods.
In contrast, fields such as computer vision have
benefited immensely from shared benchmarks and a
centralized leaderboard to track and compare algo-
rithmic performance. Establishing open datasets for
ISAC, ideally spanning various environments, sens-
ing configurations, and frequency bands, combined
with open-source code policies would support under-
resourced research communities and enable consistent
performance evaluation.
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