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Abstract
We consider the eigenvalues of the Dirichlet and Neumann Laplacians on a bounded
domain with Lipschitz boundary and prove two-term asymptotics for their Riesz
means of arbitrary positive order. Moreover, when the underlying domain is convex,
we obtain universal, non-asymptotic bounds that correctly reproduce the two leading
terms in the asymptotics and depend on the domain only through simple geomet-
ric characteristics. Important ingredients in our proof are non-asymptotic versions of
various Tauberian theorems.
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1 Introduction and main results

A famous theorem of Weyl from 1911 describes the asymptotic behaviour of eigen-
values of the Laplacian [99]. Weyl’s motivation came, at least in part, from a question
related to black-body radiation [73, 93], but this result and its ramifications continue
to be of fundamental importance in the spectral theory of differential operators and in
mathematical physics. Various macroscopic theories in physics, including Thomas–
Fermi theory in atomic physics [71] and Ginzburg–Landau theory in the physics of
superconductivity [33], have been rigorously understood on the basis of Weyl’s law
and the corresponding semiclassical analysis. Recent applications include the study
of the area law for the entanglement entropy of a free Fermi gas and its logarithmic
violation [67, 92].

In the present paper we revisit the original problem studied by Weyl, namely the
asymptotic distribution of Laplace eigenvalues. Our focus lies on assuming rather
minimal regularity of the boundary of the underlying domain and on keeping track
of the geometric dependence of the error terms. One motivation for doing this comes
from a certain spectral shape optimization problem, which we describe in more detail
later in this introduction. Our methods are also in the spirit of semiclassics at low
regularity, which is fundamental when using such techniques in the study of quantum
many-body systems, for instance in the derivation of Thomas–Fermi and Ginzburg–
Landau theory mentioned before.

Let us be more specific. For an open set Ω ⊂ ℝ
d we denote by −ΔD

Ω and −ΔN
Ω the

Dirichlet and Neumann realizations of the Laplacian in Ω, defined using the method
of quadratic forms; see, e.g., [34, Sect. 3.1]. We write −Δ#

Ω when we make statements
that refer to either of these operators. Assuming that −Δ#

Ω has discrete spectrum,
its eigenvalues in nondecreasing order and repeated according to multiplicities are
denoted by λn(−Δ#

Ω), n ∈ ℕ = {1,2,3, . . .}. Then Weyl’s law states that, as n → ∞,

λn(−Δ#
Ω) = (Lsc

0,d )−
2
d |Ω|− 2

d n
2
d + o(n

2
d ) (1)

with a certain constant Lsc
0,d depending only on d ; see (8) below for its explicit ex-

pression. It is remarkable and one of the reasons behind the ubiquity of this law that
the leading term in the asymptotics depends on Ω only through its measure and not
through the details of its shape. In the Dirichlet case the asymptotics (1) are valid
under the sole assumption that Ω ⊂ ℝ

d is open with finite measure, as shown by
Rozenblum [85]. In the Neumann case, a sufficient condition for the validity is that
Ω ⊂ ℝ

d is a bounded open set with the extension property (whose definition we recall
before Proposition 2.3 below). For proofs and references, see, e.g., [34, Sects. 3.2 and
3.3].
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As is well known, the proof of Weyl asymptotics and also the formulation of their
finer properties become more natural in terms of the eigenvalue counting function,
defined by

N(λ,−Δ#
Ω) := #{n : λn(−Δ#

Ω) < λ} for λ ≥ 0 .

In terms of this function, the asymptotics (1) can be equivalently stated as

N(λ,−Δ#
Ω) = Lsc

0,d |Ω|λd
2 + o(λ

d
2 ) as λ → ∞ . (2)

It is natural to ask whether the error term o(λ
d
2 ) can be improved. This was

achieved by Seeley [89, 90], who showed that for domains Ω with smooth bound-
ary one has

N(λ,−ΔD
Ω) = Lsc

0,d |Ω|λd
2 + O(λ

d−1
2 ) . (3)

This remains valid for Neumann boundary conditions. Ivrii [53] has shown that, if
apart from the smoothness of the boundary a certain dynamical condition on Ω holds,
then one has a two-term asymptotic expansion

N(λ,−ΔD
Ω) = Lsc

0,d |Ω|λd
2 − 1

4
Lsc

0,d−1ℋd−1(∂Ω)λ
d−1

2 + o(λ
d−1

2 ) ,

N(λ,−ΔN
Ω) = Lsc

0,d |Ω|λd
2 + 1

4
Lsc

0,d−1ℋd−1(∂Ω)λ
d−1

2 + o(λ
d−1

2 ) .

(4)

Here ℋd−1(∂Ω) denotes the surface measure of the (smooth) boundary ∂Ω of Ω and
we emphasize that, while the leading-order terms coincide, there is a difference in
the signs of the second terms in the asymptotics. We do not recall the definition of
Ivrii’s dynamical condition, as we will not need it in what follows, but we note that it
is believed to be satisfied for all open sets Ω with smooth boundary. This conjecture
has been verified in a very limited number of cases, but remains open in general. For
textbook presentations of (3) and (4) we refer to [52, Sect. 17.5] and [87]. In [10, 54]
Bronstein and Ivrii claim that, still imposing the dynamical condition, the regularity
assumption on ∂Ω for (4) to hold can be reduced to a C1 Dini condition.

Our results in this paper concern open sets Ω that have only a rather minimal
amount of smoothness, namely we only assume that their boundary is Lipschitz.
Among classical smoothness assumptions on the boundary this seems to be quite
optimal to have the second term ℋd−1(∂Ω) well defined. For a textbook definition of
ℋd−1 as well as its properties, the reader is referred to [22, Chap. 2]. We also empha-
size that Lipschitz boundaries can be quite rough and may exhibit fractal behaviour.

An informal statement of our first main result is that asymptotics (4) remain valid
for Lipschitz domains, provided there is a tiny amount of averaging with respect to
the spectral parameter λ. No dynamical condition is needed. The latter may have been
known to experts in the area when the boundary is smooth, but we have not found a
corresponding assertion in the literature.
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By ‘averaging with respect to spectral parameter’ we mean that we consider Riesz
means of order γ > 0, defined by

∑︂

n

(λn(−Δ#
Ω) − λ)

γ
− = Tr(−Δ#

Ω − λ)
γ
− = γ

∫︂ λ

0
(λ − μ)γ−1N(μ,−Δ#

Ω)dμ .

Here and in what follows, we use the notation x± = 1
2 (|x| ± x). Note that μ ↦→

γ λ−1(1 − μ/λ)
γ−1
+ is a probability density, which explains why Riesz means are

certain averages (or means) of the eigenvalue counting function N(μ,−Δ#
Ω). We

also note that as γ decreases to zero, the probability density concentrates more and
more on the right endpoint μ = λ and converges in the sense of measures to δ(μ−λ).
In this sense, the amount of averaging decreases as γ tends to zero. By saying that
our results will be valid ‘with a tiny amount of averaging’ we mean that they are valid
for Riesz means Tr(−Δ#

Ω − λ)
γ
− of arbitrarily small order γ > 0.

Riesz means of eigenvalues of the Dirichlet and Neumann Laplacian, and also of
more general operators, are a classical object in spectral theory and have been studied,
for instance, in [51]. In the context of Schrödinger operators they gained popularity
in the context of Lieb–Thirring inequalities [72].

It follows easily from (2) that for any γ > 0 we have

Tr(−Δ#
Ω − λ)

γ
− = Lsc

γ,d |Ω|λγ+ d
2 + o(λγ+ d

2 ) as λ → ∞

with a certain constant Lsc
γ,d depending only on γ and d ; see (8) below for its explicit

expression. Similarly, (3) and (4) imply corresponding variants for γ > 0, under the
same assumptions for which (3) and (4) are valid. In contrast, in this paper we will
show that the Riesz means asymptotics corresponding to (4), and consequently also
the Riesz means analogue of (3), are valid under much weaker assumptions than (4)
and (3).

In what follows we restrict ourselves to dimensions d ≥ 2, as in the one-
dimensional case explicit formulas are available.

The following is our first main result.

Theorem 1.1 Let d ≥ 2, γ > 0 and let Ω ⊂ ℝ
d be a bounded open set with Lipschitz

boundary. Then, as λ → ∞,

Tr(−ΔD
Ω − λ)

γ
− = Lsc

γ,d |Ω|λγ+ d
2 − 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2 + o(λγ+ d−1

2 ) (5)

and

Tr(−ΔN
Ω − λ)

γ
− = Lsc

γ,d |Ω|λγ+ d
2 + 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2 + o(λγ+ d−1

2 ) . (6)

We emphasize again that the two crucial points of this theorem are that it is valid
for arbitrarily small γ > 0 and that it is valid assuming only Lipschitz regularity of
the boundary.
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Theorem 1.1 is a vast improvement over our main result in [27], which concerned
the Dirichlet case for γ ≥ 1. As we will explain below, fundamentally new ingredients
are needed to reach parameter values γ < 1.

The error term o(λγ+ d−1
2 ) in Theorem 1.1 cannot be improved within the class of

Lipschitz domains. In the Dirichlet case this follows from our results in [28], which
show that for any nonnegative function R : (0,∞) → ℝ with limλ→∞ R(λ) = 0 there
is a bounded, open and connected set Ω ⊂ ℝ

d with Lipschitz boundary such that for
all γ ≥ 0 we have

lim sup
λ→∞

Tr(−ΔD
Ω − λ)

γ
− − Lsc

γ,d |Ω|λγ+ d
2 + 1

4Lsc
γ,d−1ℋd−1(∂Ω)λγ+ d−1

2

λγ+ d−1
2 R(λ)

= ∞ .

We now turn to our second main result, for which we restrict our attention to
convex sets Ω. Since convex sets are Lipschitz, Theorem 1.1 is applicable to them and
we have two-term asymptotics. The point of the following theorem is that it provides a
uniform, non-asymptotic bound that depends on Ω only through the simple geometric
characteristics |Ω|, ℋd−1(∂Ω) and rin(Ω), the latter being the inradius of Ω, see
(45). The bound is asymptotically sharp in the sense that in the limit λ ≫ rin(Ω)−2 it
recovers the first two terms in the asymptotics in Theorem 1.1.

Theorem 1.2 Let d ≥ 2 and let Ω ⊂ ℝ
d be an open, bounded, and convex set. Then,

for all λ > 0
⃓⃓
⃓⃓Tr(−ΔD

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2 + 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2

⃓⃓
⃓⃓

≤ Cℋd−1(∂Ω)λγ+ d−1
2
(︁
rin(Ω)

√
λ
)︁− α

11 ,

and
⃓⃓
⃓⃓Tr(−ΔN

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2 − 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2

⃓⃓
⃓⃓

≤ Cℋd−1(∂Ω)λγ+ d−1
2

[︂(︁
1 + ln+

(︁
rin(Ω)

√
λ
)︁)︁−α max{1,γ } + (︁

rin(Ω)
√

λ
)︁1−d

]︂
,

with

α = 1 for γ ≥ 1 and any α ∈ (0, γ ) for 0 < γ < 1 ,

and where C depends only on γ , α, and the dimension.

The order of the error terms in Theorem 1.2 is probably not optimal, but it shows
the correct dependence on the product rin(Ω)

√
λ and it will be sufficient for the ap-

plications that we have in mind, which we describe next.
Similarly like Theorem 1.1, Theorem 1.2 had a predecessor in our work [27],

where we treated the Dirichlet case for γ ≥ 1. Both to reach parameter values γ <

1 and to treat the Neumann case requires significantly different arguments. Earlier
results in a similar spirit include [41, 45, 46, 57, 58, 64, 76, 98].
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A spectral shape optimization problem Our motivation for Theorem 1.1 and, in par-
ticular, Theorem 1.2 comes from the following spectral shape optimization problems

sup
{︂

Tr(−ΔD
Ω − λ)

γ
− : Ω ∈ 𝒞 , |Ω| = 1

}︂
,

inf
{︂

Tr(−ΔN
Ω − λ)

γ
− : Ω ∈ 𝒞 , |Ω| = 1

}︂
,

(7)

where 𝒞 is a given class of open sets in ℝ
d . While these problems are interesting

for a fixed value of λ, we focus on solving them in the regime of large λ. If the
asymptotics in (5) and (6) were completely uniform with respect to open sets Ω ∈ 𝒞,
then asymptotically these optimization problems would reduce to the isoperimetric
problem

inf
{︂
ℋd−1(∂Ω) : Ω ∈ 𝒞 , |Ω| = 1

}︂
.

In particular, if 𝒞 contains the ball of unit measure, the latter is a solution of this
isoperimetric problem and we arrive at the conjecture that in the limit λ → ∞ op-
timizing sets Ωλ for the shape optimization problems (7) should converge, in some
sense, to a ball of unit measure. This problem was first investigated by one of us in
[65]. In [27] we proved convergence to a ball in Hausdorff sense when 𝒞 is the class
of open convex sets and γ ≥ 1.

In a companion paper [29] we use Theorem 1.2 to extend our shape optimization
result in [27] to the Neumann case. Moreover, in both the Dirichlet and Neumann
cases, we further extend these results to a range of γ > γd for certain parameters
γd < 1/2 that we characterize (see [29, Theorem 1.7]). This leads to interesting com-
pactness questions.

The problem with the heuristics that were used to arrive at the conjecture is that the
two-term Weyl asymptotics are far from uniform for Ω ∈ 𝒞 (when 𝒞 is large enough).
While we have not stated it explicitly, it is clear from its proof that Theorem 1.1 is
uniform within any subclass of Lipschitz domains for which certain (rather explicit)
geometric characteristics are uniformly controlled. Therefore, given our Theorem 1.1,
the proof of the conjecture reduces to establishing sufficiently good control of these
geometric quantities for optimizing sets Ωλ. This remains an open problem.

The situation is somewhat simpler, but still nontrivial, when 𝒞 is the class of open
convex sets. In this case Theorem 1.2 allows us to deal with the situation where the
optimizing sets Ωλ satisfy

√
λrin(Ωλ) ≫ 1. In [29] we show how to exclude the case

lim infλ→∞
√

λrin(Ωλ) < ∞.
As shape optimization in spectral theory is an active field of research that dates

back at least to Rayleigh [83], it is impossible to provide an overview of the topic
that does it justice. The interested reader is instead referred to [47] and references
therein. Problems concerning the asymptotic behaviour of solutions of spectral shape
optimization problems saw a rise in interest in recent years, largely motivated by a
connection to the famous Pólya conjecture highlighted in [17] (see also [36]); see,
for instance, [3, 13, 14, 35, 43, 60, 66, 94, 95, 97] where a variety of problems of this
type are studied.
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Some elements of our proofs Let us conclude this introduction by briefly describing
the methods used to prove our main results. We mostly focus on Theorem 1.1. As
a general rule, the arguments for Theorem 1.2 are similar, but significantly more
involved, since the dependence on the geometry needs to be tracked more carefully.

As we already mentioned, Theorem 1.1 is a vast extension of the main result of
[27], which concerns the Dirichlet case for γ ≥ 1. A property that lies at the basis
of our work in [27] was a variational principle for Tr(−ΔD

Ω − λ)
γ
− when γ = 1. This

variational principle was used both in the proof of the upper and the lower bound on
this trace. Similar variational principle exist also for γ > 1, but do not exist for γ < 1.
This is connected with the fact that E ↦→ (E − λ)

γ
− is convex if and only if γ ≥ 1.

In this paper we mostly deal with the case γ < 1, where no variational principle
is available. We will compensate the lack of a variational principle by certain results
from classical analysis, in the spirit of Tauberian theorems. A first, important obser-
vation is

To prove asymptotics for γ it suffices to prove asymptotics for some γ1 > γ and
an order-sharp bound for some γ0 < γ .

This is a rather straightforward consequence of a classical convexity theorem of Riesz
[84] (see Proposition 7.1), but seems to have been largely overlooked in the context of
spectral asymptotics. An exception is Hörmander’s paper [51], but there the focus is
somewhat different and lies on (non-sharp) error bounds, rather than on asymptotics.

According to this principle, our work consists in
Task I: Proving order-sharp bounds for arbitrarily small γ > 0
Task II: Proving asymptotics for some (possibly large) γ

For Task II we can choose γ = 1 and make use of the variational principle. Indeed, in
the Dirichlet case the corresponding asymptotics are already known from our previ-
ous work [27]. The proof in the Neumann case requires some additional ideas, which
we will describe below.

The methods that we will use to tackle Task I and the Neumann aspect of Task II
are based on Tauberian theorems. Before describing our way of using them, let us
provide some historical context. For background on these theorems we refer to the
monograph [56]. Their use in connection with Weyl asymptotics goes back to Carle-
man [15] with many further developments in the 1950s and 1960s. Tauberian theo-
rems provide a robust tool to prove Weyl asymptotics, not only for the Laplacian, but
also for higher order elliptic operators with variable coefficients, see, e.g., [40]. The
Tauberian method consists of two steps:
Step I: Proving asymptotics for the trace of the heat semigroup or of (a power of)

the resolvent
Step II: Proving a Tauberian theorem for the Laplace or Stieltjes transform (when

using the heat semigroup or resolvents, respectively)
In most applications the corresponding Tauberian theorems are already known

and the main part of the work goes into carrying out Step I. These asymptotics can
be obtained by building local approximations for the solutions of the corresponding
parabolic or elliptic equations.

While Tauberian theorems are a powerful method to derive the leading order term
in Weyl asymptotics, it appears to be general wisdom that the Tauberian method (in
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the above form) performs poorly with respect to terms of subleading order. Even
if a second term in the heat or resolvent trace asymptotics is known, this does not
lead, in general, to a second term in the asymptotics for the number of eigenvalues.
In particular, both in Task I and in the Neumann aspect of Task II, where we are
interested in second terms (or at least in a bound of the same order as the expected
second term), standard Tauberian theorems seem to be of little use.

There are so-called Tauberian remainder theorems (see [56, Chapter VII]), but
their consequences for spectral asymptotics, at least when applied naively, are rather
disappointing. Power-like remainders in asymptotics for the Laplace transform result
in logarithmic remainders for the underlying measure, while in order to get power-like
remainder for the underlying measure one would need exponentially small remain-
ders for the Laplace transform. In our situation two-term heat trace asymptotics on
Lipschitz domains are known from work of Brown [11]; see Theorem 4.1 below. The
remainders there are not exponentially small and therefore it seems, at first sight, to
be hopeless to apply Tauberian remainder theorems.

Here is how we get around the poor performance of Tauberian theorems when it
comes to second terms:
(a) In the bulk of Ω we turn our attention to pointwise asymptotics. For these we

do have an exponentially small remainder, which does allow us to get an order-
sharp remainder term through Tauberian theorems.

(b) When interested in the asymptotics in the Neumann case and assuming that the
asymptotics in the Dirichlet case are already known, we consider the difference
between the Dirichlet and Neumann Riesz means. In the difference the leading
orders cancel, so the second term, which is what we are interested in, becomes
the leading term. For Riesz means with γ ≥ 1 the variational principle implies
that the difference is monotone and we are able to apply rather standard Taube-
rian methods.

Items (a) and (b) will be used to accomplish Task I and the Neumann part of Task II,
respectively.

The observation in (a) is rooted in work of Avakumović [4], but we track the
geometric dependence more carefully and show that this allows one to get a sharp
remainder term for the Riesz means as soon as γ > 0. This is the content in Theo-
rems 3.1 and 3.2. In this connection we mention Avakumović’s order-sharp remainder
bound for the Laplacian on manifolds without boundary [5] and the adaption of his
method to a larger class of operators [12, 44, 79] and to the presence of singular
potentials [32].

The observation in (b) is elementary, but seems to be new. It is worth mentioning
that the difference of the Dirichlet and Neumann Riesz means is not the only natural
quantity that has the key properties necessary for carrying out the argument in (b) to
accomplish Task II. An alternative construction, which is interesting in its own right,
is discussed in Sect. 6.

In our discussion so far, we have focused on the Tauberian method based on the
heat semigroup or resolvent powers. There is an alternative method based on the wave
equation, consisting in
Step I′: Proving asymptotics for the wave propagator
Step II′: Proving a Tauberian theorem for the Fourier transform
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This method goes back to Levitan [68] and was perfected in [50]. It is usually the
method of choice to obtain more precise information, used for instance in the proofs
of (3) and (4). The drawback of this method, however, is that it needs, in general, very
strong smoothness assumption on the boundary of the domain (and on the coefficients
of the operator, if these are variable).

We also give an alternative proof of the order-sharp remainder for γ > 0 in The-
orems 3.1 and 3.2, which bypasses Avakumović’s observation and is based on Levi-
tan’s wave equation method. However, heat equation methods enter also in this proof
in order to handle the boundary region, where wave equation methods require too
much regularity.

This concludes our discussion of Steps I and I′ of the Tauberian method.
Concerning Steps II and II′, the proof of Tauberian theorems, we note that some

of the theorems that we need appear as announcements without proofs [4, 38] or in
journals that are not easily accessible [37]. Also, we need uniform versions of these
results that track the dependence of the error term in terms of various parameters.
We have not found the corresponding statements in the literature and a considerable
fraction of our work is devoted to providing complete proofs. This constitutes Part 2
of this paper.

This finishes our rough sketch of how we prove Theorem 1.1. As we said, the
proof of Theorem 1.2 follows a similar route, except that asymptotic statements are
replaced by corresponding uniform, non-asymptotic statements. A crucial ingredient
in the Tauberian Step I is a heat trace analogue of Theorem 1.2. For the Dirichlet case
such a result can be deduced from our results in [27] while the Neumann version is
proved in [31].

Finally, we point out that the proof strategy is rather general and can be adapted
to different situations. In Sect. 6 we illustrate this claim by sketching four further
applications. Here we only highlight Theorems 6.2 and 6.3, which give three-term
asymptotics for γ > 1 when Ω ⊂ ℝ

2 has polygonal boundary.

Structure of the paper This paper consists of two parts. So far in this introduction
we have almost exclusively mentioned the result of the first part. The core of this
first part consists in Sects. 2, 3, 4 and 5, whose content we have outlined above. In
the additional section, Sect. 6, we briefly sketch some further applications for the
methods that we develop.

The results in Part 2 are independent of those in Part 1.
Part 2 of this paper is devoted to various Tauberian-type theorems, which are

needed in our proofs in Part 1. While some basic versions of these results are known,
the references are often not easily accessible or do not contain the refined form of
the results that we need. For this reason we have decided to include full details of all
the results that we are using. In Sect. 7 we present a proof due to Riesz concerning a
certain convexity property of Riesz means. In Sect. 8 we present uniform versions of
Tauberian theorems for Laplace transforms, which have their roots in work of Avaku-
movic, Freud, Garnelius, Korevaar and others. In Sect. 9 we present an extension to
Riesz means of Tauberian theorems for the Fourier transform, as used by Levitan,
Hörmander, Safarov and others.

In the Appendix we summarize some more or less known results from convex
geometry, which will play a role in the proof of Theorem 1.2.
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Part 1. Spectral asymptotics

2 Pointwise one-term Weyl law

2.1 Main results of this section

It is well known that the spectral projectors 1(−Δ#
Ω < λ) are integral operators with

integral kernels that are smooth on Ω × Ω; see [39, 40] or Lemma 2.14 below. This
implies the corresponding fact for Riesz means. In particular, we have the identity

(−Δ#
Ω − λ)

γ
−(x, x) = γ

∫︂ λ

0
(λ − μ)γ−11(−Δ#

Ω < μ)(x, x) dμ .

This section is devoted to the proof of pointwise bounds on the on-diagonal Riesz
means kernel. We will consider the cases γ = 0 and γ > 0 simultaneously and put

(−Δ#
Ω − λ)0

− := 1(−Δ#
Ω < λ) .

The asymptotics will involve the constant

Lsc
γ,d := Γ(γ + 1)

(4π)
d
2 Γ(γ + d

2 + 1)
for γ ≥ 0 . (8)

Finally, our pointwise bounds will depend on the distance of the relevant point from
the boundary, for which we use the abbreviation

dΩ(x) := dist(x,Ωc) . (9)

The following theorem and three propositions are the main results of this section.
We state and discuss them in this subsection and devote the remaining subsections in
this section to their proofs. While it will not be important for us, we emphasize that
the bounds in this section do not require the underlying set Ω to be bounded or to
have finite measure.

The first result concerns the Riesz mean kernels in the bulk of Ω, i.e. the region
where dΩ(x) ≳ 1/

√
λ.

Theorem 2.1 Let d ≥ 1, γ ≥ 0 and κ > 0. Then there is a constant Cγ,d,κ such that
for any open set Ω ⊂ ℝ

d , all x ∈ Ω and all λ > 0 with dΩ(x) ≥ κ/
√

λ we have

⃓⃓
(−Δ#

Ω − λ)
γ
−(x, x) − Lsc

γ,dλγ+ d
2
⃓⃓≤ Cγ,d,κλ

γ+d−1
2 dΩ(x)−1−γ .

We find it remarkable that the constant in Theorem 2.1 depends only on d , γ and
κ and not in any way on the geometry of Ω or the boundary conditions.

An important aspect of our bound in Theorem 2.1 is that the decay of the relative

remainder term λ− 1+γ
2 dΩ(x)−1−γ with respect to dΩ(x) increases with γ . This is

particularly important in the next section when we integrate the pointwise bounds in
order to get bounds on the Riesz means. For γ > 0 this feature allows us to achieve
an error bound of the correct order of magnitude.
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We will give two proofs of Theorem 2.1, one based on the heat equation and one
on the wave equation. Those will be presented in the Sects. 2.3 and 2.4, respectively.
In both proofs we will apply Tauberian theorems, whose proofs can be found in Part 2
of this paper.

The next three propositions provide further bounds for the Riesz mean kernels.
These bounds are less precise than that in Theorem 2.1 but with the important feature
that they remain valid also in the boundary region dΩ(x) ≲ 1/

√
λ. In this region both

the geometry of Ω as well as the boundary conditions come into play.
The first result concerns the Dirichlet case.

Proposition 2.2 Let d ≥ 1 and γ ≥ 0. There is a constant Cγ,d such that for all open
sets Ω ⊂ ℝ

d , all λ > 0 and all x ∈ Ω,

0 ≤ (−ΔD
Ω − λ)

γ
−(x, x) ≤ Cγ,dλγ+ d

2 .

In contrast to the Dirichlet case, in the Neumann case it is necessary to impose
some further assumption on Ω for the validity of the corresponding bounds. Here we
shall prove a bound that is valid in sets with the extension property. Recall that an
open set Ω ⊂ ℝ

d is said to have the extension property if there is a bounded, linear
operator ℰ : H 1(Ω) → H 1(ℝd) such that if u ∈ H 1(Ω) then ℰu(x) = u(x) for almost
every x ∈ Ω.

Proposition 2.3 Let d ≥ 1 and γ ≥ 0. For every open set Ω ⊂ ℝ
d with the extension

property and every λ0 > 0 there is a constant Cγ,Ω,λ0 such that for all λ > 0 and all
x ∈ Ω we have

0 ≤ (−ΔN
Ω − λ)

γ
−(x, x) ≤ Cγ,Ω,λ0λ

γ+ d
2 max

{︁
1, (λ0/λ)

d
2
}︁
.

In our applications to shape optimization problems it is important to have bounds
that depend in a simple and uniform manner on the set Ω. In the above results we em-
phasize that this is the case in both Theorem 2.1 and Proposition 2.2, as the constants
in these results are independent of the set Ω. In contrast, the constant that appears in
Proposition 2.3 depends on the geometry in a more complicated manner. In fact, in
the Neumann case any bound for the kernels in the region dΩ(x) ≲ 1/

√
λ needs to

take into account more delicate properties of the boundary as otherwise such bounds
would contradict a bound of Li–Yau [70] for the corresponding heat kernel; see also
Lemma 2.8 below. However, that Ω has the extension property is a rather weak as-
sumption on the boundary. Under stronger assumptions it is possible to prove more
explicit bounds for the Neumann kernels also in the boundary region, dΩ(x) ≲ 1/

√
λ.

Our next result provides such a bound under the assumption that Ω is convex.

Proposition 2.4 Let d ≥ 2 and γ ≥ 0. Then there is a constant Cγ,d such that for any
convex open set Ω ⊂ ℝ

d , all x ∈ Ω, all λ > 0 and all t > 0

0 ≤ (−ΔN
Ω − λ)

γ
−(x, x) ≤ Cγ,d

t−γ etλ

|Ω ∩ B√
t (x)| .

In the remainder of this section we first make some historical comments and then
we provide proofs of Theorem 2.1 and Propositions 2.2, 2.3, and 2.4.
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Historical remarks The dependence on the distance from the boundary of the remain-
der in the bound of Theorem 2.1 is crucial for the proof of our main results. We have
not found it in this form stated in the literature, but there are some precursors that we
would like to mention. Avakumović [4] for γ = 0 and Levitan [68] and Gårding [40]
for γ ≥ 0 have shown that for x in compact subsets of Ω one has

|(−Δ#
Ω − λ)

γ
−(x, x) − Lsc

γ,d λγ+ d
2 | ≲ λ

γ+d−1
2 (10)

for λ large enough with an implicit constant depending on the compact subset. An
alternative proof is given by Hörmander [51, Corollary 5.4]. Brüning [12] attributes
bounds showing how (10) degenerates close to the boundary for γ = 0 to unpub-
lished lectures of Avakumović (1965). Since we do not have access to notes of these
lectures, we cannot say which boundary conditions are imposed and which regularity
of the boundary is assumed. We note that in several papers [12, 44, 79], that seem
to be influenced by the work of Avakumović, similar bounds are shown in the case
γ = 0 for more complicated operators than −Δ, but under stronger assumptions on
the boundary than ours and only asymptotically and not uniformly as ours. Indepen-
dently, Agmon [1] proved results about the degeneration of the interior bound (10)
for γ = 0 as x approaches the boundary, but his bounds are off by an arbitrarily small
exponent ε > 0. These bounds are not good enough for our purposes.

All the bounds mentioned so far, with the exception of that of Gårding [40], con-
cern the case γ = 0. Safarov [86] has essentially proved the special case γ = 1 of
Theorem 2.1; see Remark 9.10 for what we believe to be a (fixable) gap in this proof.
Apart from this, we are not aware of previous works that concern the boundary degen-
eration of the interior bounds (10) for γ > 0, although such bounds might be known
to experts in the field.

The thrust of Propositions 2.2, 2.3, and 2.4 is that they are valid up to the boundary.
Bounds of this type are known to experts in the field and follow rather directly, for
instance, from corresponding heat kernel bounds.

2.2 Heat kernels and a priori bounds

The purpose of this subsection is twofold. On the one hand, we will introduce the
heat kernels and state some basic bounds for them. On the other hand, we will use
them to derive the a priori bounds on the spectral function and its Riesz means in
Propositions 2.2, 2.3 and 2.4.

We recommend Davies’s book [19] for background on heat kernels. It is known
that for any t > 0 the operators etΔ#

Ω are integral operators; see [19, Theorems 2.3.6
and 2.4.4]. Their integral kernels are denoted by k#

Ω(t, ·, ·), that is,

(etΔ#
Ωf )(x) =

∫︂

Ω

k#
Ω(t, x, x′)f (x′) dx′ for all f ∈ L2(Ω) .

We recall the following leading order bounds for the heat kernels. They are clas-
sical and can be found, for instance, in [19].
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Lemma 2.5 ([19, Eq. (1.9.1)]) Let d ≥ 1 and let Ω ⊂ ℝ
d be open. Then, for all x, x′ ∈

ℝ
d and t > 0

0 ≤ kD
Ω(t, x, x′) ≤ (4πt)−

d
2 .

Lemma 2.6 ([19, Theorem 2.4.4]) Let d ≥ 1 and let Ω ⊂ ℝ
d be an open set with

the extension property. For any t0 > 0 there is a constant CΩ,t0 such that, for all
x, x′ ∈ℝ

d and t > 0

0 ≤ kN
Ω(t, x, x′) ≤ CΩ,t0 t

− d
2 max

{︁
1, (t0/t)−

d
2
}︁
.

Remark 2.7 Two minor technicalities:
(1) First, the bounds in both equation (1.9.1) and Theorem 2.4.4 of [19] are stated for

connected sets Ω ⊂ ℝ
d . The claims in Lemmas 2.5 and 2.6 follow by applying

the bounds of Davies to each connected component and recalling that a set with
the extension property has a finite number of connected components (see, e.g.,
[34, Lemma 2.94]).

(2) Secondly, Theorem 2.4.4 of [19] is stated for heat kernels associated to general
uniformly elliptic operators and with 0 < t < 1. The bound claimed above fol-
lows by applying this general result with the operator −t0Δ

N
Ω and then extend

the obtained bound to all t by using the monotonicity argument in the proof
of [19, Theorem 3.2.9].

In the case of the Neumann Laplacian on a convex set, we shall also use the fol-
lowing bound due to Li and Yau [70]; see also [19, Theorem 5.5.6].

Lemma 2.8 Fix δ > 0 and let Ω ⊂ ℝ
d be an open convex set. For all x, x′ ∈ Ω, t > 0

it holds that

cd,δe
− |x−x′ |2

(1−δ)4t

|Ω ∩ B√
t (x)| 1

2 |Ω ∩ B√
t (x

′)| 1
2

≤ kN
Ω(t, x, x′) ≤ Cd,δe

− |x−x′|2
(1+δ)4t

|Ω ∩ B√
t (x)| 1

2 |Ω ∩ B√
t (x

′)| 1
2

,

where the constants cd,δ , Cd,δ depend only on δ, d .

As a simple application of these heat kernel bounds we now deduce the pointwise
bounds in Propositions 2.2, 2.3, and 2.4.

Proof of Propositions 2.2, 2.3, and 2.4 For simplicity we only write details for γ > 0,
the proof for γ = 0 follows the same steps.

We shall use the elementary bound

αγ ≤
(︂γ

e

)︂γ

eα for all α ≥ 0 .

This implies that

(E − λ)
γ
− ≤

(︂ γ

et

)︂γ

etλ e−tE .
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By the spectral theorem we deduce that

(−Δ#
Ω − λ)

γ
− ≤

(︂ γ

et

)︂γ

etλ etΔ#
Ω ,

which, in turn, implies that

(−Δ#
Ω − λ)

γ
−(x, x) ≤

(︂ γ

et

)︂γ

etλ k#
Ω(t, x, x) .

In the Dirichlet case we can now insert the upper bound k#
Ω(t, x, x) ≤ (4πt)− d

2

from Lemma 2.5. After optimization with respect to t , we obtain

(−Δ#
Ω − λ)

γ
−(x, x) ≤ (4π)−

d
2

(︂γ

e

)︂γ

λγ+ d
2 sup

μ>0
μ−γ− d

2 eμ

= (4π)−
d
2

(︂γ

e

)︂γ
(︃

e

γ + d/2

)︃γ+ d
2

λ
d
2 ,

corresponding to the choice μ = tλ = γ + d/2.
In the Neumann case we can argue similarly but based on Lemma 2.6 with t0 =

λ−1
0 . Instead of optimizing in the choice of t we simply choose t = λ−1, which proves

that bound.
Finally, in the Neumann case on convex sets, we argue similarly, but use

Lemma 2.8 instead of Lemma 2.6. In this case we leave t as a free parameter. This
completes the proof of all three propositions. □

2.3 A first proof of Theorem 2.1 using the heat equation

In this subsection we give a heat kernel proof of Theorem 2.1. When it comes to
the Neumann case our heat kernel based methods yield a weaker result; this is com-
mented on in the proof below. The proof we give is based on estimating the dif-

ference k#
Ω(t, x, x) − (4πt)− d

2 . According to the (heuristic) principle of not-feeling

the boundary, this difference should be small (with respect to (4πt)− d
2 ) when x is

far away (with respect to
√

t) from the boundary. The following two known bounds
make this principle quantitative and show that the difference is actually exponentially
small.

We begin with the case of the Dirichlet heat kernel. The following bound is due to
Minakshisundaram [77]; see also the proof due to Weyl in the appendix of that paper.

Lemma 2.9 Let d ≥ 1 and let Ω ⊂ ℝ
d be open. For all x, x′ ∈ Ω, t > 0 it holds that

0 ≤ (4πt)−
d
2 e− |x−x′ |2

4t − kD
Ω(t, x, x′) ≤ e

d
2 (4πt)−

d
2 e− 1

4t
max{|x−x′|2, dΩ(x)2, dΩ(x′)2} .

In particular, for all x ∈ Ω, t > 0,

0 ≤ (4πt)−
d
2 − kD

Ω(t, x, x) ≤ e
d
2 (4πt)−

d
2 e− dΩ(x)2

4t .
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We are indebted to Nikolay Filonov for pointing out an inaccuracy in Lemma 2.9
in an earlier version of this paper concerning the bound for large values of t which
is not covered by the argument in [77]. The proof that follows shows how one can
extend the result from [77] to all t > 0.

Proof The lower bound follows from Lemma 2.5. For t ≤ dΩ(x)2

2d
=: t0 the upper

bound is proved in [77] (without the factor e
d
2 ). For t > t0 we observe that, by

Lemma 2.5 and the monotonicity of t ↦→ e− dΩ(x)2

4t ,

(4πt)−
d
2 e− |x−x′|2

4t − kD
Ω(t, x, x′) ≤ (4πt)−

d
2 = (4πt)−

d
2 e

d
2 e

− dΩ(x)2

4t0

≤ e
d
2 (4πt)−

d
2 e− dΩ(x)2

4t ,

this completes the proof. □

We now turn our attention to the Neumann heat kernel. The following bound on
Lipschitz sets is essentially due to Brown [11, Eq. (2.4+)]. A complete proof of the
result as stated here can be found in [31].

Lemma 2.10 ([11, Eq. (2.4+)]) Let d ≥ 1 and let Ω ⊂ ℝ
d be a bounded open set with

Lipschitz boundary. For any η > 0 there is a constant CΩ,η such that for all t > 0 and
x ∈ Ω with dΩ(x) ≥ η

√
t we have

⃓⃓
⃓kN

Ω(t, x, x) − (4πt)−
d
2

⃓⃓
⃓≤ CΩ,ηt

− d
2 e− dΩ(x)2

8t .

For the Neumann Laplace operator in a convex set we shall utilize the follow-
ing result proved in [31]. The upshot of this result compared to Lemma 2.10 is the
uniformity of the constant with respect to Ω.

Lemma 2.11 Let d ≥ 2 and η > 0. There is a constant Cd,η > 0 such that for any
open convex set Ω ⊂ ℝ

d , all t > 0 and x ∈ Ω with dΩ(x) ≥ η
√

t we have

⃓⃓
⃓kN

Ω(t, x, x) − (4πt)−
d
2

⃓⃓
⃓≤ Cd,ηt

− d
2 e− dΩ(x)2

8t .

The 8 in the exponential rate of decay in Lemmas 2.10 and 2.11 is not sharp,
the optimal value is likely 4 (as in Lemma 2.9). The proofs in [11] and [31] can
be modified to yield a corresponding result with 8 replaced by any number greater
than 4 at the price of increasing the multiplicative constants in the bounds. For our
purposes the sharp value is not important, only that the exponential rate in the bound
is independent of Ω.

We combine the preceding three lemmas with Tauberian remainder theorems to
derive the pointwise bounds on the spectral function and its Riesz means. The argu-
ment will completely prove Theorem 2.1 for # = D but, as mentioned above, only a
weaker version when # = N. A full proof of Theorem 2.1 will be given in Sect. 2.4.
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Proof of Theorem 2.1 (in a weaker form for # = N) The proof is based on a non-asymp-
totic version of a Tauberian theorem for the Laplace transform that essentially goes
back to work of Ganelius [37]. The version of Ganelius’ result that we shall use will
be proved in Sect. 8, specifically we shall utilize Corollary 8.2.

Fix x ∈ Ω and set

fx(λ) := 1(−Δ#
Ω < λ)(x, x) − Lsc

0,dλ
d
2+ .

As a difference of two monotone functions fx has locally bounded variation and as
such defines a Borel measure dfx on ℝ. Note that the Borel measure on ℝ defined by

μ̃(ω) :=
∫︂

ω

dfx(λ) + d

2
Lsc

0,d

∫︂

ω∩(0,∞)

λ
d
2 −1 dλ

is nonnegative.
One computes that for all γ ≥ 0, λ > 0

(−Δ#
Ω − λ)

γ
−(x, x) − Lsc

γ,dλγ+ d
2 =

∫︂ λ

0
(λ − Λ)γ dfx(Λ) ,

and for all t > 0

k#
Ω(t, x, x) − (4πt)−

d
2 =

∫︂ ∞

0
e−tλ dfx(λ) .

For # = D, Lemma 2.9 and the fact that xαe−βx ≤ (︁
α
β

)︁α
e−α for all x ≥ 0, α,β > 0

imply that1

⃓⃓
⃓⃓
⃓

∫︂ ∞

0
e−tλ dfx(λ)

⃓⃓
⃓⃓
⃓≲d dΩ(x)−de− dΩ(x)2

8t for all t > 0 .

By Corollary 8.2 with ε = 1, N = 1, K0 = 0, ν1 = d/2, and K1 = Lsc
0,d , it holds that,

for any γ ≥ 0, λ > 0,

⃓⃓
⃓(−ΔD

Ω − λ)
γ
−(x, x) − Lsc

γ,dλγ+ d
2

⃓⃓
⃓≲γ,d λγ (1 + dΩ(x)2λ)−

1+γ
2 (dΩ(x)−d + λ

d
2 ) .

Using the assumption that dΩ(x) ≥ κ/
√

λ we deduce that

⃓⃓
⃓(−ΔD

Ω − λ)
γ
−(x, x) − Lsc

γ,dλγ+ d
2

⃓⃓
⃓≲γ,d,κ λ

γ+d−1
2 dΩ(x)−1−γ .

This completes the proof of Theorem 2.1 for # = D.

1Here and in what follows we sometimes use the notation ≲ to mean that the left side is bounded by
a constant times the right side, where the implied constant is independent of the relevant parameters.
Sometimes, as here, we put a subscript under the symbol ≲, emphasizing that the implied constant only
depends on the parameters appearing in this subscript.
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As mentioned at the start of this subsection a weaker form of Theorem 2.1 when
# = N can be proved in the same manner. Indeed, if one in the above proof instead of
Lemma 2.9 applies Lemma 2.10 (with suitably chosen η) this yields

⃓⃓
⃓(−ΔN

Ω − λ)
γ
−(x, x) − Lsc

γ,dλγ+ d
2

⃓⃓
⃓≤ Cγ,Ω,κλ

γ+d−1
2 dΩ(x)−1−γ ,

for all x ∈ Ω, λ > 0 with dΩ(x) ≥ κ/
√

λ. When applying Lemma 2.10 one needs
to choose the parameter η so small that the obtained bound is valid for all λ ≥
κ2/dΩ(x)2. Any η so that κ2 ≥ Dη2(1 + η2) where D is the constant appearing
in Corollary 8.2 suffices. Note that this bound is weaker than that in Theorem 2.1
for two reasons; firstly, it requires that Ω is bounded with Lipschitz boundary and,
secondly, the constant in the bound depends on Ω. However, if one additionally as-
sumes that Ω is convex then the boundedness assumption and the dependence of the
constant on Ω can be dropped by using Lemma 2.11 instead of Lemma 2.10. □

2.4 A second proof of Theorem 2.1 using the wave equation

In this subsection we give a wave equation proof of Theorem 2.1. Our proof is not
only valid for the Dirichlet and Neumann Laplacian but for general selfadjoint exten-
sions H of the symmetric operator −Δ|C∞

c (Ω). To simplify the exposition, we restrict
ourselves to nonnegative extensions H .

Proposition 2.12 For any d ∈ ℕ and γ ≥ 0 there is a constant Cγ,d such that the
following holds. Let Ω ⊂ ℝ

d be open and let H be a nonnegative selfadjoint operator
in L2(Ω) such that C∞

c (Ω) ⊂ domH and for any u ∈ C∞
c (Ω) one has Hu = −Δu.

Then for all x ∈ Ω and λ > 0
⃓⃓
⃓(H − λ)

γ
−(x, x) − Lsc

γ,dλγ+ d
2

⃓⃓
⃓

≤ Cγ,d

(︃
λ

γ+d−1
2

dΩ(x)1+γ
1(dΩ(x) > 1/

√
λ) + λγ

dΩ(x)d
1(dΩ(x) ≤ 1/

√
λ)

)︃
.

Remark 2.13 A couple of remarks:
(1) We emphasize that the constant Cγ,d does not depend on Ω nor the chosen

selfadjoint extension of the Laplacian.
(2) While for the Dirichlet and Neumann Laplacians the error term λγ dΩ(x)−d in

the boundary region dΩ(x) ≤ 1/
√

λ can be improved (in the Neumann case at
least when the boundary has some regularity), it is interesting to note that this
is not possible for all selfadjoint extensions H of the Laplacian; see discussion
following Corollary 2.15 below.

(3) For γ = 0 and γ = 1 Proposition 2.12 and its proof are closely related to bounds
due to Safarov [86], although, disregarding the value of the constant Cγ,d , the
bounds in [86] for γ = 1 are slightly worse than ours close to the boundary; see
also Remark 9.10 for an inaccuracy in [86, Lemma 2.7]. Our contribution here
is to extend these bounds to all parameters γ ≥ 0. We do this with the help of
a novel Fourier Tauberian theorem, which will be stated and proved in Sect. 9
below.
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In the statement of Proposition 2.12 we implicitly use the fact that any nonnega-
tive selfadjoint extension H of −Δ|C∞

c (Ω) has a spectral function. This was shown
by Gårding [39] (see also [40]), even for a larger class of operators. Since these ref-
erences are not easily accessible and since we need some properties of Gårding’s
construction we reproduce a sketch of his argument.

Lemma 2.14 Let Ω ⊂ ℝ
d be open and let H be a nonnegative selfadjoint operator

in L2(Ω) such that C∞
c (Ω) ⊂ domH and Hu = −Δu for all u ∈ C∞

c (Ω). Then for
every λ > 0 there is a function eλ ∈ C(Ω × Ω) such that for all compactly supported
f,f ′ ∈ L2(Ω),

(f,1(H < λ)f ′) =
∫︂∫︂

Ω×Ω

f (y)eλ(y, y′)f ′(y′) dy dy′ .

Proof of Lemma 2.14 We fix an integer k > d/4 and set

F(x, y) := ck,d |x − y|2k−d ,

where the constant ck,d is chosen such that (−Δ)kF (·, y) = δ(· − y) for all y ∈ℝ
d .

Let U ⋐ Ω be open and choose χ ∈ C∞
c (Ω) such that χ = 1 on U . For y ∈ U , we

consider the following functions on Ω,

F0(·, y) := (−Δ)k((1 − χ)F (·, y)) , F1(·, y) := χF(·, y) .

We claim that

U ∋ y ↦→ Fj (·, y) ∈ L2(Ω) is continuous for j = 0,1 . (11)

This assertion for j = 1 follows easily from the fact that F(·, y) ∈ L2
loc(ℝ

d) since
k > d/4. The assertion for j = 0 follows from the fact that (1 − χ)F (·, y) is smooth
because 1 − χ vanishes in a neighbourhood of the point y where F(·, y) is singular.

Next, we claim that for any f ∈ C∞
c (U),

∫︁
U

F1(·, y)f (y) dy ∈ domHk and

∫︂

U

F0(·, y)f (y) dy + Hk

∫︂

U

F1(·, y)f (y) dy = f . (12)

Indeed, since f ∈ C∞
c (U), we have

∫︁
U

F(x, y)f (y) dy ∈ C∞(ℝd). Multiplying this
by χ ∈ C∞

c (Ω), we infer that
∫︁
U

F1(·, y)f (y) dy ∈ C∞
c (Ω) ⊂ domH and

H

∫︂

U

F1(·, y)f (y) dy = −Δ

∫︂

U

F1(·, y)f (y) dy .

According to what we have just mentioned, the right side lies in C∞
c (Ω) ⊂ domH .

Therefore
∫︁
U

F1(·, y)f (y) dy ∈ C∞
c (Ω) ⊂ domH 2 and

H 2
∫︂

U

F1(·, y)f (y) dy = Δ2
∫︂

U

F1(·, y)f (y) dy .
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Iterating this argument, we deduce that
∫︁
U

F1(·, y)f (y) dy ∈ C∞
c (Ω) ⊂ domHk and

Hk

∫︂

U

F1(·, y)f (y) dy = (−Δ)k
∫︂

U

F1(·, y)f (y) dy .

The integral on the right side is equal to

(−Δ)k
∫︂

U

F1(·, y)f (y) dy = (−Δ)k
∫︂

U

F(·, y)f (y) dy −
∫︂

U

F0(·, y)f (y) dy ,

and the first term on the right is equal to f . This proves (12).
Now let U ′ ⊂ Ω be another bounded and open set and choose χ ′ ∈ C∞

c (Ω) with
χ ′ = 1 on U ′. We define the functions F ′

0 and F ′
1 similarly as before.

For y ∈ U and y′ ∈ U ′ we define

eλ(y, y′) :=
1∑︂

j,j ′=0

∫︂

[0,λ)

μk(j+j ′)d(Fj (·, y),1(H < μ)F ′
j ′(·, y′)) . (13)

From (11) we deduce that eλ ∈ C(U × U ′). Moreover, for f ∈ C∞
c (U) and f ′ ∈

C∞
c (U ′) we find
∫︂∫︂

U×U ′
f (y)eλ(y, y′)f ′(y′) dy dy′

=
1∑︂

j,j ′=0

∫︂

[0,λ)

μk(j+j ′)d

(︃∫︂

U

Fj (·, y)f (y) dy,1(H < μ)

∫︂

U

F ′
j ′(·, y′)f ′(y′) dy′

)︃

We have shown above that
∫︁
U

Fj (·, y)f (y) dy ∈ domHkj (this is trivial for j = 0)
and similarly for the primed quantities. Thus,
∫︂

[0,λ)

μk(j+j ′)d

(︃∫︂

U

Fj (·, y)f (y) dy,1(H < μ)

∫︂

U

F ′
j ′(·, y′)f ′(y′) dy′

)︃

=
∫︂

[0,λ)

d

(︃
Hkj

∫︂

U

Fj (·, y)f (y) dy,1(H < μ)Hkj ′
∫︂

U

F ′
j ′(·, y′)f ′(y′) dy′

)︃

=
(︃

Hkj

∫︂

U

Fj (·, y)f (y) dy,1(H < λ)Hkj ′
∫︂

U

F ′
j ′(·, y′)f ′(y′) dy′

)︃
.

Using identity (12) we obtain

1∑︂

j,j ′=0

(︃
Hkj

∫︂

U

Fj (·, y)f (y) dy,1(H < λ)Hkj ′
∫︂

U

F ′
j ′(·, y′)f ′(y′) dy′

)︃

=
⎛

⎝
1∑︂

j=0

Hkj

∫︂

U

Fj (·, y)f (y) dy,1(H < λ)

1∑︂

j ′=0

Hkj ′
∫︂

U

F ′
j ′(·, y′)f ′(y′) dy′

⎞

⎠

= (︁
f,1(H < λ)f ′)︁ .

This proves the claimed identity for f ∈ C∞
c (U) and f ′ ∈ C∞

c (U ′).
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Since eλ ∈ C(U × U ′) the identity extends to f and f ′ whose supports are com-
pact subsets of U and U ′, respectively.

Since U and U ′ are arbitrary bounded open sets whose closures are contained in
Ω, one easily concludes that the function eλ is defined on all of Ω × Ω, is continuous
there and satisfies the claimed identity. □

Proof of Proposition 2.12 We fix a point x0 ∈ Ω (which plays the role of the point x in
the inequality in the proposition). For r < dΩ(x0) and f ∈ C∞

c (Br(x0)) we consider

u(t) := cos(t
√

H)f ,

which satisfies ∂2
t u+Hu = 0. Moreover, u(0) = f and ∂tu(0) = 0. Testing the equa-

tion against a test function in C∞
c (Ω) ⊂ domH , we see that for any t ∈ ℝ we have

∂2
t u−Δu = 0 in Ω in the sense of distributions. Moreover, noting that u(t) ∈ domH

for all t (since f ∈ C∞
c (Ω) ⊂ domH ) and that domH ⊂ H 2

loc(Ω) (by interior ellip-
tic regularity since −Δu = Hu ∈ L2(Ω) for u ∈ domH ), we see that the equation
∂2
t u − Δu = 0 holds in L2

loc(Ω).
We now deduce, using finite speed of propagation, that

suppu(t) ⊂ Br+|t |(x0) ∪ {x : dΩ(x) ≤ |t |} .

To prove this we can use the classical energy method; see, e.g., [21, Theorem 2.4.6].
Indeed, given x′ /∈ Br+|t |(x0) ∪ {x : dΩ(x) ≤ |t |} it holds that the backward cone

Cx′,t := {(y, s) ∈ Ω × [0, t] : |y − x′| ≤ t − s}
satisfies that Cx′,t ⊂ Ω × [0, t]. Since u(0), ∂tu(0) both vanish in Bt(x

′) = {y ∈ Ω :
(y,0) ∈ Cx′,t } we can now argue precisely as in [21, Theorem 2.4.6] to conclude that
u vanishes in Cx′,t and in particular u(t) vanishes at x′. Note that in the proof of [21,
Theorem 2.4.6] one only needs to consider balls whose closure is contained in Ω and
on such balls u(t) belongs to H 2, so all the manipulations are justified.

As an aside we mention that if Ω has sufficiently regular boundary and if H corre-
sponds to either a Dirichlet, Neumann or Robin boundary condition, then the above
conclusion can be strengthened to suppu(t) ⊂ Br+|t |(x0). For the proof one can ar-
gue as in [21, Theorem 2.4.6], but now also including the intersection of balls with Ω.
This improved bound on the support of u(t) could be used to improve the constants
in our error bound, but does not significantly improve the result.

Restricting ourselves to t such that |t | ≤ 1
2 (dΩ(x0) − r) and denoting by χ(t) the

characteristic function of {x ∈ Ω : dΩ(x) > |t |}, we see that χ(t)u(t) solves the wave
equation in Ω.

Extending f by zero to a function on all of ℝd , we define

˜︁u(t) := cos(t
√︁−Δℝd )f ,

which satisfies ∂2
t −Δu = 0 on ℝ

d ×ℝ, as well as˜︁u(0) = f and ∂t˜︁u(0) = 0. Applying
the uniqueness theorem [21, Theorem 7.2.4] for the wave equation, we find that

χ(t)u(t) =˜︁u(t) for all t ∈ [− 1
2 (dΩ(x0) − r), 1

2 (dΩ(x0) − r)] .
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Let φ ∈ 𝒮(ℝ) with supp φ̂ ⊂ (− 1
2dΩ(x0),

1
2dΩ(x0))). Then for all sufficiently

small r > 0 (specifically for all r > 0 such that [− 1
2 (dΩ(x0) − r), 1

2 (dΩ(x0) − r)] ⊃
supp φ̂) and all f ∈ C∞

c (Br(x0)) we have
∫︂

ℝ

φ̂(t)u(t) dt =
∫︂

ℝ

φ̂(t)˜︁u(t) dt .

Taking the inner product with f and appealing to the spectral theorem, we deduce
that
∫︂

ℝ

φ̂(t)

(︃∫︂

[0,∞)

cos(t
√

λ)d(f,1(H < λ)f )

)︃
dt

=
∫︂

ℝ

φ̂(t)

(︃∫︂

[0,∞)

cos(t
√

λ)d(f,1(−Δℝd < λ)f )

)︃
dt

Interchanging the integrals, we obtain
∫︂

[0,∞)

1

2
(φ(

√
λ) + φ(−√

λ)) d(f,1(H < λ)f )

=
∫︂

[0,∞)

1

2
(φ(

√
λ) + φ(−√

λ)) d(f,1(−Δℝd < λ)f )

Let us set

ηf (τ ) := (sgn τ) (f,1(H < τ 2)f ) and

˜︁ηf (τ ) := (sgn τ) (f,1(−Δℝd < τ 2)f ) ,

which are nondecreasing functions on ℝ, so dη and d˜︁η are measures on ℝ via the
Lebesgue–Stieltjes construction. We see that

∫︂

ℝ

φ(τ) dηf (τ ) =
∫︂

ℝ

φ(τ) d˜︁ηf (τ ) . (14)

We recall that we have proved this identity for every f ∈ C∞
c (Br(x0)) with r suffi-

ciently small (depending on φ).
Given χ ∈ C∞

c (ℝd) with
∫︁
ℝd χ(x) dx = 1, we apply the above identity to

fρ(x) := ρ−dχ((x − x0)/ρ) with ρ > 0 sufficiently small. We claim that

lim
ρ→0+

∫︂

ℝ

φ(τ) dηfρ (τ ) =
∫︂

ℝ

φ(τ) dηx0(τ ) and

lim
ρ→0+

∫︂

ℝ

φ(τ) d˜︁ηfρ (τ ) =
∫︂

ℝ

φ(τ) d˜︁ηx0(τ )

where

ηx0(τ ) := (sgn τ)1(H < τ 2)(x0, x0) and ˜︁ηx0(τ ) := (sgn τ)1(−Δ < τ 2)(x0, x0) .
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The first convergence (the second one is proved similarly) follows from the fact that
for any bounded, measurable and rapidly decaying function ψ on [0,∞) one has

lim
ρ→0+

∫︂

ℝ

ψ(λ)d(fρ,1(H < λ)fρ) =
∫︂

ℝ

ψ(λ)deλ(x0, x0) .

To prove the latter convergence, we recall the definition (13) of the spectral function,
choosing U = U ′, an open neighbourhood of x0. We obtain

(fρ,1(H < λ)fρ) =
1∑︂

j,j ′=0

∫︂

[0,λ)

μk(j+j ′) d
(︁
Fj,ρ,1(H < μ)Fj ′,ρ

)︁

with Fj,ρ := ∫︁
U

Fj (·, y)fρ(y) dy. Thus,

∫︂

ℝ

ψ(λ)d(fρ,1(H < λ)fρ) =
1∑︂

j,j ′=0

(Fj,ρ,Hk(j+j ′)Ψ(H)Fj ′,ρ)

with Ψ(μ) := ∫︁∞
μ

ψ(λ)dλ. By our assumptions on ψ the operator Hk(j+j ′)Ψ(H) is
bounded. The same arguments show that

∫︂

ℝ

ψ(λ)deλ(x0, x0) =
1∑︂

j,j ′=0

(Fj (·, x0),H
k(j+j ′)Ψ(H)Fj ′(·, x0))

Since Fj,ρ → Fj (·, x0) in L2(Ω) and since Hk(j+j ′)Ψ(H) is a bounded operator, we
obtain the claimed convergence.

As a consequence of this convergence, we deduce from (14) that
∫︂

ℝ

φ(τ) dηx0(τ ) =
∫︂

ℝ

φ(τ) d˜︁ηx0(τ ) . (15)

Let us show that the measure dηx0 is a tempered distribution. Since the deriva-
tive of a tempered distribution is a tempered distribution, it suffices to show that the
function λ ↦→ ηx0(λ) is locally bounded and has at most polynomial growth. These
properties follow immediately from the definition (13) (with x0 ∈ U = U ′), which
implies

0 ≤ eλ(x0, x0) ≤
1∑︂

j,j ′=0

λk(j+j ′)∥Fj (·, x0)∥2
L2(Ω)

.

Moreover, using the explicit diagonalization of −Δℝd in terms of the Fourier
transform we see that

˜︁ηx0 = (sgn τ)Lsc
0,d |τ |d .

Since dηx0 and d˜︁ηx0 are tempered distributions and since (15) is valid for all
φ ∈ 𝒮(ℝ) with supp φ̂ ⊂ (− 1

2dΩ(x0),
1
2dΩ(x0))), it follows that the (distributional)
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Fourier transform of the difference dηx0 − d˜︁ηx0 vanishes on the set (− 1
2dΩ(x0),

1
2dΩ(x0)). Consequently, we have

φa ∗ (dηx0 − d˜︁ηx0) = 0

for any φ ∈ 𝒮(ℝ) with supp φ̂ ⊂ (−1,1) and φa(τ) = a−1φ(τ/a) with a = 2/dΩ(x0).
Replacing φ with a dilate and letting the dilation parameter tend to 1, we see that the
support assumption on φ̂ may be relaxed to supp φ̂ ⊂ [−1,1].

We are now in position to apply Corollary 9.4. Indeed, for μ = dηx0 and ν =
dη̃x0 we have shown above that the assumptions of the corollary are satisfied with
parameters a = a0 = a1 = 2/dΩ(x0), α = d − 1, M0 a constant depending only on d

and M1 = 0. The resulting bound states that

|Rγ

dηx0
(τ ) − R

γ

dη̃x0
(τ )| ≤ Cγ,ddΩ(x0)

−d(1 + dΩ(x0)|τ |)d−1−γ .

Taking τ = √
λ this leads to the claimed bound, since for all τ > 0

R
γ

dηx0
(τ ) = 2γ

τ

∫︂ τ

0

(︃
1 − σ 2

τ 2

)︃γ−1
σ

τ
ηx0(σ ) dσ = τ−2γ (H − τ 2)

γ
−(x0, x0)

and

R
γ

dη̃x0
(τ ) = 2γ

τ

∫︂ τ

0

(︃
1 − σ 2

τ 2

)︃γ−1
σ

τ
˜︁ηx0(σ ) dσ = Lsc

γ,d τ d .

This completes the proof of the proposition. □

Proof of Theorem 2.1 To prove Theorem 2.1 we apply Proposition 2.12 with H =
−Δ#

Ω. If κ ≥ 1 then we are done. If κ < 1 then we observe that for x ∈ Ω with
κ/

√
λ ≤ dΩ(x) ≤ 1/

√
λ it holds that

λγ

dΩ(x)d
= (dΩ(x)

√
λ)−d+1+γ λ

γ+d−1
2

dΩ(x)1+γ
≤ max{κ−d+1+γ ,1} λ

γ+d−1
2

dΩ(x)1+γ
.

This completes the proof. □

While not related to our main purpose, we find the following consequence of
Proposition 2.12 noteworthy. In particular, this result implies the sharpness of Propo-
sition 2.12 close to the boundary. The result concerns the harmonic Bergman space
and we refer to [6, Chap. 8] for further information. We note that in a general open
set Ω ⊂ ℝ

d the space of harmonic functions in L2(Ω) is a closed subspace of L2(Ω).
Moreover, the orthogonal projection RΩ onto this subspace has an integral kernel,
which we are going to denote by RΩ(x, x′). The following corollary gives a bound
on the singularity of this kernel when x approaches the boundary.
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Corollary 2.15 Let d ≥ 1. There is a constant Cd such that for any open set Ω ⊂
ℝ

d the kernel RΩ(·, ·) of the orthogonal projection in L2(Ω) onto the subspace of
harmonic functions satisfies for all x ∈ Ω

RΩ(x, x) ≤ Cd dΩ(x)−d .

Proof We consider the selfadjoint operator H in L2(Ω) defined as the Krein exten-
sion of −Δ defined on C∞

c (Ω) [2, 42]. It follows immediately from the definition
of this extension that kerH is the subspace of harmonic functions in L2(Ω). From
Proposition 2.12 we deduce that, for any x ∈ Ω and any λ > 0,

RΩ(x, x)

≤ 1(H < λ)(x, x)

≤ Lsc
0,dλ

d
2 + C0,d

(︃
λ

d−1
2

dΩ(x)
1(dΩ(x) > 1/

√
λ) + 1

dΩ(x)d
1(dΩ(x) ≤ 1/

√
λ)

)︃
.

For fixed x, the right side tends to C0,d dΩ(x)−d as λ → 0. This proves the claimed
bound. □

The first remarkable fact about the bound in Corollary 2.15 is that the order of the
singularity dΩ(x)−d is sharp. This follows when Ω is a ball or a halfspace from the
explicit formulas for RΩ in [6, Theorems 8.13 and 8.24] and when Ω is a smooth do-
main from [20]. The second remarkable fact of the bound is that the constant depends
only on d and not on the set Ω.

Let us now return to the question of sharpness of the bound in Proposition 2.12. It
is natural to wonder if the error bound λγ dΩ(x)−d in the boundary region dΩ(x) ≤
1/

√
λ is optimal for certain selfadjoint extensions H . We argue that it is, at least for

γ = 0 and for smooth sets Ω. Indeed, this follows from the sharpness of the bound in
Corollary 2.15 which was deduced from Proposition 2.12 applied with γ = 0 and H

as the Krein extension of −Δ.

3 Integrated one-term Weyl law

In this section we will use the pointwise bounds on the spectral function and its Riesz
means from the previous section to obtain bounds on the Riesz means Tr(−Δ#

Ω −λ)
γ
− .

The idea of the proof is to write the Riesz mean as an integral of the corresponding
integral kernel and then use our pointwise bounds for the kernels appropriately de-
pending on the relative size of

√
λdΩ(x). Under the assumption γ > 0 our bounds

will have an order-sharp remainder.
It will be convenient to abbreviate

ϑΩ(l) := |{x ∈ Ω : dΩ(x) ≤ l}|
l

, ΘΩ := sup
l>0

ϑΩ(l) ,

where we recall that the distance dΩ to the boundary was introduced in (9).
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Theorem 3.1 Let d ≥ 1 and γ > 0. Then there is a constant Cγ,d such that for any
open set Ω ⊂ ℝ

d with |Ω| < ∞ and ΘΩ < ∞ and for all λ > 0 we have

⃓⃓
Tr(−ΔD

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2
⃓⃓≤ Cγ,d ΘΩ λγ+ d−1

2 .

Theorem 3.2 Let d ≥ 1 and γ > 0. Then for any open set Ω ⊂ ℝ
d with |Ω| < ∞,

ΘΩ < ∞ and the extension property and for all λ0 > 0 there is a constant Cγ,Ω,λ0

such that for all λ > 0 we have

⃓⃓
Tr(−ΔN

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2
⃓⃓≤ Cγ,Ω,λ0 λγ+ d−1

2 max
{︁
1, (λ0/λ)

d−1
2
}︁
.

Theorem 3.3 Let d ≥ 1 and γ > 0. Then there is a constant Cγ,d such that for any
bounded, convex, open set Ω ⊂ ℝ

d and for all λ > 0, we have

⃓⃓
Tr(−ΔN

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2
⃓⃓

≤ Cγ,d λγ+ d−1
2 max

{︁
1,
(︁
rin(Ω)

√
λ
)︁−d+1}︁ℋd−1(∂Ω) .

Remark 3.4 A couple of remarks:
(1) The bounds in Theorems 3.1, 3.2 and 3.3 are important ingredients in the proofs

of our main results, Theorems 1.1 and 1.2. Once these main results have been
shown, we deduce conversely that the error bounds in Theorems 3.1, 3.2 and 3.3
are order-sharp as λ → ∞.

(2) We find the simple dependence on Ω of the error bounds in Theorems 3.1 and
3.3 quite remarkable.

(3) Theorem 3.1 provides an analogue for γ > 0 of Seeley’s bound (3) from [89,
90]. The latter bound was proved under several smoothness conditions on the
boundary, while our point is that no such conditions are necessary, as soon as
one moves away from γ = 0.

(4) The special case γ = 1 of Theorem 3.1 is proved in Safarov’s paper [86], except
for the issue discussed in Remark 9.10.

Proof of Theorem 3.1 Decomposing Ω into the two sets {x ∈ Ω : dΩ(x) ≥ 1/
√

λ} and
{x ∈ Ω : dΩ(x) < 1/

√
λ} we have

⃓⃓
⃓Tr(−ΔD

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2

⃓⃓
⃓

=
⃓⃓
⃓⃓
∫︂

Ω

(︂
(−ΔD

Ω − λ)
γ
−(x, x) − Lsc

γ,dλγ+ d
2

)︂
dx

⃓⃓
⃓⃓

≤
∫︂

{x∈Ω:dΩ(x)<1/
√

λ}
|(−ΔD

Ω − λ)
γ
−(x, x) − Lsc

γ,dλγ+ d
2 |dx

+
∫︂

{x∈Ω:dΩ(x)≥1/
√

λ}
|(−ΔD

Ω − λ)
γ
−(x, x) − Lsc

γ,dλγ+ d
2 |dx .
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The first integral we bound using Proposition 2.2, for the second we use Theorem 2.1
with κ = 1. This yields

⃓⃓
⃓Tr(−ΔD

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2

⃓⃓
⃓≲γ,d λ

γ+d−1
2

(︃
λ

1+γ
2 |{x ∈ Ω : dΩ(x) < 1/

√
λ}|

+
∫︂

{x∈Ω:dΩ(x)≥1/
√

λ}
dΩ(x)−1−γ dx

)︃

≲γ,d λ
γ+d−1

2

∫︂

Ω

min
{︁
λ

1+γ
2 , dΩ(x)−1−γ

}︁
dx .

It remains to prove an estimate for the integral in the last line.
By the layer cake representation, Fubini’s theorem, and a change of variables

∫︂

Ω

min
{︁
λ

1+γ
2 , dΩ(x)−1−γ

}︁
dx =

∫︂

Ω

∫︂ λ
1+γ

2

0
1{y∈Ω:dΩ(y)−1−γ ≥t}(x) dtdx

=
∫︂ λ

1+γ
2

0
|{x ∈ Ω : dΩ(x)−1−γ ≥ t}|dt

= (1 + γ )

∫︂ ∞

1/
√

λ

|{x ∈ Ω : dΩ(x) ≤ s}|
s2+γ

ds .

(16)

Since
∫︂ ∞

1/
√

λ

|{x ∈ Ω : dΩ(x) ≤ s}|
s2+γ

ds =
∫︂ ∞

1/
√

λ

ϑΩ(s)

s1+γ
ds ≤ ΘΩ

∫︂ ∞

1/
√

λ

1

s1+γ
ds = ΘΩ

γ
λ

γ
2 ,

this completes the proof of Theorem 3.1. □

Proof of Theorem 3.2 As in the proof of Theorem 3.1 we decompose Ω into the two
sets {x ∈ Ω : dΩ(x) ≥ 1/

√
λ} and {x ∈ Ω : dΩ(x) < 1/

√
λ}. In the first set we again

apply Theorem 2.1 with κ = 1 in the second we apply Proposition 2.3 with λ0 re-
placed by λ̃0. Assuming that rin(Ω) ≥ 1/

√
λ, this yields

⃓⃓
⃓Tr(−ΔN

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2

⃓⃓
⃓

≤
∫︂

Ω

⃓⃓
(−ΔN

Ω − λ)
γ
−(x, x) − Lsc

γ,dλγ+ d
2
⃓⃓
dx

≤ Cγ,Ω,λ̃0
λγ+ d

2
(︁
1 + (λ̃0/λ)

d
2
)︁|{x ∈ Ω : dΩ(x) < 1/

√
λ}|

+ Cγ,dλ
γ+d−1

2

∫︂

{x∈Ω:dΩ(x)≥1/
√

λ}
dΩ(x)−1−γ dx

≲γ,Ω,λ̃0
λ

γ+d−1
2

(︁
1 + (λ̃0/λ)

d
2
)︁∫︂

Ω

min
{︁
λ

1+γ
2 , dΩ(x)−1−γ

}︁
dx .
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The bound stemming from (16) therefore implies that
⃓⃓
⃓Tr(−ΔN

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2

⃓⃓
⃓≤ Cγ,Ω,λ̃0

λγ+ d−1
2
(︁
1 + (λ̃0/λ)

d
2
)︁
ΘΩ

= Cγ,Ω,λ̃0
ΘΩ

(︁
λγ+ d−1

2 + λγ− 1
2 λ̃

d
2
0

)︁

≤ Cγ,Ω,λ̃0
ΘΩ

(︁
λγ+ d−1

2 + λγ rin(Ω)λ̃
d
2
0

)︁
.

If rin(Ω) ≤ 1/
√

λ, then the set {x ∈ Ω : dΩ(x) ≥ 1/
√

λ} is empty and Proposi-
tion 2.3 (with λ0 replaced by λ̃0) yields

⃓⃓
⃓Tr(−ΔN

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2

⃓⃓
⃓≤ Cγ,Ω,λ̃0

λγ+ d
2
(︁
1 + (λ̃0/λ)

d
2
)︁|Ω|

≤ Cγ,Ω,λ̃0
λγ+ d

2
(︁
1 + (λ̃0/λ)

d
2
)︁
ΘΩrin(Ω)

≤ Cγ,Ω,λ̃0
ΘΩ

(︁
λγ+ d−1

2 + λγ rin(Ω)λ̃
d
2
0

)︁
.

Given λ0 we choose λ̃0 such that rin(Ω)λ̃
d
2
0 = λ

d−1
2

0 (note that rin(Ω) ≲d |Ω|1/d < ∞).
This completes the proof of Theorem 3.2. □

Remark 3.5 Concerning the assumptions of Theorem 3.2, we note that any open set
Ω ⊂ ℝ

d with the extension property and finite measure is bounded. This follows
easily from the density bound [34, Equation (2.64)]; see also the references therein.

Proof of Theorem 3.3 Similarly to the previous proofs we split the integral and this
time apply Proposition 2.4 in the set {x ∈ Ω : dΩ(x) < 1/

√
λ} and Theorem 2.1 in

the set {x ∈ Ω : dΩ(x) ≥ 1/
√

λ} with κ = 1. In this way we find

⃓⃓
⃓Tr(−ΔN

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2

⃓⃓
⃓≲γ,d λ

γ+d−1
2

∫︂

Ω

min
{︁
λ

1+γ
2 , dΩ(x)−1−γ

}︁
dx

+ λγ

∫︂

{x∈Ω:dΩ(x)<1/
√

λ}
VΩ(x,1/

√
λ)−1 dx ,

(17)
where we abbreviate VΩ(x, r) := |Ω ∩ Br(x)|.

In Lemma A.3 we shall prove that

|{x ∈ Ω : dΩ(x) < s}| ≤ sℋd−1(∂Ω) .

Therefore, using (16) we find

∫︂

Ω

min
{︁
λ

1+γ
2 , dΩ(x)−1−γ

}︁
dx ≤ (1 + γ )

∫︂ ∞

1/
√

λ

ℋd−1(∂Ω)

s1+γ
ds

= 1 + γ

γ
λ

γ
2 ℋd−1(∂Ω) .
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Thus, the first term on the right side of (17) is bounded by the quantity in the right
side of the inequality in Theorem 3.3. Therefore, the theorem will follow if we can
show that for all ℓ > 0 we have

∫︂

{x∈Ω:dΩ(x)<ℓ}
ℓd

VΩ(x, ℓ)
dx ≲d

[︂
ℓ + ℓdrin(Ω)1−d

]︂
ℋd−1(∂Ω) . (18)

Indeed, this inequality with ℓ = 1/
√

λ shows that also the second term on the right
side of (17) bounded by that in the right side of the inequality in Theorem 3.3.

We now turn to the proof of (18). Let {xk}Mk=1 ⊂ {x ∈ Ω : dΩ(x) < ℓ} satisfy
Bℓ(xk) ∩ Bℓ(xj ) = ∅ for k ≠ j and {x ∈ Ω : dΩ(x) < ℓ} ⊂ ∪M

k=1B2ℓ(xk). The ex-
istence of such a collection can be proven by induction as follows. Start by choosing
an arbitrary point in {x ∈ Ω : dΩ(x) < ℓ}; then, given a finite collection of points
with pairwise distances ≥ 2ℓ, we can either find a new point in {x ∈ Ω : dΩ(x) < ℓ}
whose distance to all of the previous points is ≥ 2ℓ or the collection satisfies that
{x ∈ Ω : dΩ(x) < ℓ} ⊂⋃︁

k B2ℓ(xk). Since {x ∈ Ω : dΩ(x) < ℓ} is bounded, the algo-
rithm terminates after a finite number of steps.

It follows from the Bishop–Gromov comparison theorem that the function

r ↦→ rd

VΩ(x, r)

is nondecreasing for each x ∈ ℝ
d (see Lemma A.5). Together with the properties of

the collection {xk}Mk=1 it follows that

∫︂

{x∈Ω:dΩ(x)<ℓ}
ℓd

VΩ(x, ℓ)
dx ≤

M∑︂

k=1

∫︂

Ω∩B2ℓ(xk)

ℓd

VΩ(x, ℓ)
dx

≤
M∑︂

k=1

∫︂

Ω∩B2ℓ(xk)

(4ℓ)d

VΩ(x,4ℓ)
dx .

For any x ∈ B2ℓ(xk), Ω ∩ B2ℓ(xk) ⊂ Ω ∩ B4ℓ(x) and so VΩ(x,4ℓ) ≥ VΩ(xk,2ℓ).
When inserted into the previous bound this yields

∫︂

{x∈Ω:dΩ(x)<ℓ}
ℓd

VΩ(x, ℓ)
dx ≤

M∑︂

k=1

∫︂

Ω∩B2ℓ(xk)

(4ℓ)d

VΩ(xk,2ℓ)
dx

= 4dMℓd .

It thus remains to bound M . In order to do so, we write

ℓdM = |∪M
k=1Bℓ(xk)|

|B1| ≤ |{x ∈ Ω : dist(x, ∂Ω) < 2ℓ}|
|B1|

+ |{x ∈ Ωc : dist(x,Ω) < ℓ}|
|B1| .

We estimate the two terms on the right side separately.
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For the exterior term Proposition A.6 implies

|{x ∈ Ωc : dist(x,Ω) < ℓ}|≲d ℋd−1(∂Ω)ℓ
[︂
1 +

(︂ ℓ

rin(Ω)

)︂d−1]︂
.

For the interior term we bound

|{x ∈ Ω : dist(x, ∂Ω) < 2ℓ}| =
∫︂ 2ℓ

0
ℋd−1(∂{x ∈ Ω : dist(x, ∂Ω) > η}) dη

≤ 2ℓℋd−1(∂Ω) .

The last bound comes from the inequality ℋd−1(∂{x ∈ Ω : dist(x, ∂Ω) > η}) ≤
ℋd−1(∂Ω) (see Lemma A.2).

Combining the above bounds proves (18) and thereby completes the proof. □

We note that the case γ = 0 is not included in Theorems 3.1, 3.2 and 3.3. Although
it is not needed for our later arguments, we state the following result for γ = 0.

Proposition 3.6 Let d ≥ 1 and let Ω ⊂ ℝ
d be an open set with |Ω| < ∞ and ΘΩ < ∞.

Then for all λ > 0,

⃓⃓
Tr(−ΔD

Ω − λ)0
− − Lsc

0,d |Ω|λd
2
⃓⃓≤ CdΘΩλ

d−1
2
(︁
1 + ln+

(︁
rin(Ω)

√
λ
)︁)︁

,

where Cd is a constant depending only on the dimension. Moreover, if Ω additionally
has the extension property, then for any λ0 > 0 there exists a constant CΩ,λ0 so that
for all λ > 0,

⃓⃓
Tr(−ΔN

Ω −λ)0
− −Lsc

0,d |Ω|λd
2
⃓⃓≤ CΩ,λ0λ

d−1
2
(︁
max

{︁
1, (λ0/λ)

d−1
2
}︁+ ln+

(︁
rin(Ω)

√
λ
)︁)︁

.

Proposition 3.6 can be proved by following the proofs of Theorems 3.1 and 3.2
given above. The only change in the argument is that one needs to take into account
logarithms appearing upon integration. In this case, the error term obtained is not
of the (conjectured) sharp order, but is only off by a logarithmic term. Essentially
the same result was obtained by Courant [18] using a completely different method,
based on Dirichlet–Neumann bracketing. A detailed proof in the Dirichlet case ap-
pears in [78, Theorem 1.8]; see also [34, Corollary 3.14] and references therein. We
have not found the result in the Neumann case in the literature, even though closely
related results appear, for instance, in [78].

Remark 3.7 In the results above we have assumed that ΘΩ < ∞ in order to obtain
the order-sharp bounds that are needed for the applications to two-term asymptotics.
However, the proof provided establishes Weyl’s law for Tr(−Δ#

Ω − λ)
γ
− under the

assumptions of Proposition 3.6 but in place of ΘΩ < ∞ assuming that
∫︂ ∞

1/
√

λ

|{x ∈ Ω : dΩ(x) < s}|
s2+γ

ds = o(λ
1+γ

2 ) as λ → ∞ .

In particular, if |{x ∈ Ω : dΩ(x) < s}| ∼ sβ for some 0 < β < 1 the proof reproduces
the order of error predicted by the modified Weyl–Berry conjecture; see, e.g., [61].
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4 Two-term asymptotics for Riesz means with 𝜸 ≥ 1

In this and the following section we will prove Theorems 1.1 and 1.2. We will dis-
tinguish the cases γ ≥ 1 and γ < 1, treating the former case in this section and the
latter one in the next. As the main point of our paper is to treat arbitrarily small γ ,
the present section is in some sense a preliminary step towards this goal. In fact, the
asymptotics for γ = 1 will be one ingredient in proving the asymptotics for 0 < γ < 1
in the next section. The same applies to the non-asymptotic bounds in the case of con-
vex sets.

The γ ≥ 1 parts of Theorems 1.1 and 1.2 concerning the Dirichlet case are essen-
tially contained in our previous work [27]. The results in the Neumann case, how-
ever, seem to be new. We have devised an argument that allows us to deduce the
asymptotics in the Neumann case in Theorem 1.1 from those in the Dirichlet case
via (known) heat trace asymptotics and a (known) Tauberian theorem. A similar ar-
gument works for the non-asymptotic bound in Theorem 1.2, except that now nei-
ther the non-asymptotic heat trace bound nor the non-asymptotic Tauberian theorem
seemed to have been known. We will prove the latter in Part 2 of this paper while the
former is proved in the companion paper [31].

The two subsections in this section are devoted to Theorems 1.1 and 1.2, respec-
tively, in the case γ ≥ 1.

4.1 Proof of Theorem 1.1 for 𝜸 ≥ 1

We begin with the Dirichlet case.

Proof of Theorem 1.1 for γ ≥ 1, # = D The assertion of the theorem for γ = 1 is
proved in [27]. The assertion for γ > 1 can be easily deduced from that in the case
γ = 1. Indeed, for any lower semibounded operator H , any constant λ and any γ > 1
we have

Tr(H − λ)
γ
− = γ (γ − 1)

∫︂ ∞

0
τγ−2 Tr(H − λ + τ)− dτ . (19)

We apply this formula with H = −ΔD
Ω. In view of the formula

Lsc
γ,dλγ+ d

2 =
∫︂

ℝd

(|ξ |2 − λ)
γ
−

dξ

(2π)
d
2

= γ (γ − 1)

∫︂ ∞

0
τγ−2

∫︂

ℝd

(|ξ |2 − λ + τ)−
dξ

(2π)d
dτ

= γ (γ − 1)

∫︂ ∞

0
τγ−2Lsc

1,d (λ − τ)
1+ d

2+ dτ ,

the asymptotics for γ > 1 follow from those for γ = 1 by a simple limiting argu-
ment. For the details of a similar argument (where asymptotics for γ > 0 are deduced
from asymptotics for γ = 0) see [34, Corollary 3.17]. This completes the proof of
Theorem 1.1 for # = D and γ ≥ 1. □
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We now turn to the proof in the Neumann case. The basic strategy will be to deduce
the asymptotics in the Neumann case from those in the Dirichlet case. To do this, we
combine asymptotics for the traces of the associated heat kernels with a Tauberian
theorem. The following theorem of Brown [11] provides the relevant asymptotics for
the heat trace.

Theorem 4.1 ([11]) Let d ≥ 2 and let Ω ⊂ ℝ
d be a bounded open set with Lipschitz

boundary. Then, as t → 0,

Tr(etΔD
Ω) = 1

(4πt)
d
2

(︃
|Ω| −

√
πt

2
ℋd−1(∂Ω) + o(

√
t)

)︃

and

Tr(etΔN
Ω) = 1

(4πt)
d
2

(︃
|Ω| +

√
πt

2
ℋd−1(∂Ω) + o(

√
t)

)︃
.

Proof of Theorem 1.1 for γ ≥ 1, # = N We consider the function

f (λ) := Tr(−ΔN
Ω − λ)− − Tr(−ΔD

Ω − λ)− .

We claim that f is nondecreasing. Indeed, since for any lower semibounded operator
H we have Tr(H − λ)− = ∫︁ λ

−∞ Tr(H − μ)0
− dμ, we have

f (λ) =
∫︂ λ

−∞

(︂
Tr(−ΔN

Ω − μ)0
− − Tr(−ΔD

Ω − μ)0
−
)︂

dμ .

In particular, when λ1 ≤ λ2, then

f (λ2) − f (λ1) =
∫︂ λ2

λ1

(︂
Tr(−ΔN

Ω − μ)0
− − Tr(−ΔD

Ω − μ)0
−
)︂

dμ .

Since, by the variational principle, Tr(−ΔN
Ω − μ)0

− − Tr(−ΔD
Ω − μ)0

− ≥ 0 for any μ,
we deduce the claimed monotonicity.

We note that
∫︂ ∞

0
e−tλdf (λ) = t−1(︁Tr(etΔN

Ω) − Tr(etΔD
Ω)
)︁
.

Thus, Theorem 4.1 implies that
∫︂ ∞

0
e−tλdf (λ) = 1

2t (4πt)
d−1

2

ℋd−1(∂Ω)(1 + o(1)) as t → 0 .

It follows from the standard Tauberian theorem (see, e.g., [91, Theorem 10.3] or [56,
Theorem VII.3.2]) that

f (λ) = 1

2(4π)
d−1

2 Γ
(︁

d+1
2 + 1

)︁ℋd−1(∂Ω)λ
d+1

2 (1 + o(1)) as λ → ∞ .
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We note that (4π)− d−1
2 Γ(d+1

2 + 1)−1 = Lsc
1,d−1. Since the asymptotics in Theorem

1.1 have already been proved in the Dirichlet case for γ = 1, we obtain the corre-
sponding asymptotics in the Neumann case and γ = 1.

The asymptotics for γ > 1 are deduced from those for γ = 1 by the same argument
as in the Dirichlet case. This completes the proof of Theorem 1.1 for # = N and
γ ≥ 1. □

4.2 Proof of Theorem 1.2 for 𝜸 ≥ 1

In this subsection we turn our attention to non-asymptotic bounds when the underly-
ing domain is convex.

Proof of Theorem 1.2 for γ ≥ 1, # = D The assertion of the theorem for γ = 1 is
proved in [27, Theorem 1.2]. The bounds for γ > 1 are deduced from that for γ = 1
by means of the integral identity in (19). This completes the proof of Theorem 1.2
for # = D and γ ≥ 1. □

It remains to prove Theorem 1.2 with # = N, γ ≥ 1. To this end we follow the
same strategy as applied above for the asymptotics in the corresponding case of The-
orem 1.1. However, each ingredient in the proof is replaced by a quantified version.
The Tauberian result applied above is replaced by a Tauberian theorem with a re-
mainder estimate, which is a non-asymptotic version of a result of Ganelius [37] and
which will be proved in Sect. 8. Likewise, the heat trace asymptotics of Theorem 4.1
are replaced by the following estimates. If Ω ⊂ ℝ

d , d ≥ 2, is a bounded convex set
then, for all t > 0,
⃓⃓
⃓⃓(4πt)

d
2 Tr(etΔD

Ω) − |Ω| +
√

πt

2
ℋd−1(∂Ω)

⃓⃓
⃓⃓≲d ℋd−1(∂Ω)

√
t
(︂ √

t

rin(Ω)

)︂ 1
11

,

⃓⃓
⃓⃓(4πt)

d
2 Tr(etΔN

Ω) − |Ω| −
√

πt

2
ℋd−1(∂Ω)

⃓⃓
⃓⃓

≲d ℋd−1(∂Ω)
√

t

[︃(︂ √
t

rin(Ω)

)︂ 1
11 +

(︂ √
t

rin(Ω)

)︂d−1
]︃
.

(20)

We emphasize that the implicit constants in these bounds can be chosen depending
only on d . The bound in (20) for the Dirichlet case follows from the bound in [27,
Theorem 1.2] by means of the formula

Tr(e−tH ) = t2
∫︂

ℝ

e−λt Tr(H − λ)− dλ ,

valid for any semibounded operator H and applied here with H = −ΔD
Ω. The bound

in (20) for the Neumann setting is proved in [31]. In passing we note that a combi-
nation of our arguments in [31] and those in [27, Theorem 1.2] gives an alternative
proof of (20) in the Dirichlet case, which is more direct than going via Riesz means
[27, Theorem 1.2] and then integrating. Probably this approach would also give a
better exponent than 1/11 in the error term.
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Proof of Theorem 1.2 for γ ≥ 1, # = N Consider the function

g(λ) := Tr(−ΔN
Ω − λ)− − Tr(−ΔD

Ω − λ)− − 1

2
Lsc

1,d−1ℋd−1(∂Ω)λ
1+ d−1

2+ .

In the previous subsection the function λ ↦→ g(λ) + 1
2Lsc

1,d−1ℋd−1(∂Ω)λ
1+ d−1

2+ was
shown to be nondecreasing. Consequently, the Borel measure μ̃ on [0,∞) defined by

μ̃(ω) :=
∫︂

ω

dg(λ) + (d + 1)

4
Lsc

1,d−1ℋd−1(∂Ω)

∫︂

ω

λ
d−1

2 dλ

is nonnegative.
We note that
∫︂ ∞

0
e−tλdg(λ) = t−1

(︂
Tr(etΔN

Ω) − Tr(etΔD
Ω) − (4πt)−

d
2
√

πt ℋd−1(∂Ω)
)︂

,

and for γ ≥ 1

∫︂ λ

0
(1 − v/λ)γ−1 dg(v) = λ1−γ

γ

(︃
Tr(−ΔN

Ω − λ)
γ
− − Tr(−ΔD

Ω − λ)
γ
−

− 1

2
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2

)︃
.

(21)

By (20) it holds that

⃓⃓
⃓⃓
∫︂ ∞

0
e−tλdg(λ)

⃓⃓
⃓⃓≲d

ℋd−1(∂Ω)

t1+ d−1
2

[︃(︃ √
t

rin(Ω)

)︃ 1
11 +

(︃ √
t

rin(Ω)

)︃d−1]︃
for all t > 0 .

The Tauberian remainder theorem in Proposition 8.1, applied with ν = d+1
2 ≥ 1,

implies that there are constants B , k0 depending only on d , γ such that for all k ≥ k0
and λ > 0

⃓⃓
⃓
∫︂ λ

0
(1 − v/λ)γ−1dg(v)

⃓⃓
⃓

≲γ,d ℋd−1(∂Ω)Bkλ1+ d−1
2

× max
j=1,...,k

[︃
j−1− d−1

2 + 1
22
(︁
rin(Ω)

√
λ
)︁− 1

11 + j−1(︁rin(Ω)
√

λ
)︁1−d

]︃

+ 1

kγ
ℋd−1(∂Ω)λ1+ d−1

2

= ℋd−1(∂Ω)Bkλ1+ d−1
2

[︃(︁
rin(Ω)

√
λ
)︁− 1

11 + (︁
rin(Ω)

√
λ
)︁1−d

]︃

+ 1

kγ
ℋd−1(∂Ω)λ1+ d−1

2 .

Without loss of generality we may assume that B ≥ 2.
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For c′ > 0 to be chosen we set

k = max
{︁
k0,

⌊︁
c′ ln

(︁
rin(Ω)

√
λ
)︁
/ ln(B)

⌋︁}︁
.

Then if λ ≤ rin(Ω)−2B
2k0
c′ , we find that

⃓⃓
⃓
∫︂ λ

0
(1 − v/λ)γ−1dg(v)

⃓⃓
⃓≲γ,d,c′

ℋd−1(∂Ω)

rin(Ω)d−1
λ .

If instead λ > rin(Ω)−2B
2k0
c′ and we choose c′ < 1

11 ,

⃓⃓
⃓
∫︂ λ

0
(1 − v/λ)γ−1dg(v)

⃓⃓
⃓

≲γ,d ℋd−1(∂Ω)λ1+ d−1
2

[︃(︁
rin(Ω)

√
λ
)︁− 1

11 +c′ + (︁
rin(Ω)

√
λ
)︁1−d+c′

]︃

+ 1
(︁
c′ ln

(︁
rin(Ω)

√
λ
)︁)︁γ ℋd−1(∂Ω)λ1+ d−1

2

≲γ,d,c′ ℋd−1(∂Ω)λ1+ d−1
2
(︁
1 + ln+

(︁
rin(Ω)

√
λ
)︁)︁−γ

.

In conclusion, for any d ≥ 2, γ ≥ 1 and all λ > 0,

⃓⃓
⃓
∫︂ λ

0
(1 − v/λ)γ−1dg(v)

⃓⃓
⃓

≲γ,dℋd−1(∂Ω)λ1+ d−1
2

[︃(︁
1 + ln+

(︁√
λrin(Ω)

)︁)︁−γ + (︁
rin(Ω)

√
λ
)︁1−d

]︃
.

(22)

Consequently, by (21), (22), and the quantitative two-term asymptotic expansion
of Tr(−ΔD

Ω − λ)
γ
− obtained from [27, Theorem 1.2] combined with (19),

⃓⃓
⃓⃓Tr( − ΔN

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2 − 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2

⃓⃓
⃓⃓

=
⃓⃓
⃓⃓
⃓γ λγ−1

∫︂ λ

0
(1 − v/λ)γ−1 dg(v) + Tr(−ΔD

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2

+ 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2

⃓⃓
⃓⃓
⃓

≤
⃓⃓
⃓⃓γ λγ−1

∫︂ λ

0
(1 − v/λ)γ−1 dg(v)

⃓⃓
⃓⃓

+
⃓⃓
⃓⃓Tr(−ΔD

Ω − λ)
γ
− − Lsc

γ,d |Ω|λγ+ d
2 + 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2

⃓⃓
⃓⃓
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≲γ,dℋd−1(∂Ω)λγ+ d−1
2

[︃(︁
1 + ln+

(︁√
λrin(Ω)

)︁)︁−γ + (︁
rin(Ω)

√
λ
)︁1−d

+ (︁
rin(Ω)

√
λ
)︁− 1

11

]︃

≲γ,dℋd−1(∂Ω)λγ+ d−1
2

[︃(︁
1 + ln+

(︁√
λrin(Ω)

)︁)︁−γ + (︁
rin(Ω)

√
λ
)︁1−d

]︃
.

This completes the proof of Theorem 1.2 for γ ≥ 1 and # = N. □

5 Two-term asymptotics for Riesz means with 0 < 𝜸 < 1

In this section we will complete the proofs of Theorems 1.1 and 1.2 by considering
the range 0 < γ < 1.

Our proof of the first theorem will rely on two main ingredients:
(1) The one-term asymptotics

Tr(−Δ#
Ω − λ)

γ
− = Lsc

γ,d |Ω|λγ+ d
2 + O(λγ+ d−1

2 ) (23)

with order-sharp remainder, which are valid for arbitrary small γ > 0; see The-
orems 3.1 and 3.2.

(2) The two-term asymptotics

Tr(−Δ#
Ω − λ)− = Lsc

1,d |Ω|λ1+ d
2 ∓ 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λ1+ d−1
2 + o(λ1+ d−1

2 ) ,

(24)
valid if Ω is open, bounded, and has Lipschitz regular boundary. This is a special
case of Theorem 1.1 that was proved in the previous subsection.

The important tool that we will use in order to tie these two ingredients together is a
convexity result for Riesz means, due to Riesz, which we will discuss in Sect. 7.

To prove Theorem 1.2 we follow the same overall idea. However, now we rely
in addition on quantitative estimates for the error terms in the asymptotic expan-
sions (23) and (24).

Proof of Theorem 1.1 for 0 < γ < 1 We set τD = −1, τN = 1 and

f (λ) := Lsc
0,d |Ω|λd

2 + τ#

4
Lsc

0,d−1ℋd−1(∂Ω)λ
d−1

2 − Tr(−Δ#
Ω − λ)0

− .

Set f (0) := f and for κ > 0 define f (κ) by

f (κ)(λ) := 1

Γ(κ)

∫︂ λ

0
(λ − μ)κ−1f (μ)dμ .

Note that

f (γ )(λ)

= 1

Γ(γ + 1)

(︂
Lsc

γ,d |Ω|λγ+ d
2 + τ#

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2 − Tr(−ΔΩ − λ)

γ
−
)︂

.
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Therefore, the claim follows if we show that f (γ )(λ) = o(λγ+ d−1
2 ).

We fix 0 < κ < γ and apply Proposition 7.1 to the function f (κ), γ replaced by
1 − κ , and σ = γ − κ . By the semigroup property of Riesz means (see (29) below),
we then obtain

|f (γ )(λ)| ≤ C

(︃
sup

Λ∈[0,λ]
|f (κ)(Λ)|

)︃1− γ−κ
1−κ

(︃
sup

Λ∈[0,λ]
|f (1)(Λ)|

)︃ γ−κ
1−κ

. (25)

By Theorems 3.1 and 3.2, we have

sup
Λ≤λ

|f (κ)(Λ)| = O(λκ+ d−1
2 ) ,

(Here, in the Neumann case we use the well known fact that bounded Lipschitz do-
mains have the extension property; see, e.g., [34, Theorem 2.92].) By the γ = 1-case
of Theorem 1.1 proved in the previous section, we have

sup
Λ≤λ

|f (1)(Λ)| = o(λ1+ d−1
2 ) .

The assertion now follows from the fact that
(︃

1 − γ − κ

1 − κ

)︃(︃
κ + d − 1

2

)︃
+ γ − κ

1 − κ

(︃
1 + d − 1

2

)︃
= γ + d − 1

2
.

This completes the proof. □

The proof of Theorem 1.2 is almost identical to that of Theorem 1.1 presented
above, but in each step we rely on quantitative asymptotic inequalities instead of the
non-quantitative versions used above.

Proof of Theorem 1.2 for 0 < γ < 1 We define f , f (κ) as in the previous proof and
recall inequality (25). We need to bound the two suprema on the right side.

We begin with the bounds for f (κ) with κ > 0. In the Dirichlet case we have

sup
Λ≤λ

|f (κ)(Λ)| ≤ Cγ,dℋd−1(∂Ω)λκ+ d−1
2 .

This follows from Theorem 3.1 since the convexity assumption implies ΘΩ ≤
ℋd−1(∂Ω); see Lemma A.3. In the Neumann case we have

sup
Λ≤λ

|f (κ)(Λ)| ≤ Cγ,dℋd−1(∂Ω)
(︂
λκ+ d−1

2 + λκ rin(Ω)1−d
)︂

.

This follows from Theorem 3.3.
Next, we turn to the bounds for f (1). In the Dirichlet case we have

sup
Λ≤λ

|f (1)(Λ)| ≤ Cγ,dℋd−1(∂Ω)λ1+ d−1
2
(︁
rin(Ω)

√
λ
)︁− 1

11
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and in the Neumann case we have

sup
Λ≤λ

|f (1)(Λ)| ≤ Cγ,dℋd−1(∂Ω)λ1+ d−1
2

[︂(︁
1+ ln+

(︁
rin(Ω)

√
λ
)︁)︁−1 +(︁

rin(Ω)
√

λ
)︁1−d

]︂
.

Both bounds follow from the γ = 1 case of Theorem 1.2, which has already been
proved in the previous section.

The assertion of Theorem 1.2 now follows as in the previous proof, together
with the fact that (0, γ ) ∋ κ ↦→ γ−κ

1−κ
is a continuous decreasing function with

limκ→0+ γ−κ
1−κ

= γ and limκ→γ − γ−κ
1−κ

= 0. □

6 Variations on the theme

The method that we have applied in the previous section to prove Theorems 1.1 and
1.2 for γ < 1 is rather general and can be used in other situations as well. In this
section we sketch four further sample applications.

6.1 Two-term Riesz means asymptotics from two-term asymptotics for the heat
trace

In this subsection we discuss a closely related but slightly different route to get around
the poor performance of Tauberian theorems for the Laplace transform in regards
to two-term asymptotics. The upshot of this method is that one avoids comparing
the Neumann and Dirichlet Riesz means as in our proof of Theorems 1.1 and 1.2,
and uses only information for the operator of interest as input. The downside is that
the proof relies more crucially on the fact that we are considering the Dirichlet or
Neumann Laplace operators, and generalizing this approach to a more general context
appears difficult.

Theorem 6.1 Let d ≥ 2, # ∈ {D,N}. Let Ω ⊂ ℝ
d be an open set satisfying that, as

t → 0,

Tr(etΔ#
Ω) = 1

(4πt)
d
2

(︃
|Ω| + τ#

√
πt

2
ℋd−1(∂Ω) + o(

√
t)

)︃
. (26)

Then, for all γ ≥ 2,

Tr(−Δ#
Ω −λ)

γ
− = Lsc

γ,d |Ω|λγ+ d
2 + τ#

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2 + o(λγ+ d−1

2 ) , (27)

as λ → ∞.
If, in addition, there is a γ0 ∈ [0,2) so that

Tr(−Δ#
Ω − λ)

γ0
− = Lsc

γ0,d
|Ω|λγ0+ d

2 + O(λγ0+ d−1
2 ) ,

as λ → ∞, then (27) holds for all γ > γ0.
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Proof By the Berezin–Li–Yau [8, 69] (for # = D) and Kröger’s inequality [59] (for
# = N) it holds that, for all λ ≥ 0,

Tr(−ΔD
Ω − λ)− ≤ Lsc

1,d |Ω|λ1+ d
2 ≤ Tr(−ΔN

Ω − λ)− .

It thus follows from (19) that

f (λ) := Tr(−Δ#
Ω − λ)2

− − Lsc
2,d |Ω|λ2+ d

2

is monotone (increasing for # = N, decreasing for # = D).
By (26),

∫︂ ∞

0
e−tλ df (λ) = 2

t2

(︂
Tr(etΔ#

Ω) − (4πt)−
d
2 |Ω|

)︂

= τ#

2t2(4πt)
d−1

2

ℋd−1(∂Ω)(1 + o(1)) .

The standard Tauberian theorem (see, e.g., [91, Theorem 10.3] or [56, Theorem
VII.3.2]) implies that

f (λ) = τ#

4
Lsc

2,d−1ℋd−1(∂Ω)λ2+ d−1
2 (1 + o(1)) as λ → ∞ .

This proves (27) for γ = 2. The claim for γ > 2 follows from the fact that, for all
λ ≥ 0 and γ > 2,

Tr(−Δ#
Ω − λ)

γ
− = 2

γ (γ − 1)(γ − 2)

∫︂ ∞

0
τγ−3 Tr(−Δ#

Ω − λ + τ)2
− dτ .

To extend the two-term asymptotics to γ ∈ (γ0,2) we argue as in Sect. 5, but now
we interpolate between Riesz means of orders 2 and γ0 instead of between Riesz
means of order 1 and some 0 < κ < γ . This completes the proof of Theorem 6.1. □

We have chosen to formulate Theorem 6.1 in the case where the second term in the
heat trace asymptotics is of the form Ct− d−1

2 . In principle, the argument might be also

applicable when the second term is of the form Ct−
d−β

2 for some 0 < β < 1. Such a
situation can occur if the boundary of Ω is fractal-like and d − β is the dimension,
in some sense, of ∂Ω. The heat trace asymptotics then give two-term asymptotics for

Riesz means with γ ≥ 2. If, at the same time, N(λ,−Δ#
Ω) = Lsc

0,d |Ω|λd
2 + O(λ

d−β
2 ),

then this gives asymptotics for Riesz means with any γ > 0. Examples of heat traces
that show this behavior can be found, for instance, in [62]. Moreover, in the Dirichlet
case a sufficient condition for the required bound on N(λ,−Δ#

Ω) − Lsc
0,d |Ω|λd

2 is
given in Remark 3.7. We refrain from pursuing this further.

6.2 Three-term asymptotics in planar polygons

Let Ω ⊂ ℝ
2 be a bounded, open set whose boundary is polygonal; that is, ∂Ω consists

of a finite number of line segments {e1, . . . , en} that meet only at their endpoints
{p1, . . . , pn} and each endpoint is shared by exactly two of the segments. The interior
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angle at the vertex pi is defined in the natural manner and here denoted by αi ∈
(0,2π].

The following theorem provides a non-asymptotic bound on Tr(−ΔD
Ω − λ)

γ
− ,

which depends in a rather explicit way on the geometric characteristics of Ω.
The geometric characteristics in question are as follows. For each vertex pi of

Ω let Wi denote the infinite wedge with vertex pi and opening angle αi with the
property that the two edges of Ω adjacent to pi are contained in ∂Wi . Define

α := min
i=1,...,n

αi ,

Wi(r) := Wi ∩ Br(pi) ,

R := 1

2
sup

{︂
r > 0 : Wi(r) ∩ Wj(r) = ∅ for all i ≠ j,

n⋃︂

i=1

Wi(r) ⊂ Ω
}︂

.

The following is our result concerning non-asymptotic bounds for planar poly-
gons.

Theorem 6.2 Let Ω ⊂ ℝ
2 be a bounded, open set whose boundary is polygonal with

interior angles {αi}ni=1. Then, for all γ ≥ 0 and λ > 0,

⃓⃓
⃓⃓Tr(−ΔD

Ω−λ)
γ
− − Lsc

γ,2|Ω|λγ+1 + 1

4
Lsc

γ,1ℋ1(∂Ω)λγ+ 1
2 − λγ

n∑︂

i=1

π2 − α2
i

24παi

⃓⃓
⃓⃓

≤ Cγ (1 + R2 sin(α/2)2λ)−
γ+1

2

(︂
|Ω|λγ+1 +

(︂
n + |Ω|

R2

)︂ 1

α2
λγ
)︂

,

where the constant Cγ depends only on γ .

Besides the non-asymptotic bound in the Dirichlet case, we also have an asymp-
totic result in the Neumann case.

Theorem 6.3 Let Ω ⊂ ℝ
2 be a bounded, open set whose boundary is polygonal with

interior angles {αi}ni=1. If γ ≥ 0, then, as λ → ∞,

Tr(−ΔN
Ω − λ)

γ
− = Lsc

γ,2|Ω|λγ+1 + 1

4
Lsc

γ,1ℋ1(∂Ω)λγ+ 1
2

+ λγ

n∑︂

i=1

π2 − α2
i

24παi

+ O(λ
γ+1

2 ) .

We emphasize that the bound in Theorem 6.2 is non-asymptotic, reminiscent of
that in Theorem 1.2, but here we do not assume convexity. Asymptotically, as λ →
∞, the following accuracy of the bound should be emphasized:
(a) For γ = 0 the bound reproduces the correct leading order term and gives an

order-sharp remainder (to be compared with the logarithmic excess factor for
more general sets in Proposition 3.6). This was previously proved in [7, 23].

(b) For 0 < γ ≤ 1 the bound correctly reproduces the first two asymptotic terms
and gives an order-sharp remainder term. (This is reminiscent of Theorems 1.1
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and 1.2, but here in a uniform way without assuming convexity.) Similar, but
different bounds of a comparable accuracy appear in [23]. (The difference is
that there the author considers Riesz means with respect to the variable

√
λ,

while we consider Riesz means with respect to the variable λ.)
(c) For γ > 1 the bound correctly reproduces the first three asymptotic terms. As

far as we know, such asymptotics have not appeared in the literature before.
Corresponding remarks apply to Theorem 6.3.

We have restricted ourselves to the two-dimensional case. Some asymptotic results
for the case of d ≥ 3 can be found in [24].

The non-asymptotic bound in Theorem 6.2 might be useful in spectral shape op-
timization problems for polygons, just like our Theorem 1.2 will be useful in such
problems for convex sets. In fact, the motivation for the present paper came from
a question, asked by J. Lagacé at an Oberwolfach conference in summer of 2023,
concerning spectral shape optimization problems for polygons. We are grateful to
J. Lagacé for a stimulating discussion.

The input in the proof of Theorems 6.2 and 6.3 are corresponding asymptotic
expansions for the heat traces with exponentially small remainder. In the context of
the heat trace it has been known for some time that the presence of corners influences
the short time asymptotics, see e.g. [7, 55, 75, 96]. Motivated by Kac’s celebrated
question ‘Can one hear the shape of a drum?’, recently there have been several works
pertaining to ‘hearing corners’ by means of heat trace asymptotics [48, 49, 74, 81, 82].

In the Dirichlet case the required estimate for the heat trace is provided by a theo-
rem of van den Berg and Srisatkunarajah [96] which states that:

Theorem 6.4 ([96, Theorem 1]) Let Ω be a bounded, open set whose boundary is
polygonal. Then, for all t > 0,

⃓⃓
⃓⃓Tr(etΔD

Ω) − |Ω|
4πt

+ ℋ1(∂Ω)

8
√

πt
−

n∑︂

i=1

π2 − α2
i

24παi

⃓⃓
⃓⃓≤

(︂
5n + 20|Ω|

R2

)︂ 1

α2
e− 1

16t
R2 sin(α/2)2

.

Proof of Theorem 6.2 Define a Borel measure on ℝ by

μ(ω) :=
∞∑︂

k=1

δλk(−ΔD
Ω)(ω) − Lsc

0,2|Ω|
∫︂

ω∩(0,∞)

dλ

+ 1

8
Lsc

0,1ℋ1(∂Ω)

∫︂

ω∩(0,∞)

λ− 1
2 dλ − δ0(ω)

n∑︂

i=1

π2 − α2
i

24παi

,

where δx denotes the Dirac measure at x. Note that the Borel measure μ̃ defined by

μ̃(ω) := μ(ω) + δ0(ω)

n∑︂

i=1

π2 − α2
i

24παi

+ Lsc
0,2|Ω|

∫︂

ω∩(0,∞)

dλ

=
∞∑︂

k=1

δλk(−ΔD
Ω)(ω) + 1

8
Lsc

0,1ℋ1(∂Ω)

∫︂

ω∩(0,∞)

λ− 1
2 dλ

is a nonnegative measure.
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Recalling that Lsc
0,2 = 1

4π
, Lsc

0,1 = 1
π

we calculate

∫︂

[0,∞)

e−tλdμ(λ) = Tr(etΔD
Ω) − |Ω|

4πt
+ ℋ1(∂Ω)

8
√

πt
−

n∑︂

i=1

π2 − α2
i

24παi

.

Similarly, using the properties of Lsc
γ,d ,

∫︂

[0,λ)

(1 − v/λ)γ dμ(v) = λ−γ

[︃
Tr(−ΔD

Ω − λ)
γ
− − Lsc

γ,2|Ω|λγ+1

+ 1

4
Lsc

γ,1ℋ1(∂Ω)λγ+ 1
2 − λγ

n∑︂

i=1

π2 − α2
i

24παi

]︃
,

for γ > 0.
By Theorem 6.4 we see that for all t > 0

⃓⃓
⃓⃓
∫︂ ∞

0
e−tλdμ(λ)

⃓⃓
⃓⃓≤

(︂
5n + 20|Ω|

R2

)︂ 1

α2 e− 1
16t

R2 sin(α/2)2
.

Therefore, Corollary 8.2 yields for any γ ≥ 0, λ > 0 that

⃓⃓
⃓⃓Tr(−ΔD

Ω − λ)
γ
− − Lsc

γ,2|Ω|λγ+1 + 1

4
Lsc

γ,1ℋ1(∂Ω)λγ+ 1
2 − λγ

n∑︂

i=1

π2 − α2
i

24παi

⃓⃓
⃓⃓

≲γ λγ
(︂

1 + R2 sin(α/2)2

16
λ
)︂− γ+1

2
(︂(︂

5n + 20|Ω|
R2

)︂ 1

α2
+ |Ω|

4π
λ
)︂

≲γ

(︂
1 + R2 sin(α/2)2

16
λ
)︂− γ+1

2
(︂(︂

5n + 20|Ω|
R2

)︂ 1

α2
λγ + |Ω|

4π
λγ+1

)︂
.

This completes the proof. □

Proof of Theorem 6.3 This theorem can be proved in complete analogy. The use of van
den Berg and Srisatkunarajah’s uniform bound is replaced by the asymptotic bound

Tr(etΔN
Ω) = |Ω|

4πt
+ ℋ1(∂Ω)

8
√

πt
+

n∑︂

i=1

π2 − α2
i

24παi

+ O(e− c
t )

for some c depending on the polygon Ω, which appears, for instance, in [48]. The
asymptotic expansion is also proved in [7] but without an explicit expression for the
third term. □

6.3 Remainder terms for more regular boundaries

We return our attention to the asymptotics in Theorem 1.1. As we have already em-

phasized, the remainder term o(λγ+ d−1
2 ) cannot be improved within the class of Lip-

schitz domains. In this subsection we briefly discuss possible improvements for sets
Ω whose boundary has a limited amount of smoothness.
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Theorem 6.5 Let d ≥ 2, 0 < γ ≤ 1, 0 < α < 1 and let Ω ⊂ ℝ
d be a bounded open set

with boundary of class C1,α . Then, as λ → ∞,

Tr(−ΔD
Ω − λ)

γ
− = Lsc

γ,d |Ω|λγ+ d
2 − 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2

+ O(λγ+ d−1
2 − γα

2+α (lnλ)1−γ ) .

Proof We only give a sketch of the proof. We define f and f (κ) in the same way as
in the proof of Theorem 1.1 and use inequality (25) with κ = 0. To bound the term
involving f (1) we use the result of [25] (which is the assertion of the theorem in the
special case γ = 1). To bound the term involving f (0) we use Proposition 3.6. □

6.4 Two-term asymptotics for Robin Laplacians

In this subsection we show that our method is applicable to the case of Robin bound-
ary conditions as well. This paper already being long, we have restrict ourselves to
stating a result under assumptions that are stronger than necessary, but we will sum-
marize the main steps of a possible strategy to extend this result. We note that after
the first version of this paper appeared, in [30] we have proved an analogue of The-
orem 1.1 for Robin boundary conditions through a different approach than that we
shall explain here. However, it should be mentioned that the approach followed in
[30] takes Theorem 1.1 with # = N as its starting point.

Note that in the case of Robin boundary conditions the first two terms in the
asymptotic expansion are expected to be the same as in the Neumann case. The de-
pendence on the function appearing in the Robin boundary condition is only expected
to enter in the third term in the asymptotics, provided of course an asymptotic expan-
sion with so many terms exist (which should require γ > 1 or at least γ ≥ 1). This
expectation comes from the heat kernel asymptotics that appear, for instance, in [9].

We denote the function that appears in the Robin boundary condition by σ with the
sign convention that positive values of σ correspond to a repulsion from the bound-
ary. Thus, if −Δ

(σ)
Ω denotes the corresponding selfadjoint realization in L2(Ω), its

quadratic form is

∫︂

Ω

|∇u(x)|2 dx +
∫︂

∂Ω

σ(x)|u(x)|2 dℋd−1(x) .

Theorem 6.6 Let d ≥ 2 and γ > 0. Let Ω ⊂ ℝ
d be a bounded open set with boundary

of class C1 and let 0 ≤ σ ∈ L∞(∂Ω). Then, as λ → ∞,

Tr(−Δ
(σ)
Ω − λ)

γ
− = Lsc

γ,d |Ω|λγ+ d
2 + 1

4
Lsc

γ,d−1ℋd−1(∂Ω)λγ+ d−1
2 + o(λγ+ d−1

2 ) .

Proof The result for γ = 1 appears in [26, Theorem 1.2]. (This is where the C1 as-
sumption on the boundary comes in. Note also that [26, Theorem 1.2] does not have
a restriction on the sign of σ .) The result for γ > 1 follows from that for γ = 1 by
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the same integration method as in Sect. 4. To prove the result for 0 < γ < 1 we argue
as in Sect. 5 and reduce matters to proving the order sharp bound

Tr(−Δ
(σ)
Ω − λ)

γ
− = Lsc

γ,d |Ω|λγ+ d
2 + O(λγ+ d−1

2 ) . (28)

In our proof of the latter, the sign assumption on σ comes in. (Note however that the
proof is valid assuming only Lipschitz regularity of the boundary.)

To prove (28), we note that the assumption σ ≥ 0 implies the operator inequalities
−ΔN

Ω ≤ −Δ
(σ)
Ω ≤ −ΔD

Ω, which in turn implies that

Tr(−ΔD
Ω − λ)

γ
− ≤ Tr(−Δ

(σ)
Ω − λ)

γ
− ≤ Tr(−ΔN

Ω − λ)
γ
− .

Therefore (28) is an immediate consequence of Theorems 3.1 and 3.2. □

We believe that Theorem 6.6 extends to the case of Lipschitz boundaries and to
not necessarily nonnegative functions σ and we expect that our methodology should
allow to prove this. There are, however, several steps that need additional work.

To obtain two-term asymptotics for γ ≥ 1 in the Lipschitz case one can try to fol-
low the method in Sect. 4, comparing again with the Dirichlet Laplacian. (To achieve
a higher accuracy one might also compare first −Δ

(σ)
Ω with −Δ

(σ±)

Ω and then compare

−Δ
(σ±)

Ω with ΔN
Ω. This higher accuracy might be relevant for three-term asymptotics.)

This comparison reduces the problem to proving an analogue of Brown’s result (The-
orem 4.1) with Robin boundary conditions. We have not pursued this.

To obtain two-term asymptotics for 0 < γ < 1 one can try to follow the method in
Sect. 5. Given the asymptotics for γ = 1, one needs to find an order-sharp remainder
term as in Theorem 3.2. In the case σ ≥ 0 this was achieved in (28) in the proof above.
For general σ one could try to follow the proof of Proposition 3.2, based on pointwise
bounds. A pointwise bound in the bulk can probably be obtained via wave equation
methods. (Some modification to what we explained in Sect. 2.4 is necessary when the
operator is no longer nonnegative.) One should also be able to deduce an analogue of
the heat kernel bound in Lemma 2.6, which would then lead to a pointwise a priori
bound that can be used close to the boundary.

This concludes our outline of how we believe one can extend Theorem 6.6. Finally,
we mention that it is also interesting to consider the Robin problem in a semiclassical
form where the boundary condition depends on the semiclassical parameter; see [26].
In this setting the contribution of the boundary condition can appear already in the
second term of the asymptotics. Since one is no longer dealing with the spectrum of a
single operator, but rather with the spectra of parameter-dependent operators, it is less
clear to which extent the methods of the present paper can be applied. We consider
this a worthwhile problem to study.

Part 2. Tauberian theorems

7 A convexity theorem of Riesz

An important role in our analysis is played by a result of Riesz stating the log-
convexity of Riesz means [84]. For λ > 0, φ a bounded measurable function on [0, λ],
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κ > 0, and Λ ∈ [0, λ] we define

φ(κ)(Λ) := 1

Γ(κ)

∫︂ Λ

0
(Λ − μ)κ−1φ(μ)dμ ,

and set φ(0)(Λ) := φ(Λ). There is no canonical choice for the normalization of the
Riesz means. The above choice, which is the one from [84], leads to the semigroup
property

(φ(κ1))(κ2)(Λ) = φ(κ1+κ2)(Λ) . (29)

The result of Riesz that we shall rely on can now be stated as follows. For the sake
of completeness we reproduce Riesz’s original proof below; this proof also appears
in [16]. For an alternative proof see [51].

Proposition 7.1 Fix γ > 0. There is a constant C < ∞ such that for all λ > 0, every
bounded, measurable function φ on [0, λ] and every 0 < σ < γ , one has

sup
Λ∈[0,λ]

|φ(σ)(Λ)| ≤ C

(︃
sup

Λ∈[0,λ]
|φ(Λ)|

)︃1− σ
γ
(︃

sup
Λ∈[0,λ]

|φ(γ )(Λ)|
)︃ σ

γ

.

Before giving the proof of the proposition we state and prove an auxiliary asser-
tion.

Lemma 7.2 Let 0 < γ ≤ 1, 0 < λ1 ≤ λ and let φ be a bounded, measurable function
on [0, λ1]. Then there is a λ0 ∈ [0, λ1] such that

∫︂ λ1

0
(λ − μ)γ−1φ(μ)dμ =

∫︂ λ0

0
(λ0 − μ)γ−1φ(μ)dμ .

Proof of Lemma 7.2 For γ = 1 the claimed equality follows by choosing λ0 = λ1.
For fixed 0 < γ < 1 and 0 < λ1 ≤ λ we introduce the function

M(Λ) := 1

Γ(γ )Γ(1 − γ )

∫︂ λ1

Λ

(λ − μ)γ−1(μ − Λ)−γ dμ for 0 ≤ Λ ≤ λ1 . (30)

From the identity (see, e.g., [80, Eq. 5.12.1])

1

Γ(γ )Γ(1 − γ )

∫︂ λ

Λ

(λ − μ)γ−1(μ − Λ)−γ dμ = 1

it follows that

M(Λ) = 1 − 1

Γ(γ )Γ(1 − γ )

∫︂ λ

λ1

(λ − μ)γ−1(μ − Λ)−γ dμ . (31)

From this formula it follows that M is differentiable. We claim that
∫︂ λ1

μ

(Λ − μ)γ−1M ′(Λ)dΛ = −(λ − μ)γ−1 for all 0 ≤ μ < λ1 . (32)
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To prove this, note that

∫︂ λ1

μ

(Λ − μ)γ−1M ′(Λ)dΛ = − 1

γ

d

dμ

(︃∫︂ λ1

μ

(Λ − μ)γ M ′(Λ)dΛ

)︃
.

By integration by parts, the definition of M , and interchanging the order of integra-
tion, one computes

∫︂ λ1

μ

(Λ − μ)γ M ′(Λ)dΛ = −γ

∫︂ λ1

μ

(Λ − μ)γ−1M(Λ)dΛ

= − γ

Γ(γ )Γ(1 − γ )

∫︂ λ1

μ

∫︂ λ1

Λ

(Λ − μ)γ−1(λ − μ′)γ−1(μ′ − Λ)−γ dμ′ dΛ

= − γ

Γ(γ )Γ(1 − γ )

∫︂ λ1

μ

∫︂ μ′

μ

(Λ − μ)γ−1(λ − μ′)γ−1(μ′ − Λ)−γ dΛdμ′

= −γ

∫︂ λ1

μ

(λ − μ′)γ−1 dμ′

= (λ − λ1)
γ − (λ − μ)γ .

Taking the derivative with respect to μ one arrives at the claimed formula (32).
Integrating (32) against φ and interchanging the order of integration, we obtain

∫︂ λ1

0
(λ − μ)γ−1φ(μ)dμ = −

∫︂ λ1

0

∫︂ Λ

0
(Λ − μ)γ−1φ(μ)dμM ′(Λ)dΛ .

Noting that M ′ ≤ 0 by (31), we deduce from the first mean value theorem that there
is a 0 ≤ λ′ ≤ λ1 such that

∫︂ λ1

0
(λ − μ)γ−1φ(μ)dμ = −

∫︂ λ′

0
(λ′ − μ)γ−1φ(μ)dμ

∫︂ λ1

0
M ′(Λ)dΛ .

Since M(λ1) = 0, this is the same as

∫︂ λ1

0
(λ − μ)γ−1φ(μ)dμ = M(0)

∫︂ λ′

0
(λ′ − μ)γ−1φ(μ)dμ . (33)

By (30) and (31) 0 < M(0) < 1. The function s ↦→ ∫︁ s

0 (s − μ)γ−1φ(μ)dμ is contin-
uous and vanishing at s = 0. Therefore, the intermediate value theorem implies that
there is a 0 < λ0 < λ′ such that

∫︂ λ0

0
(λ0 − μ)γ−1φ(μ)dμ = M(0)

∫︂ λ′

0
(λ′ − μ)γ−1φ(μ)dμ ,

which combined with (33) proves the assertion of the lemma. □



1044 R.L. Frank, S. Larson

Proof of Proposition 7.1 Set for κ ≥ 0

Φκ := sup
Λ∈[0,λ]

|φ(κ)(Λ)| .

The inequality claimed in the proposition then becomes

Φσ ≤ CΦ
1− σ

γ

0 Φ
σ
γ
γ .

Step 1. We first assume γ ≤ 1. For 0 ≤ Λ1 ≤ Λ ≤ λ to be determined, we split

φ(σ)(Λ) = 1

Γ(σ)

∫︂ Λ

0
(Λ − μ)σ−1φ(μ)dμ = I + II

where

I := 1

Γ(σ)

∫︂ Λ1

0
(Λ − μ)σ−1φ(μ)dμ ,

II := 1

Γ(σ)

∫︂ Λ

Λ1

(Λ − μ)σ−1φ(μ)dμ .

We bound

|II | ≤ 1

Γ(σ)

∫︂ Λ

Λ1

(Λ − μ)σ−1φ(μ)dμ

≤ Φ0
1

Γ(σ)

∫︂ Λ

Λ1

(Λ − μ)σ−1 dμ = 1

σΓ(σ)
Φ0 (Λ − Λ1)

σ .

On the other hand, by the second mean value theorem, for some 0 ≤ Λ′
1 ≤ Λ1,

I = 1

Γ(σ)

∫︂ Λ1

0
(Λ − μ)γ−1(Λ − μ)σ−γ φ(μ)dμ

= 1

Γ(σ)
(Λ − Λ1)

σ−γ

∫︂ Λ1

Λ′
1

(Λ − μ)γ−1φ(μ)dμ .

By Lemma 7.2, there are 0 ≤ Λ0 ≤ Λ1 and 0 ≤ Λ′
0 ≤ Λ′

1 such that

∫︂ Λ1

0
(Λ − μ)γ−1φ(μ)dμ =

∫︂ Λ0

0
(Λ0 − μ)γ−1φ(μ)dμ ,

∫︂ Λ′
1

0
(Λ − μ)γ−1φ(μ)dμ =

∫︂ Λ′
0

0
(Λ′

0 − μ)γ−1φ(μ)dμ .

In particular, we find that
⃓⃓
⃓⃓
⃓

∫︂ Λ1

Λ′
1

(Λ − μ)γ−1φ(μ)dμ

⃓⃓
⃓⃓
⃓≤ 2Γ(γ )Φγ
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and therefore

|I | ≤ 2Γ(γ )

Γ(σ )
Φγ (Λ − Λ1)

σ−γ .

To summarize, we have shown that, for any 0 ≤ Λ1 ≤ Λ ≤ λ,

|φ(σ)(Λ)| ≤ 1

σΓ(σ)
Φ0 (Λ − Λ1)

σ + 2Γ(γ )

Γ(σ )
Φγ (Λ − Λ1)

σ−γ .

If Λ ≥ (︁
2(γ − σ)Γ(γ )

Φγ

Φ0

)︁ 1
γ we can choose

Λ1 = Λ −
(︂

2(γ − σ)Γ(γ )
Φγ

Φ0

)︂ 1
γ

and obtain

|φ(σ)(Λ)| ≤ 2
σ
γ

Γ(γ + 1)
σ
γ

Γ(σ + 1)

(︂
1 − σ

γ

)︂−1+ σ
γ
Φ

1− σ
γ

0 Φ
σ
γ
γ

if Λ ≥
(︂

2(γ − σ)Γ(γ )
Φγ

Φ0

)︂ 1
γ

.

At the same time, we have for all Λ ∈ [0, λ] the trivial bound

|φ(σ)(Λ)| ≤
⃓⃓
⃓⃓ 1

Γ(σ)

∫︂ Λ

0
(Λ − μ)σ−1φ(μ)dμ

⃓⃓
⃓⃓≤ 1

σΓ(σ)
Φ0Λ

σ ,

which corresponds to taking Λ1 = 0, so that the term I is absent.

Note that as long as Λ < (1 − σ
γ
)− 1

σ

(︁
2(γ − σ)Γ(γ )

Φγ

Φ0

)︁ 1
γ , the trivial bound is

better than the first bound. Since (1 − σ
γ
)− 1

σ > 1, this covers the whole parameter
regime and therefore

|φ(σ)(Λ)| ≤ 2
σ
γ

Γ(γ + 1)
σ
γ

Γ(σ + 1)

(︂
1 − σ

γ

)︂−1+ σ
γ
Φ

1− σ
γ

0 Φ
σ
γ
γ for all Λ ∈ [0, λ] .

Furthermore, since Γ(1 + κ) ∈ [1/2,1] for κ ∈ [0,1] we have

Γ(γ + 1)
σ
γ

Γ(σ + 1)
≤ 2

for all 0 < σ < γ ≤ 1 and thus

|φ(σ)(Λ)| ≤ 21+ σ
γ

(︂
1 − σ

γ

)︂−1+ σ
γ
Φ

1− σ
γ

0 Φ
σ
γ
γ for all Λ ∈ [0, λ] . (34)

By maximizing with respect to σ/γ ∈ (0,1) one observes that

21+ σ
γ

(︃
1 − σ

γ

)︃−1+ σ
γ ≤ 4e

1
2e ,

for all 0 < σ < γ .
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Step 2. We now extend the previous result to arbitrary γ > 1.
Fix γ > 1 and choose N ∈ ℕ with N ≥ 2 such that γ

N
≤ 1

2 . (To make N unique,
we could assume γ

N−1 > 1
2 , but this is not necessary.) Set γn := nγ

N
for n = 0, . . . ,N .

Our first goal is to prove the inequality

Φγn ≤ CΦ
1− γn

γ

0 Φ

γn
γ

γ for all n = 1, . . . ,N − 1 , (35)

with a constant C which is only allowed to depend on γ .
To prove (35), we use the semigroup property (29). Applying the bound (34) from

Step 1 to the function φ(γn−1) with γ replaced by γn+1 − γn−1 = 2γ
N

≤ 1 and σ by
γn − γn−1 = γ

N
, we find that

Φγn ≤ 4
(︁
Φγn−1Φγn+1

)︁ 1
2 .

It follows now by iteration that

Φγn ≤ 4n(N−n)Φ
1− γn

γ

0 Φ

γn
γ

γ .

Indeed, this inequality is obtained by multiplying the inequalities

Φm(N−n)
γm

≤ 4m(N−n)
(︁
Φγm−1Φγm+1

)︁m(N−n)
2 for m = 1, . . . , n ,

and

Φn(N−m)
γm

≤ 4n(N−m)
(︁
Φγm−1Φγm+1

)︁ n(N−m)
2 for m = n + 1, . . . ,N − 1 .

Estimating 4n(N−n) ≤ 4
N2
4 and noting that N only depends on γ , we find the

inequality we set out to prove.
This proves the inequality in the proposition if σ = γn for some n = 0, . . . ,N .

When σ is not of this form, we choose n = 1, . . . ,N such that γn−1 < σ < γn and we
apply the bound from Step 1 to φ(γn−1), using the semigroup property. We obtain

Φσ ≤ 4e
1
2e Φ

γn−σ
γn−γn−1
γn−1 Φ

σ−γn−1
γn−γn−1
γn .

Applying the interpolation inequality for γn−1 and γn proved above we finally obtain
the inequality claimed in the proposition. This completes the proof. □

8 A Tauberian theorem for the Laplace transform

This section is devoted to Tauberian theorems for the Laplace transform. The results
as well as their proofs essentially go back to the work of Ganelius [37]. However,
in the applications of these results in the present paper it is necessary to have state-
ments that are uniform and not only asymptotic in nature. For this reason we provide
complete proofs.
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Asymptotic results that are related to those in [37] have been announced in [4]
for γ = 0 and in [38] for general γ ≥ 0 without proofs. See also [32, Sect. 2] for a
related, but different non-asymptotic version of a Tauberian theorem of Ingham.

Proposition 8.1 Let μ be a locally finite signed Borel measure on ℝ. Assume that
there exist finite collections {Ki}Ni=0 ⊂ [0,∞) and {νi}Ni=1 ⊂ (0,∞) such that the
Borel measure μ̃ on ℝ, defined by

μ̃(ω) := μ(ω) + K0δ0(ω) +
N∑︂

i=1

νiKi

∫︂

ω∩(0,∞)

uνi−1du ,

is nonnegative. Then, for all γ ≥ 0, all integers k ≥ k0, and all u > 0,
⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓≤ Bk sup

1≤s≤k

⃓⃓
⃓⃓
∫︂

[0,∞)

e− sv
u dμ(v)

⃓⃓
⃓⃓+ C

kγ+1

∑︂

i:νi≥1

|Ki |uνi

+ D

kγ

∑︂

i:νi<1

|Ki |
(︂u

k

)︂νi

,

with B , C, D, k0 depending only on γ, {ν1, . . . , νN }.

As we shall multiple times need to use Proposition 8.1 in a setting where the
Laplace transform satisfies an exponential bound we record it as a separate corollary.

Corollary 8.2 Let μ be a locally finite signed Borel measure on ℝ. Assume that there
exist ε, c1, c2,A > 0 and finite collections {Ki}Ni=0 ⊂ [0,∞) and {νi}Ni=1 ⊂ (0,∞)

such that
(1) the Borel measure μ̃ on ℝ defined by

μ̃(ω) := μ(ω) + K0δ0(ω) +
N∑︂

i=1

νiKi

∫︂

ω∩(0,∞)

uνi−1 du

is nonnegative, and
(2) for all t ≤ c2A

⃓⃓
⃓⃓
∫︂

[0,∞)

e−tv dμ(v)

⃓⃓
⃓⃓≤ c1e

−(c2/t)ε . (36)

Then, for all γ ≥ 0 there exist constants C, D depending only on γ, ε, {ν1, . . . , νN }
so that

⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓

≤ C(1 + c2u)−
(1+γ )ε

1+ε

(︂
c1 +

∑︂

i:νi≥1

|Ki |uνi +
∑︂

i:νi<1

|Ki |uνi (c2u)
(1−νi )ε

1+ε

)︂ (37)
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for all u ≥ D
c2A

(1 + A−ε). In particular, if (36) holds for all t > 0 then (37) holds for
all u > 0.

The key ingredient in our proof is the following polynomial approximation result
[56, Theorem VII.3.4].

Theorem 8.3 Fix m ∈ ℕ∪ {0} and α,β ∈ ℝ. Set

Gm(t) =
{︄

(1 − t)m for 0 ≤ t ≤ 1 ,

0 for 1 < t < ∞ .

There exist constants B1 > 0, B2 > 1 and k0 ∈ ℕ depending only on m, β , α such that
the following holds. For every integer k ≥ k0, there are polynomials in the variable
e−t of degree ≤ k:

pk(t) =
k∑︂

j=1

ajke
−j t , Pk(t) =

k∑︂

j=1

bkj e
−j t ,

which satisfy

pk(t) ≤ Gm(t) ≤ Pk(t) for 0 < t < ∞ , pk(0) = Pk(0) = 1 ,

∫︂ ∞

0
eαt t−β [Pk(t) − pk(t)]dt ≤ B1

km+1
,

k∑︂

j=1

|ajk| ≤ Bk
2 ,

k∑︂

j=1

|bjk| ≤ Bk
2 .

Before we prove the full statement of Proposition 8.1 let us show how the polyno-
mial approximation in Theorem 8.3 can be used to prove a bound when γ ∈ℕ.

Lemma 8.4 Let μ be a locally finite signed Borel measure on ℝ. Assume that there
exist finite collections {Ki}Ni=0 ⊂ [0,∞) and {νi}Ni=1 ⊂ (0,∞) such that the Borel
measure μ̃ on ℝ, defined by

μ̃(ω) := μ(ω) + K0δ0(ω) +
N∑︂

i=1

νiKi

∫︂

ω∩(0,∞)

uνi−1 du ,

is nonnegative. Then, for all γ ∈ℕ∪ {0}, all integers k ≥ k0, and all u > 0,

⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓≤ Bk max

j=1,...,k

⃓⃓
⃓⃓
∫︂

[0,∞)

e− jv
u dμ(v)

⃓⃓
⃓⃓+ C

kγ+1

N∑︂

i=1

|Ki |uνi ,

with B , C, k0 depending only on γ, {ν1, . . . , νN }.
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Remark 8.5 We note that in this lemma we do not need to distinguish between νi < 1
or νi ≥ 1. It is not clear to us if the distinction can be avoided also in Proposition 8.1.
However, in this paper we shall only need to apply the proposition in situations where
νi ≥ 1 for all i.

Proof of Lemma 8.4 The proof follows that of Ganelius in [37].
Define

Q(t) :=
∫︂

[0,∞)

e−tu dμ(u) .

Let pk , Pk be the polynomials provided by Theorem 8.3 with m = γ , α = 1,
β = 1 − mini=1,...,N νi and k ≥ k0 to be chosen below. Then with μ = μ+ − μ−

denoting the Hahn–Jordan decomposition of μ,
∫︂

[0,u)

(1 − v/u)γ dμ(v)

=
∫︂

[0,u)

(1 − v/u)m dμ
+
(v) −

∫︂

[0,u)

(1 − v/u)m dμ
−
(v)

≤
∫︂

[0,∞)

Pk(v/u)dμ
+
(v) −

∫︂

[0,∞)

pk(v/u)dμ
−
(v)

=
∫︂

[0,∞)

Pk(v/u)dμ(v) +
∫︂

[0,∞)

[Pk(v/u) − pk(v/u)]dμ
−
(v) .

In the same manner,
∫︂

[0,u)

(1 − v/u)γ dμ(v)

≥
∫︂

[0,∞)

pk(v/u)dμ(v) −
∫︂

[0,∞)

[Pk(v/u) − pk(v/u)]dμ
−
(v) .

Note that the second integral is nonnegative as Pk ≥ pk and dμ− is a nonnegative
measure.

By the properties of pk , Pk , we have

⃓⃓
⃓⃓
∫︂

[0,∞)

pk(v/u)dμ(v)

⃓⃓
⃓⃓=

⃓⃓
⃓⃓

k∑︂

j=1

ajkQ(j/u)

⃓⃓
⃓⃓≤ Bk

2 max
j=1,...,k

|Q(j/u)| ,

⃓⃓
⃓⃓
∫︂

[0,∞)

Pk(v/u)dμ(v)

⃓⃓
⃓⃓=

⃓⃓
⃓⃓

k∑︂

j=1

bjkQ(j/u)

⃓⃓
⃓⃓≤ Bk

2 max
j=1,...,k

|Q(j/u)| .

To bound the remaining integral we use the assumption that μ̃ is nonneg-
ative (which is equivalent to the measure −μ−(ω) + K0δ0(ω) + ∑︁N

i=1 νiKi ×∫︁
ω∩(0,∞)

uνi−1 du being nonnegative). Since Pk(0) = pk(0) = 1, the assumed non-
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negativity implies that

∫︂

[0,∞)

[Pk(v/u) − pk(v/u)]dμ
−
(v) ≤

N∑︂

i=1

Ki |νi |
∫︂ ∞

0
[Pk(v/u) − pk(v/u)]vνi−1 dv

=
N∑︂

i=1

Ki |νi |uνi

∫︂ ∞

0
[Pk(s) − pk(s)]sνi−1 ds .

Next note that maxi=1,...,N sνi−1 ≤ Cνe
ss−β with Cν depending only on {ν1, . . . , νN }.

When combined with the fact that Pk(s)−pk(s) ≥ 0 and the estimate above, one ob-
tains

⃓⃓
⃓⃓
∫︂

[0,∞)

[Pk(v/u) − pk(v/u)]dμ
−
(v)

⃓⃓
⃓⃓

≤ Cν

N∑︂

i=1

|Kiνi |uνi

∫︂ ∞

0
ess−β [Pk(s) − pk(s)]ds

≤ B1Cν

kγ+1

N∑︂

i=1

|Kiνi |uνi .

Upon combining the above we reach the conclusion that for every k ≥ k0 and
u > 0,

⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓≤ Bk

2 max
j=1,...,k

⃓⃓
⃓⃓
∫︂

[0,∞)

e− jv
u dμ(v)

⃓⃓
⃓⃓+ B1Cν

kγ+1

N∑︂

i=1

|Kiνi |uνi .

This completes the proof Lemma 8.4. □

Proof of Proposition 8.1 To extend Lemma 8.4 to arbitrary γ ≥ 0 we utilize the semi-
group property of Riesz means. Set

Fγ (u) = 1

Γ(γ + 1)

∫︂

[0,u)

(u − v)γ dμ(v) = uγ

Γ(γ + 1)

∫︂

[0,u)

(1 − v/u)γ dμ(v) .

Observe that for γ ≥ 1 Fγ is Lipschitz continuous and F ′
γ (u) = Fγ−1(u) (weakly if

γ = 1).
If m ∈ ℕ, m − 1 < γ < m and θ = γ + 1 − m, then an application of Fubini’s

theorem yields

Fγ (u) = 1

Γ(θ)

∫︂ u

0
(u − v)θ−1Fm−1(v) dv = 1

Γ(θ)

∫︂ u

0
(u − v)θ−1F ′

m(v)dv .
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Assume that 0 ≤ u1 ≤ u, for u1 to be chosen. Then, by splitting the integral and an
integration by parts (using that Fm is continuous and Fm(0) = 0),

|Γ(θ)Fγ (u)|

≤
⃓⃓
⃓⃓
∫︂ u1

0
(u − v)θ−1F ′

m(v)dv

⃓⃓
⃓⃓+

⃓⃓
⃓⃓
∫︂ u

u1

(u − v)θ−1Fm−1(v) dv

⃓⃓
⃓⃓

≤ |(u − u1)
θ−1Fm(u1)| + (1 − θ)

⃓⃓
⃓⃓
∫︂ u1

0
(u − v)θ−2Fm(v)dv

⃓⃓
⃓⃓

+
⃓⃓
⃓⃓
∫︂ u

u1

(u − v)θ−1Fm−1(v) dv

⃓⃓
⃓⃓

≤ (u − u1)
θ−1|Fm(u1)| + (1 − θ)

⃓⃓
⃓⃓
∫︂ u1

0
(u − v)θ−2 dv

⃓⃓
⃓⃓ sup
v∈[0,u1]

|Fm(v)|

+
⃓⃓
⃓⃓
∫︂ u

u1

(u − v)θ−1 dv

⃓⃓
⃓⃓ sup
v∈[u1,u]

|Fm−1(v)|

= uθ−1(1 − u1/u)θ−1|Fm(u1)| + uθ−1((1 − u1/u)θ−1 − 1) sup
v∈[0,u1]

|Fm(v)|

+ uθ (1 − u1/u)θ

θ
sup

v∈[u1,u]
|Fm−1(v)| .

(38)

By the nonnegativity of μ̃ the function

u ↦→ 1

Γ(1 + γ )

∫︂

[0,u)

(1 − v/u)γ dμ̃(v)

= u−γ Fγ (u) + K0

Γ(1 + γ )
+

N∑︂

i=1

KiνiΓ(νi)

Γ(γ + νi + 1)
uνi

is nondecreasing and nonnegative. Therefore, u ↦→ Fγ (u) + ∑︁N
i=1

KiνiΓ(νi )
Γ(γ+νi+1)

uνi+γ

is nondecreasing and nonnegative (as the product of two nonnegative nondecreasing
functions). Thus, we can estimate for any 0 ≤ u2 ≤ u1

sup
v∈[0,u1]

|Fm(v)| ≤ sup
v∈[0,u2]

⃓⃓
⃓Fm(v) +

N∑︂

i=1

KiνiΓ(νi)

Γ(m + νi + 1)
vνi+m

−
N∑︂

i=1

KiνiΓ(νi)

Γ(m + νi + 1)
vνi+m

⃓⃓
⃓+ sup

v∈[u2,u1]
|Fm(v)|

≤ sup
v∈[0,u2]

⃓⃓
⃓Fm(v) +

N∑︂

i=1

KiνiΓ(νi)

Γ(m + νi + 1)
vνi+m

⃓⃓
⃓
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+ sup
v∈[0,u2]

⃓⃓
⃓

N∑︂

i=1

KiνiΓ(νi)

Γ(m + νi + 1)
vνi+m

⃓⃓
⃓+ sup

v∈[u2,u1]
|Fm(v)|

= Fm(u2) + 2
N∑︂

i=1

KiνiΓ(νi)

Γ(m + νi + 1)
u

νi+m
2 + sup

v∈[u2,u1]
|Fm(v)|

≤ 2
N∑︂

i=1

KiνiΓ(νi)

Γ(m + νi + 1)
u

νi+m
2 + 2 sup

v∈[u2,u1]
|Fm(v)| .

Inserted into (38), this yields

|Γ(θ)Fγ (u)|
≤ uθ−1(1 − u1/u)θ−1|Fm(u1)| + 2uθ−1((1 − u1/u)θ−1 − 1) sup

v∈[u2,u1]
|Fm(v)|

+ uθ (1 − u1/u)θ

θ
sup

v∈[u1,u]
|Fm−1(v)|

+ 2uθ−1((1 − u1/u)θ−1 − 1)

N∑︂

i=1

KiνiΓ(νi)

Γ(m + νi + 1)
u

νi+m
2

≲γ uθ−1(1 − u1/u)θ−1 sup
v∈[u2,u1]

|Fm(v)| + uθ (1 − u1/u)θ sup
v∈[u1,u]

|Fm−1(v)|

+ uθ−1(1 − u1/u)θ−1
N∑︂

i=1

|Ki |uνi+m
2 .

Since

Fκ(u) = uκ

Γ(1 + κ)

∫︂

[0,u)

(1 − v/u)κ dμ(v)

we can write this as

⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓

≲γ u−m(1 − u1/u)θ−1 sup
v∈[u2,u1]

⃓⃓
⃓vm

∫︂

[0,v)

(1 − s/v)m dμ(s)

⃓⃓
⃓

+ u−m+1(1 − u1/u)θ sup
v∈[u1,u]

⃓⃓
⃓vm−1

∫︂

[0,v)

(1 − s/v)m−1 dμ(s)

⃓⃓
⃓

+ u−m(1 − u1/u)θ−1
N∑︂

i=1

|Ki |uνi+m
2
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By Lemma 8.4 applied with γ = m and γ = m − 1, there exist Bm, Bm−1, km,

km−1 so that for all k1 ≥ km, k2 ≥ km−1,

⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓

≲γ u−m(1 − u1/u)θ−1 sup
v∈[u2,u1]

vm

(︃
Bk1

m max
j=1,...,k1

|Q(j/v)| + 1

km+1
1

N∑︂

i=1

|Ki |vνi

)︃

+ u−m+1(1 − u1/u)θ

× sup
v∈[u1,u]

vm−1
(︃

B
k2
m−1 max

j=1,...,k2
|Q(j/v)| + 1

km
2

N∑︂

i=1

|Ki |vνi

)︃

+ u−m(1 − u1/u)θ−1
N∑︂

i=1

|Ki |uνi+m
2

≲γ (1 − u1/u)θ−1

× sup
δ1∈[ u2

u
,
u1
u

]
δm

1

(︃
Bk1

m max
j=1,...,k1

|Q(j/(δ1u))| + 1

km+1
1

N∑︂

i=1

|Ki |(δ1u)νi

)︃

+ (1 − u1/u)θ

× sup
δ2∈[ u1

u
,1]

δm−1
2

(︃
B

k2
m−1 max

j=1,...,k2
|Q(j/(δ2u))| + 1

km
2

N∑︂

i=1

|Ki |(δ2u)νi

)︃

+ (1 − u1/u)θ−1
(︂u2

u

)︂m
N∑︂

i=1

|Ki |uνi

2 .

Choosing k1 = δ1k and k2 = δ2k with k ≥ max{km/δ1, km−1/δ2} for each δ1, δ2 in

the appropriate ranges we arrive at

⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓

≲γ (1 − u1/u)θ−1

× sup
δ1∈[ u2

u
,
u1
u

]
δm

1

(︃
Bδ1k

m sup
δ−1

1 ≤s≤k

|Q(s/u)| + 1

δm+1
1 km+1

N∑︂

i=1

|Ki |(δ1u)νi

)︃

+ (1 − u1/u)θ
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× sup
δ2∈[ u1

u
,1]

δm−1
2

(︃
B

δ2k
m−1 sup

δ−1
2 ≤s≤k

|Q(s/u)| + 1

δm
2 km

N∑︂

i=1

|Ki |(δ2u)νi

)︃

+ (1 − u1/u)θ−1
(︂u2

u

)︂m
N∑︂

i=1

|Ki |uνi

2 .

Further choosing u1 = u−u/k and u2 = kmu/k which is ok if k ≥ km−1 +1, we find

⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓

≲γ sup
δ1∈[km/k,1−1/k]

(︃
k1−θ δm

1 Bδ1k
m sup

δ−1
1 ≤s≤k

|Q(s/u)| + 1

δ1kγ+1

N∑︂

i=1

|Ki |(δ1u)νi

)︃

+ sup
δ2∈[1−1/k,1]

(︃
k−θ δm−1

2 B
δ2k
m−1 sup

δ−1
2 ≤s≤k

|Q(s/u)| + 1

δ2kγ+1

N∑︂

i=1

|Ki |(δ2u)νi

)︃

+ 1

kγ

N∑︂

i=1

|Ki |(u/k)νi

≲γ

[︂
k1−θBk

m + k−θBk
m−1

]︂
sup

1≤s≤k

|Q(s/u)| + 1

kγ+1

∑︂

i:νi≥1

|Ki |uνi

+ 1

kγ

∑︂

i:νi<1

|Ki |(u/k)νi

≲γ Bk sup
1≤s≤k

|Q(s/u)| + 1

kγ+1

∑︂

i:νi≥1

|Ki |uνi + 1

kγ

∑︂

i:νi<1

|Ki |(u/k)νi

This completes the proof of Proposition 8.1. □

Proof of Corollary 8.2 By Proposition 8.1 there exist constants B , C, k0 such that for
all k ≥ k0 and u > 0

⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓≤ Bk sup

1≤s≤k

⃓⃓
⃓⃓
∫︂

[0,∞)

e− sv
u dμ(v)

⃓⃓
⃓⃓+ C

kγ+1

∑︂

i:νi≥1

|Ki |uνi

+ C

kγ

∑︂

i:νi<1

|Ki |(u/k)νi .



Riesz means asymptotics on Lipschitz domains 1055

If we choose k satisfying k/u ≤ c2A then (36) implies that
⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓≤ Bkc1 sup

1≤s≤k

e−(c2u/s)ε + C

kγ+1

∑︂

i:νi≥1

|Ki |uνi

+ C

kγ

∑︂

i:νi<1

|Ki |(u/k)νi (39)

= Bkc1e
−(c2u/k)ε + C

kγ+1

∑︂

i:νi≥1

|Ki |uνi

+ C

kγ

∑︂

i:νi<1

|Ki |(u/k)νi ,

where we used the fact that (0,∞) ∋ x ↦→ e−(c2x)ε is a decreasing function and so the
supremum is attained at s = k.

To prove the claimed bound we want to choose k = max{k0, ⌊(2 ln(B)−
1

1+ε ) ×
(c2u)

ε
1+ε ⌋} for an appropriately chosen c′. To justify this particular choice of k we

note that

k

u
≤ max

{︃
k0

u
,

c
ε

1+ε

2

(2 ln(B))
1

1+ε u
1

1+ε

}︃

and so k/u ≤ c2A if

u ≥ 1

c2A
max

{︂
k0,

1

2Aε ln(B)

}︂
.

Thus the choice is justified for all u ≥ D
c2A

(1+A−ε) for any D ≥ max
{︁
k0,

1
2 ln(B)

}︁
. In

particular, if the bound on the Laplace transform of μ is valid for all t > 0 our choice
of k is justified for all u > 0.

Plugging the choice of k into (39) yields,
⃓⃓
⃓⃓
∫︂

[0,u)

(1 − v/u)γ dμ(v)

⃓⃓
⃓⃓≲ε,γ,{νi } (1 + c2u)−

(1+γ )ε
1+ε

(︂
c1 +

∑︂

i:νi≥1

|Ki |uνi

+
∑︂

i:νi<1

|Ki |uνi (c2u)
(1−νi )ε

1+ε

)︂
,

for all u > D
c2A

(1 + A−ε). □

9 A Tauberian theorem for the Fourier transform

Let μ be a locally finite signed Borel measure on ℝ. Assume that Tμ, the distribution
associated with μ through

Tμ(ψ) =
∫︂

ℝ

ψ(τ)dμ(τ), ψ ∈ 𝒮(ℝ),
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is a temperate distribution. There exists a unique function Nμ ∈ BVloc(ℝ) satisfying
that
(1) the distributional derivative of Nμ is Tμ,
(2) Nμ(0) = 0, and
(3) for all τ ∈ℝ

lim
ε→0

Nμ(τ + ε) + Nμ(τ − ε)

2
= Nμ(τ) .

Explicitly, we can write the regular distribution function Nμ as

Nμ(τ) =

⎧
⎪⎨

⎪⎩

μ([0,τ ])+μ([0,τ ))
2 if τ > 0 ,

0 if τ = 0 ,

−μ([τ,0])+μ((τ,0])
2 if τ < 0 .

We are interested in the asymptotic behavior of Nμ(τ) as τ → ∞ and also in the
asymptotics of the quantities

Rγ
μ(τ) := 2γ

τ

∫︂ τ

0

(︂
1 − σ 2

τ 2

)︂γ−1 σ

τ
Nμ(σ)dσ

for γ > 0. Note that we can also write this as

Rγ
μ(τ) =

∫︂

[0,τ ]

(︂
1 − σ 2

τ 2

)︂γ

dμ(σ) .

If f (x) = Nμ(
√

x) for x ≥ 0, then R
γ
μ(τ) is the γ -Riesz mean of f evaluated

at τ 2, up to multiplication by an explicit factor; specifically, R
γ
μ(τ) = Γ(γ +

1)τ−2γ f (γ )(τ 2) in the notation of Sect. 7.
Our aim is to show that the asymptotic behavior of Nμ or R

γ
μ can be computed

in terms of the corresponding quantity for a second measure ν under the assumption
that the distributional Fourier transforms of Tμ and Tν agree on an interval around
zero, or more generally, that their difference is small on this interval.

Fix a function φ ∈ 𝒮(ℝ) such that
(1) φ ≥ 0,
(2) φ is even,
(3) supp φ̂ ⊆ [−1,1],
(4)

∫︁
ℝ

φ(τ) dτ = 1.
For a > 0 define φa by φa(τ) := a−1φ(τ/a). Note that φ̂a(t) = φ̂(at) and conse-
quently supp φ̂a ⊂ [−1/a,1/a]. In particular, if T̂μ = T̂ν on (−1/a,1/a), then the
above assumptions on φ imply that φa ∗ Tμ = φa ∗ Tν .

Our aim in this section is to prove the following result:

Theorem 9.1 Let μ, ν be two signed measures satisfying that
(1) Nμ is nondecreasing,
(2) the distribution functions Nμ, Nν are odd,
(3) |Tν(ψ)| ≤ M0

∫︁
ℝ

|ψ(τ)|(a0 + |τ |)α dτ for all ψ ∈ C∞
0 (ℝ),
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(4) |φa ∗ (Tμ − Tν)(τ )| ≤ M1(a1 + |τ |)β for all τ ∈ ℝ, and
for some α ≥ β ≥ 0 and a0, a1 ≥ a. If m ∈ ℕ there exists a constant C depending
only on m, φ, α, β such that for all τ ≥ 0

⃓⃓
Rm

μ (τ) − Rm
ν (τ)

⃓⃓≤ C(M0a
1+m(a0 + |τ |)α−m + M1(a + |τ |)(a1 + |τ |)β) .

Remark 9.2 The case m = 0 of Theorem 9.1 is the content of [52, Lemma 17.5.6].
The special case where m = 1 and where ν is absolutely continuous with a monomial
density is proved in [86], disregarding the issue discussed in Remark 9.10.

Remark 9.3 For us the important case is when T̂μ = T̂ν on (−1/a,1/a). In this case
assumption (4) in Theorem 9.1 holds with M1 = 0.

By combining Theorem 9.1 with Riesz’s concavity theorem (Proposition 7.1) we
can also get a bound for non-integer γ .

Corollary 9.4 Let μ, ν be as in Theorem 9.1. For any γ ≥ 0 there exists C depending
only on γ , φ, α, β such that for all τ ≥ 0

⃓⃓
Rγ

μ(τ) − Rγ
ν (τ )

⃓⃓

≤ C
(︂
M0a

1+γ (a0 + |τ |)α−γ + M1(a + |τ |)(a1 + |τ |)β

+ (M0a
1+γ (a0 + τ)α−γ )1−{γ }(M1(a + τ)(a1 + τ)β){γ }

× (a−1(a0 + τ)){γ }(1−{γ }))︂ ,

where {γ } denotes the fractional part of γ , that is the unique number in [0,1) so that
γ − {γ } ∈ ℤ.

Remark 9.5 If γ /∈ (⌊α − β − 1⌋, ⌈α − β − 1⌉) then the third term in the bound is
insignificant in the limit τ → ∞. While we believe that the first two terms are nec-
essary, it is unclear to us if one might argue differently and prove a bound for γ /∈ ℕ

without this additional third term (corresponding to the bound for γ ∈ ℕ of Theo-
rem 9.1). Since in this paper we will apply Corollary 9.4 only with M1 = 0, where
the third term vanishes, we did not explore this further.

Proof of Corollary 9.4 If γ ∈ℕ∪{0} the claimed bound is exactly Theorem 9.1. There-
fore, without loss of generality we assume that γ /∈ℕ.

Set f (s) := Nμ(
√

s) − Nν(
√

s). As observed above, a change of variables in the
integrals defining R

γ
μ and R

γ
ν implies that

Rγ
μ(τ) − Rγ

ν (τ ) = Γ(γ + 1)

τ 2γ
f (γ )(τ 2) .

In particular, for any m ∈ ℕ Theorem 9.1 implies that

|f (m)(s)| ≤ Csm(M0a
1+m(a0 + √

s)α−m + M1(a + √
s)(a1 + √

s)β)

with C depending only on m, φ, α, β .



1058 R.L. Frank, S. Larson

Write γ = m + κ with m ∈ ℕ ∪ {0}, κ ∈ [0,1) (i.e. κ = {γ }). By Proposition 7.1
and the semigroup property of Riesz means

|Rγ
μ(τ) − Rγ

ν (τ )|

= Γ(γ + 1)

τ 2γ
|f (γ )(τ 2)|

≤ C

τ 2γ

[︃
sup

0≤s≤τ 2
|f (m)(s)|

]︃1−κ[︃
sup

0≤s≤τ 2
|f (m+1)(s)|

]︃κ

≤ C

τ 2γ

[︃
sup

0≤s≤τ 2

(︂
sm(M0a

1+m(a0 + √
s)α−m + M1(a + √

s)(a1 + √
s)β)

)︂]︃1−κ

×
[︃

sup
0≤s≤τ 2

(︂
sm+1(M0a

m+2(a0 + √
s)α−m−1 + M1(a + √

s)(a1 + √
s)β)

)︂]︃κ

= C
(︂
M0a

1+m(a0 + τ)α−m + M1(a + τ)(a1 + τ)β
)︂1−κ

×
(︂
M0a

2+m(a0 + τ)α−m−1 + M1(a + τ)(a1 + τ)β
)︂κ

,

where C depends on γ , φ, α, β and the final step uses the fact that s ↦→ sk(a0 +√
s)α−k is monotone increasing if k ∈ ℕ∪ {0} and α ≥ 0.
In particular, the previous bound implies that

|Rγ
μ(τ) − Rγ

ν (τ )|

≤ C max
{︂
M0a

1+m(a0 + τ)α−m,M1(a + τ)(a1 + τ)β
}︂1−κ

× max
{︂
M0a

1+m(a0 + τ)α−ma(a0 + τ)−1,M1(a + τ)(a1 + τ)β
}︂κ

.

Since a0 ≥ a, τ ≥ 0 the factor a(a0 + τ)−1 ≤ 1 and so if the second maxima is
attained by the first quantity the same holds for the first maxima. Therefore,

|Rγ
μ(τ) − Rγ

ν (τ )|
≤ C

(︂
M0a

1+γ (a0 + τ)α−γ + M1(a + τ)(a1 + τ)β

+ (M0a
1+γ (a0 + τ)α−γ )1−κ (M1(a + τ)(a1 + τ)β)κ(a−1(a0 + τ))κ(1−κ)

)︂
.

This completes the proof of the corollary. □

We now turn our attention to the proof of Theorem 9.1. One of the main ingredients
in its proof is an integral identity that is recorded in Lemma 9.6. Our aim is to apply
this identity to the integral defining R

γ
μ . In order to do this, we need to first introduce

some auxiliary functions that appear in the analysis.
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Fix χ ∈ C∞
0 (ℝ) with χ ≥ 0, χ even,

∫︁
ℝ

χ(τ) dτ = 1, and suppχ ⊆ [−1,1]. For
ε > 0 define

χε(τ ) := ε−1χ
(︂τ

ε

)︂
.

For ε > 0 define

φ0,ε(τ ) := φ(τ) .

For k ≥ 1, ε > 0 define φk,ε ∈ 𝒮(ℝ) by the property

φ′
k,ε(τ ) := φk−1,ε(τ ) −

(︂∫︂

ℝ

φk−1,ε(σ ) dσ
)︂
χε(τ ) ,

which is equivalent to setting

φk,ε(τ ) :=
∫︂ τ

−∞

(︂
φk−1,ε(σ ) −

(︂∫︂

ℝ

φk−1,ε(σ
′) dσ ′)︂χε(σ )

)︂
dσ .

Since φ, χ are assumed to be even, it follows that φk,ε is odd for odd k and even
for even k. In particular, for even k the defining equation simplifies to φ′

k,ε = φk−1,ε .
With these definitions we record the following lemma. When m = 1 the statement

(after taking the limit ε → 0+) corresponds to [86, Theorem 1.4]. Our new observa-
tion is that this idea can be iterated.

Lemma 9.6 Let {φk,ε}k≥0, χε be defined as above. Define recursively

b0 := 1 and bm := (−1)m−1
m−1∑︂

j=0
j even

bj

∫︂

ℝ

φm−j (σ ) dσ for m ∈ ℕ .

Then bm = 0 when m is odd. Moreover, the following holds for every m ∈ ℕ0 and
τ > 0. For any u ∈ 𝒮 ′(ℝ) and f ∈ Cm(0, τ ) for which the limits

f (j)(0+) := lim
σ→0+ f (j)(σ ) and f (j)(τ−) := lim

σ→τ− f (j)(σ )

exist for all 0 ≤ j ≤ m − 1, it holds that
∫︂ τ

0
f (σ )χε ∗ u(σ )dσ

=
m∑︂

j=0
j even

bj

∫︂ τ

0
f (j)(σ )φ0,ε ∗ u(σ )dσ

− (−1)m
m∑︂

j=0
j even

bj

∫︂ τ

0
f (m)(σ )φm+1−j,ε ∗ u′(σ ) dσ
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−
m−1∑︂

k=0

k∑︂

j=0
j even

(−1)kbj

[︂
f (k)(τ−)φk+1−j,ε ∗ u(τ) − f (k)(0+)φk+1−j,ε ∗ u(0)

]︂
.

In the statement of the lemma, we use the convention that
∑︁m−1

0 . . . = 0 when
m = 0. Similarly, the assumption on f (j) for 0 ≤ j ≤ m − 1 is void in this case.

Remark 9.7 The recursion defining bm can be solved and we find

bm :=
m∑︂

j=1

(−1)j
∑︂

(k1,...,kj )∈ℕj

∑︁j
i=1 ki=m

j∏︂

i=1

(︃∫︂

ℝ

φki ,ε(σ ) dσ

)︃
for m ∈ℕ .

We defer the proof of Lemma 9.6 to the following subsection and continue towards
the proof of Theorem 9.1.

Define

Gγ (τ) := (1 − τ 2)γ−1τ for τ ∈ (−1,1) .

Note that Gγ : (−1,1) → ℝ is an odd function that is continuously differentiable to
all orders on (−1,1) with

Gγ (0) = 0 and G(2j)
γ (0) = 0 for all j ∈ ℕ ,

and furthermore

lim
τ→1− G(j)

γ (τ ) = 0 for all j ∈ℕ∩ [︁
0, γ − 1

)︁
.

For higher derivatives there is a singularity as τ → 1− unless γ is an integer. For
j = γ − 1 ∈ℕ we have limτ→1− G

(j)
γ (τ ) = (−2)j j ! = (−2)γ−1(γ − 1)!.

The relevance of the function G for us is that

Rγ
μ(τ) = 2γ

τ

∫︂ τ

0
Gγ (σ/τ)Nμ(σ )dσ .

For technical reasons we will rather work with the smoothed quantities

Rγ
μ,ε(τ ) := 2γ

τ

∫︂ τ

0
Gγ (σ/τ)χε ∗ Nμ(σ)dσ .

Note that in the sense of distributions χε → δ0 as ε → 0. In particular, the fact that
limε→0 χε ∗ Nμ(τ) = Nμ(τ) for all τ , implies limε→0 R

γ
μ,ε(τ ) = R

γ
μ(τ).

The following identity will follow from Lemma 9.6, applied to the integral defin-
ing Rm

μ,ε .
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Proposition 9.8 Let μ be a signed measures such that the distribution function Nμ is
odd. Then, with {φk,ε}k≥0 defined as above and m ∈ℕ,

Rm
μ,ε(τ ) = 2m

m∑︂

j=0
j even

bj

∫︂ τ

0
τ−j−1G

(j)
m (σ/τ)φ0,ε ∗ Nμ(σ)dσ

− 2m

m∑︂

j=0
j even

(−1)mbj

∫︂ τ

0
τ−m−1G(m)

m (σ/τ)φm+1−j,ε ∗ Tμ(σ )dσ

−
m−1∑︂

j=0
j even

2mm!bj τ
−mφm−j,ε ∗ Nμ(τ) .

Proof of Proposition 9.8 Fix γ = m ∈ ℕ, ε, τ > 0. By Lemma 9.6, applied with
f (σ ) = Gm(σ/τ) and u(σ ) = Nμ(σ), we have

τ

2m
Rm

μ,ε(τ ) =
m∑︂

j=0
j even

bj

∫︂ τ

0
τ−jG

(j)
m (σ/τ)φ0,ε ∗ Nμ(σ)dσ

−
m∑︂

j=0
j even

(−1)mbj

∫︂ τ

0
τ−mG(m)

m (σ/τ)φm+1−j,ε ∗ Tμ(σ )dσ

−
m−1∑︂

j=0
j even

2m−1(m − 1)!bj τ
−m+1φm−j,ε ∗ Nμ(τ)

+
m−1∑︂

k=1
k odd

k∑︂

j=0
j even

(−1)kbj τ
−kG(k)

m (0+)φk+1−j,ε ∗ Nμ(0) .

Here, we have simplified the boundary terms using the properties of G
(k)
m (1−) and

G
(k)
m (0) that we listed before.
The identity that we have shown is essentially the claimed identity in the proposi-

tion, except for the double sum. We claim that each term in this double sum vanishes.
This is seen as follows: As Nμ is an odd function, the fact that φl,ε is an even function
for l ∈ 2ℕ yields

φl,ε ∗ Nμ(0) =
∫︂

ℝ

φl,ε(−σ)Nμ(σ)dσ = 0

whenever l ∈ 2ℕ. In the double sum we have k odd and j even, so l = k+1−j ∈ 2ℕ.
This completes the proof of the proposition. □
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To prove Theorem 9.1 we shall apply the above proposition for the two measures
μ and ν and use the assumptions to control the differences of the terms in the corre-
sponding representations. To prove something more concrete about the convolutions
that appear in this approach requires bounds for the functions |φk,ε(σ )| that are uni-
form in ε.

Lemma 9.9 Define ψ−1 := ψ0 := φ and for k ≥ 1

ψk(τ) :=
∫︂ ∞

τ

σψk−2(σ ) dσ .

Then, for each k ≥ −1, ψk belongs to 𝒮(ℝ) and is even and nonnegative. Moreover,
for each k ≥ 0 there is a constant ck so that for all τ ∈ ℝ and ε ∈ (0,1] we have

|φk,ε(τ )| ≤ ckψk(τ ) .

Proof We begin by proving the claimed properties of ψk . We argue by induction.
Since ψ0 = ψ−1 = φ these properties hold for k ∈ {0,−1} by the assumptions on φ.

For k ≥ 1 assume that we have proven the claimed properties for ψk−2. The fact
that ψk−2 ∈ 𝒮(ℝ) ensures on the one hand that ψk is well defined. The fact that ψk−2

is even leads to

ψk(−τ) =
∫︂ ∞

−∞
σψk−2(σ ) dσ − ψk(τ) = ψk(τ) ,

since σ ↦→ σψk−2(σ ) is odd, that is, ψk is also even. Since ψk−2 is nonnegative, it
follows directly from the definition that ψk is positive for τ ≥ 0. That ψk is positive
for τ < 0 follows as we have already proved that ψk is even. That ψk ∈ 𝒮(ℝ) can
be readily verified by using the entailed decay estimates ensured for ψk−2 and its
derivatives by the fact that ψk−2 ∈ 𝒮(ℝ).

Since φk,ε is either odd or even depending on the parity of k, it suffices to prove
bounds for τ ≥ 0.

We begin by proving that |φk,ε(τ )| ≤ ψk(τ) for τ ≥ 1. We argue by induction.
Clearly |φ0,ε(τ )| ≤ ψ0(τ ) for each τ ∈ℝ by definition. Since suppχε ⊆ [−ε, ε] ⊆

[−1,1] we have for all τ ≥ 1 that

|φ1,ε(τ )| =
⃓⃓
⃓⃓
∫︂ ∞

τ

φ0,ε(σ ) dσ

⃓⃓
⃓⃓

≤ 1

τ

⃓⃓
⃓⃓
∫︂ ∞

τ

σφ0,ε(σ ) dσ

⃓⃓
⃓⃓

= ψ1(τ )

τ
≤ ψ1(τ ) .
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Since suppχε ⊆ [−ε, ε] ⊆ [−1,1] we have for any k ≥ 2 and all τ ≥ 1 by the
induction hypothesis that

|φk,ε(τ )| =
⃓⃓
⃓⃓
∫︂ ∞

τ

∫︂ ∞

s

φk−2,ε(t) dtds

⃓⃓
⃓⃓

=
⃓⃓
⃓⃓
∫︂ ∞

τ

(t − τ)φk−2,ε(t) dt

⃓⃓
⃓⃓≤

∫︂ ∞

τ

t |φk−2,ε(t)|dt

≤
∫︂ ∞

τ

tψk−2(t) dt

= ψk(τ) .

Thus we have proved that for all k ≥ 0, ε ∈ (0,1], |τ | ≥ 1 it holds that

|φk,ε(τ )| ≤ ψk(τ) .

For τ ∈ (−1,1) we again argue by induction. By definition the bound |φ0,ε(τ )| ≤
ψ0(τ ) holds for all τ ∈ ℝ independently of ε. Assuming that |φk−1,ε(τ )| ≤
ck−1ψk−1(τ ) for all τ ∈ ℝ, then by the bound |φk,ε(τ )| ≤ ψk(τ) for τ ≥ 1 we also
have that, for any τ ∈ (−1,1),

|φk,ε(τ )| =
⃓⃓
⃓⃓φk,ε(1) −

∫︂ 1

τ

φ′
k,ε(σ ) dσ

⃓⃓
⃓⃓

=
⃓⃓
⃓⃓φk,ε(1) −

∫︂ 1

τ

(︂
φk−1,ε(σ ) −

(︂∫︂

ℝ

φk−1,ε(σ
′) dσ ′)︂χε(σ )

)︂
dσ

⃓⃓
⃓⃓

≤ |φk,ε(1)| +
∫︂ 1

τ

|φk−1,ε(σ )|dσ +
(︃∫︂

ℝ

|φk−1,ε(σ
′)|dσ ′

)︃∫︂ 1

τ

χε(σ ) dσ

≤ ψk(1) + 2ck−1

∫︂

ℝ

ψk−1(σ ) dσ ,

where we used χε ≥ 0 and
∫︁
ℝ

χε(σ )dσ = 1. We argued above that ψk(τ) > 0 for all
τ ∈ ℝ and k ≥ 1. Therefore, if we define

ck := ψk(1) + 2ck−1
∫︁
ℝ

ψk−1(σ ) dσ

infσ∈[−1,1] ψk(σ )
> 1 ,

then, for all τ ∈ ℝ,

|φk,ε(τ )| ≤ ckψk(τ ) .

This completes the proof of the lemma. □

We are now ready to prove Theorem 9.1.

Proof of Theorem 9.1 We begin by reducing to the case a = 1. Assume that μ, ν sat-
isfy the assumptions in the theorem with the parameters a = a′, a0 = a′

0, a1 = a′
1,
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M0 = M ′
0, M1 = M ′

2, α
′, β ′. Define measures μ̃, ν̃ by

μ̃(ω) := 1

a′ μ(a′ω) and ν̃(ω) := 1

a′ ν(a′ω) .

Then μ̃, ν̃ satisfy the assumptions of the theorem with parameters a = 1, a0 = a′
0/a

′,
a1 = a′

1/a
′, M0 = (a′)αM ′

0, M1 = (a′)βM ′
1, α = α′, β = β ′. Indeed, one can check

that

φ ∗ (Tμ̃ − Tν̃)(τ ) = φa′ ∗ (Tμ − Tν)(a
′τ) and

Tν̃(ψ) = 1

a′ Tν(ψ(·/a′)) ∀ψ ∈ C∞
0 (ℝ) ,

and so the claimed bounds for μ̃, ν̃ follow from those assumed for μ, ν. Furthermore,
the definition of μ̃, ν̃ together with a change of variables shows that

R
γ

μ̃
(τ ) = 1

a′ R
γ
μ(a′τ) and R

γ

ν̃
(τ ) = 1

a′ R
γ
ν (a′τ) .

Consequently, the claimed bound for μ, ν follows from the theorem when applied to
μ̃, ν̃. Therefore, we may without loss of generality assume that a = 1.

The case γ = 0 is the content of [52, Lemma 17.5.6], which states that there exists
a constant C, depending only on α, β , so that

|Nμ(τ) − Nν(τ)| ≤ C(M0(a0 + |τ |)α + M1(1 + |τ |)(|τ | + a1)
β) . (40)

By applying Proposition 9.8 with both measures μ, ν, we find
⃓⃓
Rm

μ,ε(τ ) − Rm
ν,ε(τ )

⃓⃓

≤ 2m

m∑︂

j=0
j even

|bj |
⃓⃓
⃓⃓
∫︂ τ

0
τ−j−1G

(j)
m (σ/τ)φ0,ε ∗ (Nμ − Nν)(σ )dσ

⃓⃓
⃓⃓

+ 2m

m∑︂

j=0
j even

|bj |
⃓⃓
⃓⃓
∫︂ τ

0
τ−m−1G(m)

m (σ/τ)φm+1−j,ε ∗ (Tμ − Tν)(σ ) dσ

⃓⃓
⃓⃓

+
m−1∑︂

j=0
j even

2mm!|bj |τ−m|φm−j,ε ∗ (Nμ − Nν)(τ )|

≤ 2m

m∑︂

j=0
j even

|bj |τ−j∥G(j)
m ∥∞ sup

σ∈[0,τ ]
|φ0,ε ∗ (Nμ − Nν)(σ )|

+ 2m

m∑︂

j=0
j even

|bj |τ−m∥G(m)
m ∥∞ sup

σ∈[0,τ ]
|φm+1−j,ε ∗ (Tμ − Tν)(σ )|
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+
m−1∑︂

j=0
j even

2mm!|bj |τ−m|φm−j,ε ∗ (Nμ − Nν)(τ )| .

Since φ0,ε = φ and φ ∗ (Nμ −Nν)(0) = 0 by symmetry, the assumptions yield that

|φ0,ε ∗ (Nμ − Nν)(σ )| =
⃓⃓
⃓⃓
∫︂ σ

0
φ0,ε ∗ (Tμ − Tν)(s) ds

⃓⃓
⃓⃓≤ M1(a1 + |σ |)β+1 .

This allows us to bound the terms in the first sum.
By an integration by parts and the estimate |φk,ε(σ )| ≤ ckψk(σ ) from Lemma 9.9,

we obtain

|φm+1−j,ε ∗ (Tμ − Tν)(σ )|

=
⃓⃓
⃓⃓
∫︂

ℝ

φ′
m+1−j,ε(σ

′)(Nμ(σ − σ ′) − Nν(σ − σ ′)) dσ ′
⃓⃓
⃓⃓

=
⃓⃓
⃓⃓
∫︂

ℝ

φm−j,ε(σ
′)(Nμ(σ − σ ′) − Nν(σ − σ ′)) dσ ′

−
(︂∫︂

ℝ

φm−j,ε(σ
′′) dσ ′′)︂

∫︂

ℝ

χε(σ
′)(Nμ(σ − σ ′) − Nν(σ − σ ′)) dσ ′

⃓⃓
⃓⃓

≤ cm−jψm−j ∗ |Nμ − Nν |(σ )

+
⃓⃓
⃓
∫︂

ℝ

φm−j,ε(σ
′′) dσ ′′

⃓⃓
⃓χε ∗ |Nμ − Nν |(σ ) ,

and

|φm−j,ε ∗ (Nμ − Nν)(τ )| ≤ cm−jψm−j ∗ |Nμ − Nν |(τ ) .

To control the remaining convolutions we utilize (40) together with the elementary
inequality (a0 + |σ − σ ′|) ≤ (a0 + |σ | + |σ ′|) ≤ (a0 + |σ |)(1 + |σ ′|). This yields the
bound

ψk∗|Nμ − Nν |(σ )

=
∫︂

ℝ

ψk(σ
′)|Nμ(σ − σ ′) − Nν(σ − σ ′)|dσ ′

≤ C

∫︂

ℝ

ψk(σ
′)
(︁
M0(a0+|σ −σ ′|)α+M1(1+|σ −σ ′|)(a1+|σ −σ ′|)β)︁dσ ′

≤ CM0(a0 + |σ |)α
∫︂

ℝ

ψk(σ
′)(1 + |σ ′|)α dσ ′

+ CM1(1 + |σ |)(a1 + |σ |)β
∫︂

ℝ

ψk(σ
′)(1 + |σ ′|)β+1 dσ ′

≤ Ck,φ,α,β

(︁
M0(a0 + |σ |)α + M1(1 + |σ |)(a1 + |σ |)β)︁ .
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Similarly, for any ε ∈ (0,1]

χε ∗ |Nμ − Nν |(σ )

≤ ∥χ∥∞
∫︂ 1

−1
C(M0(a0 + |σ − εσ ′|)α + M1(1 + |σ − εσ ′|)(a1 + |σ − εσ ′|)β) dσ ′

≤ ∥χ∥∞Cα,β

(︁
M0(a0 + |σ |)α + M1(1 + |σ |)(a1 + |σ |)β)︁ .

Putting all this back into the bound for the difference of the Riesz means yields

⃓⃓
Rm

μ,ε(τ ) − Rm
ν,ε(τ )

⃓⃓

≤ 2m

m∑︂

j=0
j even

|bj |τ−j∥G(j)
m ∥∞M1(a1 + |σ |)β+1

+ 2m

m∑︂

j=0
j even

τ−m∥G(m)
m ∥∞C′

m−j,φ,α,β

(︁
M0(a0 + |τ |)α + M1(1 + |τ |)(a1 + |τ |)β)︁

+
m−1∑︂

j=0
j even

2mm!|bj |τ−mC′′
m−j,φ,α,β

(︁
M0(a0 + |τ |)α + M1(1 + |τ |)(a1 + |τ |)β)︁ .

Since Gm is a polynomial whose coefficients depend only on m, we conclude that
there exists a constant C∗ depending only on φ, α, β , m such that

⃓⃓
Rm

μ,ε(τ ) − Rm
ν,ε(τ )

⃓⃓≤ C∗(M0(a0 + |τ |)α−m + M1(1 + |τ |)(a1 + |τ |)β) .

Taking the limit ε → 0 completes the proof. □

9.1 Proof of Lemma 9.6

We finally derive the identity whose proof we deferred.

Proof of Lemma 9.6 Step 1. In this step we will prove two key identities on which the
proof hinges. The first one is

χε ∗ u(σ ) = φ ∗ u(σ ) − φ1,ε ∗ u′(σ ) , (41)
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and the second one is, for any k ∈ ℕ0,
∫︂ τ

0
f (σ )φk,ε ∗ u′(σ ) dσ = −

∫︂ τ

0
f ′(σ )φk+1,ε ∗ u′(σ )dσ

+ f (τ
−
)φk,ε ∗ u(τ) − f (0+

)φk,ε ∗ u(0)

−
(︂∫︂

ℝ

φk,ε(σ
′) dσ ′)︂

∫︂ τ

0
f ′(σ )φ0,ε ∗ u(σ )dσ

+
(︂∫︂

ℝ

φk,ε(σ
′) dσ ′)︂

∫︂ τ

0
f ′(σ )φ1,ε ∗ u′(σ ) dσ .

(42)

To prove these identities, we recall the definition of φk,ε and integrate by parts to
obtain

φk,ε ∗ u(σ ) =
∫︂

ℝ

φk,ε(σ − σ ′)u(σ ′) dσ ′

=
∫︂

ℝ

(︂
φk,ε(σ − σ ′) −

(︂∫︂

ℝ

φk,ε(σ
′′) dσ ′′)︂χε(σ − σ ′)

)︂
u(σ ′) dσ ′

+
(︂∫︂

ℝ

φk,ε(σ
′′) dσ ′′)︂(︂

∫︂

ℝ

χε(σ − σ ′)u(σ ′) dσ ′)︂

= φ′
k+1,ε ∗ u(σ ) +

(︂∫︂

ℝ

φk,ε(σ
′′) dσ ′′)︂χε ∗ u(σ )

= φk+1,ε ∗ u′(σ ) +
(︂∫︂

ℝ

φk,ε(σ
′′) dσ ′′)︂χε ∗ u(σ ) .

That is, for any k ≥ 0,

(︂∫︂

ℝ

φk,ε(σ
′′) dσ ′′)︂χε ∗ u(σ ) = φk,ε ∗ u(σ ) − φk+1,ε ∗ u′(σ ) . (43)

In particular, for k = 0 since φ0,ε = φ and
∫︁
ℝ

φ(τ) dτ = 1, we obtain the claimed
identity (41).

By using (43) and an integration by parts
∫︂ τ

0
f (σ )φk,ε ∗ u′(σ ) dσ

=
∫︂ τ

0
f (σ )

(︂
φk+1,ε ∗ u′(σ ) +

(︂∫︂

ℝ

φk,ε(σ
′′) dσ ′′)︂χε ∗ u(σ )

)︂′
dσ

=
∫︂ τ

0
f (σ )

(︂
φk+1,ε ∗ u′(σ )

)︂′
dσ

+
(︂∫︂

ℝ

φk,ε(σ
′′) dσ ′′)︂

∫︂ τ

0
f (σ )χε ∗ u′(σ )dσ (44)

= −
∫︂ τ

0
f ′(σ )φk+1,ε ∗ u′(σ )dσ
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+ f (τ
−
)φk+1,ε ∗ u′(τ ) − f (0+

)φk+1,ε ∗ u′(0)

+
(︂∫︂

ℝ

φk,ε(σ
′′) dσ ′′)︂

∫︂ τ

0
f (σ )χε ∗ u′(σ )dσ

Again by integration by parts it also holds that

∫︂ τ

0
f (σ )χε ∗ u′(σ ) dσ

= −
∫︂ τ

0
f ′(σ )χε ∗ u(σ )dσ + f (τ−)χε ∗ u(τ) − f (0+)χε ∗ u(0) .

Plugging this into the last integral in (44) and using (43) to rewrite the boundary terms
we have proved

∫︂ τ

0
f (σ )φk,ε ∗ u′(σ ) dσ = −

∫︂ τ

0
f ′(σ )φk+1,ε ∗ u′(σ )dσ

+ f (τ
−
)
(︂
φk,ε ∗ u(τ) −

(︂∫︂

ℝ

φk,ε(σ
′) dσ ′)︂χε ∗ u(τ)

)︂

− f (0+
)
(︂
φk,ε ∗ u(0) −

(︂∫︂

ℝ

φk,ε(σ
′) dσ ′)︂χε ∗ u(0)

)︂

+
(︂∫︂

ℝ

φk,ε(σ
′) dσ ′)︂(︂−

∫︂ τ

0
f ′(σ )χε ∗ u(σ )dσ

+ f (τ−)χε ∗ u(τ) − f (0+)χε ∗ u(0)
)︂

= −
∫︂ τ

0
f ′(σ )φk+1,ε ∗ u′(σ )dσ

+ f (τ
−
)φk,ε ∗ u(τ) − f (0+

)φk,ε ∗ u(0)

−
(︂∫︂

ℝ

φk,ε(σ
′) dσ ′)︂

∫︂ τ

0
f ′(σ )χε ∗ u(σ )dσ

Finally, we use again (41) to rewrite the remaining integral containing χε ∗ u and
obtain the claimed identity (42). This concludes the first step of the proof.

Step 2. With the identities from Step 1 at hand, we now turn to the main part of
the proof of Lemma 9.6. The idea is to apply identity (42) iteratively.

Before carrying this out, however, it is imporant to note that the numbers bm vanish
when m is odd. This follows easily by induction, observing that φj,ε is odd when j

is odd, so
∫︁
ℝ

φj,ε(τ ) dτ = 0 in this case.
We will prove the identity in the lemma by induction on m ∈ ℕ0. The base case

m = 0 with b0 = 1 follows immediately by integrating identity (41) against f over
the interval [0, τ ].
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Now let m ≥ 1 and assume that the identity claimed in the lemma holds when
m = M − 1, that is,

∫︂ τ

0
f (σ )χε ∗ u(σ )dσ

=
M−1∑︂

j=0
j even

bj

∫︂ τ

0
f (j)(σ )φ0,ε ∗ u(σ )dσ

− (−1)M−1
M−1∑︂

j=0
j even

bj

∫︂ τ

0
f (M−1)(σ )φM−j,ε ∗ u′(σ ) dσ

−
M−2∑︂

k=0

k∑︂

j=0
j even

(−1)kbj

[︂
f (k)(τ−)φk+1−j,ε ∗ u(τ) − f (k)(0+)φk+1−j,ε ∗ u(0)

]︂
.

We rewrite the terms in the second sum using identity (42) with k = M − j and with
f replaced by f (M−1) and find

∫︂ τ

0
f (M−1)(σ )φM−j,ε ∗ u′(σ ) dσ

= −
(︂∫︂

ℝ

φM−j,ε(σ
′) dσ ′)︂

∫︂ τ

0
f (M)(σ )φ0,ε ∗ u(σ )dσ

−
∫︂ τ

0
f (M)(σ )φM+1−j,ε ∗ u′(σ )dσ

+
(︂∫︂

ℝ

φM−j,ε(σ
′) dσ ′)︂

∫︂ τ

0
f (M)(σ )φ1,ε ∗ u′(σ ) dσ

+ f (M−1)(τ
−
)φM−j,ε ∗ u(τ)−f (M−1)(0+

)φM−j,ε ∗ u(0) .

Inserting this formula into the previous one and reallocating the terms in the sum
yields

∫︂ τ

0
f (σ )χε ∗ u(σ )dσ

=
M−1∑︂

j=0
j even

bj

∫︂ τ

0
f (j)(σ )φ0,ε ∗ u(σ )dσ

+ (−1)M−1
M−1∑︂

j=0
j even

bj

(︂∫︂

ℝ

φM−j,ε(σ
′) dσ ′)︂

∫︂ τ

0
f (M)(σ )φ0,ε ∗ u(σ )dσ
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− (−1)M
M−1∑︂

j=0
j even

bj

∫︂ τ

0
f (M)(σ )φM+1−j,ε ∗ u′(σ )dσ

− (−1)M−1
M−1∑︂

j=0
j even

bj

(︂∫︂

ℝ

φM−j,ε(σ
′) dσ ′)︂

∫︂ τ

0
f (M)(σ )φ1,ε ∗ u′(σ ) dσ

−
M−2∑︂

k=0

k∑︂

j=0
j even

(−1)kbj

[︂
f (k)(τ−)φk+1−j,ε ∗ u(τ) − f (k)(0+)φk+1−j,ε ∗ u(0)

]︂

− (−1)M−1
M−1∑︂

j=0
j even

bj

[︂
f (M−1)(τ

−
)φM−j,ε ∗ u(τ) − f (M−1)(0+

)φM−j,ε ∗ u(0)
]︂
.

Recalling the recursive definition of bM , we can write this as

∫︂ τ

0
f (σ )χε ∗ u(σ )dσ

=
M∑︂

j=0
j even

bj

∫︂ τ

0
f (j)(σ )φ0,ε ∗ u(σ )dσ

− (−1)M
M−1∑︂

j=0
j even

bj

∫︂ τ

0
f (M)(σ )φM+1−j,ε ∗ u′(σ )dσ

− bM

∫︂ τ

0
f (M)(σ )φ1,ε ∗ u′(σ ) dσ

−
M−1∑︂

k=0

k∑︂

j=0
j even

(−1)kbj

[︂
f (k)(τ−)φk+1−j,ε ∗ u(τ) − f (k)(0+)φk+1−j,ε ∗ u(0)

]︂
.

This is almost the claimed identity for m = M , except that the integral involving φ1,ε ∗
u′ has the prefactor −bM instead of −(−1)MbM . Therefore the proof is completed
by observing that bM = (−1)MbM , which follows from the fact that bM = 0 if M is
odd. □

Remark 9.10 We close this subsection by pointing out what we believe to be an inac-
curacy in [86]. The issue arises in Lemma 2.7 of that paper, in which the author claims
certain bounds for three convolutions involving a function F with suppF ⊂ (0,∞)

or its derivative. However, to our understanding the proof as written only yields these
bounds for the corresponding convolutions involving the odd extension of F rather
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than with F itself. Carrying out the subsequent applications of Lemma 2.7 with F re-
placed by its odd extension and restricting at the very end of the argument to positive
values of the argument one recovers the claimed results.

Appendix: Convex geometry toolbox

In this appendix we record some elements of convex geometry. Most of the results
that we shall make use of are either well known to experts or follow from well-known
results.

We begin by recalling the fact that perimeter is monotonically increasing under
inclusion of convex sets.

Lemma A.1 If Ω′ ⊂ Ω ⊂ ℝ
d are convex sets, then

ℋd−1(∂Ω′) ≤ ℋd−1(∂Ω) .

In particular, if Ω ⊂ ℝ
d is convex and x ∈ℝ

d , r > 0 then

ℋd−1(∂Ω ∩ Br(x)) ≤ ℋd−1(∂Br(x)) ≲d rd−1 .

The second lemma provides an upper and a lower bound for the size of the level
set of the distance function dΩ, defined in (9). It is stated in terms of the inradius

rin(Ω) := sup
x∈Ω

dΩ(x) . (45)

The lower bound is proved in [63] and the upper is a consequence of Lemma A.1.

Lemma A.2 If Ω ⊂ ℝ
d is a bounded convex set, then for any s ∈ (0, rin(Ω)]

(︂
1 − s

rin(Ω)

)︂d−1ℋd−1(∂Ω) ≤ ℋd−1({x ∈ Ω : dΩ(x) = s}) ≤ℋd−1(∂Ω) .

By an application of the co-area formula and the bounds in Lemma A.2 one can
prove the next two lemmas (see for instance [27, Sect. 5] or [65]).

Lemma A.3 If Ω ⊂ ℝ
d is a bounded convex set, then for any s ∈ [0, rin(Ω)]

|{x ∈ Ω : dΩ(x) < s}| ≤ sℋd−1(∂Ω) .

Lemma A.4 If Ω ⊂ ℝ
d is a bounded convex set, then

|Ω|
ℋd−1(∂Ω)

≤ rin(Ω) ≤ d|Ω|
ℋd−1(∂Ω)

.

Throughout the paper we several times make use of the following consequence of
the Bishop–Gromov comparison theorem, which in Euclidean space has an elemen-
tary proof.
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Lemma A.5 If Ω ⊂ ℝ
d is convex, then the function

(0,∞) ∋ r ↦→ |Ω ∩ Br(a)|
rd

is nonincreasing for any fixed a ∈ Ω.

Proof For a ∈ Ω and R > r > 0 consider the set

E :=
(︂

1 − r

R

)︂
{a} + r

R
(Ω ∩ BR(a))

=
{︂(︂

1 − r

R

)︂
a + r

R
x : x ∈ Ω ∩ BR(a)

}︂
.

Then,

|E| =
⃓⃓
⃓
r

R
(Ω ∩ BR(a))

⃓⃓
⃓=

(︂ r

R

)︂d |Ω ∩ BR(a)| .

Meanwhile,

E ⊂ Ω ∩ Br(a) .

Indeed, on the one hand, E ⊂ (︁
1 − r

R

)︁ {a} + r
R

BR(a) = Br(a) and, on the other
hand E ⊂ (︁

1 − r
R

)︁ {a} + r
R

Ω ⊂ Ω by convexity of Ω. Combining the bound |E| ≤
|Ω ∩ Br(a)| with the explicit expression for |E| we obtain the inequality

|Ω ∩ Br(a)|
rd

≥ |Ω ∩ BR(a)|
Rd

,

which is the desired monotonicity. □

Proposition A.6 Fix d ≥ 1. Given c1 > 0 there exists c2 > 0 with the following prop-
erties. If Ω ⊂ ℝ

d is open, bounded, and convex, then

|Ω + Br | − |Ω| ≥ rℋd−1(∂Ω) for all r > 0 ,

|Ω + Br | − |Ω| ≲d ℋd−1(∂Ω)r
[︂
1 +

(︂ r

rin(Ω)

)︂d−1]︂
for all r > 0 ,

|Ω + Br | − |Ω| ≤ℋd−1(∂Ω)r
[︂
1 + c2

r

rin(Ω)

]︂
for all r ∈ [0, c1rin(Ω)] ,

|Ω + Br | ≤ c2ℋd−1(∂Ω)r
(︂ r

rin(Ω)

)︂d−1
for all r ≥ c1rin(Ω) .

Proof of Proposition A.6 The proof of these inequalities are based on writing |Ω +
Br | in terms of mixed volumes. (Technically mixed volumes are usually defined for
compact convex sets, but as Ω is convex and may be assumed non-empty each of the
geometric quantities appearing in the statement are the same if Ω, Br are replaced by
their respective closures.)
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With W denoting the mixed volume,

|Ω + Br | =
d∑︂

j=0

(︃
d

j

)︃
W(Ω, . . . ,Ω⏞ ⏟⏟ ⏞

d−j copies

,Br , . . . ,Br⏞ ⏟⏟ ⏞
j copies

) . (46)

To prove the estimates we recall the following basic properties of W (see, for in-
stance, [88]); if K1, . . . ,Kd are convex bodies, then

(i) W(K1, . . . ,Kd) ≥ 0,
(ii) W(K1, . . . ,Kd) ≤ W(K ′

1,K2, . . . ,Kd) for any K ′
1 ⊃ K1,

(iii) W(K1 + {x},K2, . . . ,Kd) = W(K1,K2, . . . ,Kd) for any x ∈ℝ
d ,

(iv) W(K1, . . . ,Kd) = W(Kσ(1), . . . ,Kσ(d)) for any permutation σ ,
(v) W(rK1,K2, . . . ,Kd) = rW(K1, . . . ,Kd) for any r > 0,

(vi) W(K1, . . . ,K1) = |K1|,
(vii) W(K1, . . . ,K1,B1) = d−1ℋd−1(∂K1).

Note that by (iv)-(vii),

1∑︂

j=0

(︃
d

j

)︃
W(Ω, . . . ,Ω⏞ ⏟⏟ ⏞

d−j copies

,Br , . . . ,Br⏞ ⏟⏟ ⏞
j copies

) = |Ω| + rℋd−1(∂Ω) . (47)

The first bound in the proposition follows by (47) and dropping all the terms in
the right-hand side of (46) with j ≥ 2 (which are nonnegative by (i)).

For the second and third bounds in the proposition note that by (iv) and (v),

|Ω + Br | − |Ω|

=
d∑︂

j=1

(︃
d

j

)︃
W(Ω, . . . ,Ω⏞ ⏟⏟ ⏞

d−j copies

,Br , . . . ,Br⏞ ⏟⏟ ⏞
j copies

)

= rin(Ω)

d∑︂

j=1

(︃
d

j

)︃(︂ r

rin(Ω)

)︂j

W(Ω, . . . ,Ω⏞ ⏟⏟ ⏞
d−j copies

,Brin(Ω), . . . ,Brin(Ω)⏞ ⏟⏟ ⏞
j−1 copies

,B1) .

(48)

Since there exists x0 ∈ Ω such that Brin(Ω)(x0) ⊂ Ω it follows from (ii)-(iv) and (vii)
that

W(Ω, . . . ,Ω⏞ ⏟⏟ ⏞
d−j copies

,Brin(Ω), . . . ,Brin(Ω)⏞ ⏟⏟ ⏞
j−1 copies

,B1) ≤ W(Ω, . . . ,Ω⏞ ⏟⏟ ⏞
d−1 copies

,B1) = d−1ℋd−1(∂Ω) , (49)

for any j = 1, . . . , d (with equality if j = 1).
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From (48) and (49),

|Ω + Br | − |Ω| ≤ d−1rin(Ω)ℋd−1(∂Ω)

d∑︂

j=1

(︃
d

j

)︃(︂ r

rin(Ω)

)︂j

= rin(Ω)ℋd−1(∂Ω)

(︁
1 + r

rin(Ω)

)︁d − 1

d

≲d ℋd−1(∂Ω)r
[︂
1 +

(︂ r

rin(Ω)

)︂d−1]︂
,

this proves the second bound.
Similarly from (48), (49), and the assumption r ≤ c1rin(Ω),

|Ω + Br | − |Ω|

≤ rℋd−1(∂Ω) + d−1rin(Ω)ℋd−1(∂Ω)

d∑︂

j=2

(︃
d

j

)︃(︂ r

rin(Ω)

)︂j

= rℋd−1(∂Ω) + d−1rin(Ω)ℋd−1(∂Ω)
(︂ r

rin(Ω)

)︂2 d∑︂

j=2

(︃
d

j

)︃(︂ r

rin(Ω)

)︂j−2

≤ rℋd−1(∂Ω) + d−1rin(Ω)ℋd−1(∂Ω)
(︂ r

rin(Ω)

)︂2 d∑︂

j=2

(︃
d

j

)︃
c
j−2
1

= rℋd−1(∂Ω)
[︂
1 + r

rin(Ω)

(1 + c1)
d − 1 − dc1

dc2
1

]︂
.

This proves the third bound for any

c2 ≥ (1 + c1)
d − 1 − dc1

dc2
1

.

For the final bound we deduce from (48), (49), the inequality |Ω| ≤
rin(Ω)ℋd−1(∂Ω) (see Lemma A.4), and the assumption r ≥ c1rin(Ω)

|Ω + Br | ≤ rin(Ω)ℋd−1(∂Ω) + d−1rin(Ω)ℋd−1(∂Ω)

d∑︂

j=1

(︃
d

j

)︃(︂ r

rin(Ω)

)︂j

= rin(Ω)ℋd−1(∂Ω)

(︁
1 + r

rin(Ω)

)︁d + d − 1

d

≤ c2ℋd−1(∂Ω)r
(︂ r

rin(Ω)

)︂d−1
,
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for any

c2 ≥ sup
s∈[c1,∞)

(1 + s)d + d − 1

dsd
.

This completes the proof of Proposition A.6. □
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