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Decarbonization in Carbon-Intensive Industries 
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THARUN ROSHAN KUMAR 
Division of Energy Technology 

Department of Space, Earth and Environment 
Chalmers University of Technology 

Abstract 
Carbon-intensive industries account for a quarter of global annual CO2 emissions. Achieving mandated 
climate targets requires rapid deployment of decarbonization technologies in these industries. Such 
deployment typically involves substantial upfront investments amidst technical, economic, and policy 
uncertainties. Consequently, careful selection of decarbonization technologies or a combination thereof, 
coupled with measures such as process electrification and energy efficiency, is crucial.  

This thesis presents limitations in existing methodological approaches for comparing decarbonization 
pathways, spanning systems-, plant-, and site-level considerations. A generalized assessment framework was 
developed that addresses these limitations, with individual methodological frameworks developed in the 
appended papers. At the system level, extended boundaries and exergy as a metric were used to compare two 
CO2 capture technologies with inherently different heat and electricity demands per unit of CO2 captured, 
considering the perspectives of both plant owners and end-users. At the plant level, an iterative exergy-pinch 
analysis, combined with techno-economic analysis, was developed to identify promising process 
modifications in unabated process plants that maximize overall exergy utilization and CO2 avoidance, 
leading to successive designs towards net-zero emissions. At the site level, a site-specific techno-economic 
analysis was developed by incorporating quantitative and qualitative site-specific factors expected to 
influence the choice of decarbonization technologies. Finally, to address deployment barriers for low-
emissions hydrogen, an integrated system of complementary production technologies was evaluated using a 
generalized optimization framework, enabling cost-optimal supply strategies under site constraints and 
market uncertainties. The frameworks were demonstrated in case studies on bio-CHP in a district heating 
system, propane dehydrogenation, and a steam cracker plant.  

The case study results show that integrating amine-based CO₂ capture with industrial heat pumps in bio-
CHP plants could enable greater district heat delivery and provide product flexibility across heat, power, 
and CO₂ emissions. The iterative exergy-pinch analysis applied to the propane dehydrogenation plant 
identified an unconventional process modification, resulting in a substantial reduction in CO2 avoidance 
cost (58–70%) compared to CO2 capture from its highly diluted flue gas stream from the unmodified 
process. The site-specific techno-economic analysis revealed that incorporating site-specific cost factors 
yields higher avoidance cost estimates than standardized assessments, underscoring the risk of suboptimal 
technology selection. Finally, the integrated hydrogen production system demonstrated how combining 
multiple distinct production technologies can reduce costs, improve operational flexibility, and system 
redundancy. In summary, the generalized assessment framework, combining these individual framework 
methodologies, provides a comprehensive early-stage indication of the optimal decarbonization pathway for 
specific industrial sites. 

Keywords: carbon-intensive industries; decarbonization; CCS; process integration, exergy and pinch 
analyses, techno-economic assessment 
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1 Introduction 

Global average temperature increases exceeded the 1.5°C threshold above pre-industrial levels for the first 
time in 2024 [1]. Despite the landmark Paris Agreement in 2015, global energy-related CO2 emissions have 
steadily increased, reaching 36.8 GtCO2/y in 2022. Of this, carbon-intensive industries accounted for about  
9.2 GtCO2/y, representing approximately 25% of the total global CO2 emissions [2]. At the current rate of 
CO2 emissions, global temperatures are projected to permanently surpass the 1.5°C threshold by 2032 and 
could approach 2°C before mid-century [2,3].  

In the European context, ambitious targets have been set in recent years for reducing greenhouse gas (GHG) 
emissions. These targets include a 55% reduction by 2030 and a 90% reduction by 2040 relative to 1990 
levels, aligning with the aim of achieving climate neutrality by 2050 [4,5]. A series of policy initiatives has 
been introduced under the European Green Deal [6], notably emphasizing the role of industries in leading 
the transition towards climate neutrality and promoting circular production and consumption systems. 
Carbon-intensive industries such as cement, iron and steel, refineries, petrochemicals, and pulp and paper 
collectively contribute approximately 94% of total industrial emissions in the EU [7]. These industries face 
significant challenges in meeting the stringent CO2 mitigation targets within a rapidly evolving policy 
landscape. The challenges arise from technical, economic, market, and policy uncertainties [8].  

Notably, the polluter-pays approach under the EU Emissions Trading Scheme (EU ETS) and the upcoming 
Carbon Border Adjustment Mechanism1 (CBAM) have put increased pressure on these industries to 
undergo a complete transformation of their operations to achieve sustainable and emissions-free production. 
Currently, the aforementioned industries are considered at risk of carbon leakage and, therefore, benefit 
from free allowances under the EU ETS [9,10]. However, this free allocation2 will gradually be phased out 
as CBAM is phased in during the period 2026–2034 [11], significantly increasing their compliance costs 
and, thus,  the urgency to decarbonize. 

Considering these timelines, most carbon-intensive industries in the EU face a narrow implementation 
window of less than a decade, until 2034, to assess, choose, and deploy enabling process technologies to 
transform existing industrial sites. Throughout this period, they will have to concurrently adopt energy 
efficiency and other decarbonization measures (e.g., direct electrification or fuel switching) as transitional 
solutions toward net-zero CO2  emissions. Such transformations are particularly challenging in fossil-
dependent sectors such as oil refining and petrochemicals.  

 
1 To prevent potential carbon leakage, i.e., relocation of industries to regions with less stringent climate regulations, imports of 
materials and goods into the EU from these regions are penalized. This supports the EU's climate mitigation actions and the 
competitiveness of European industry [152]. 
2 The existing policy instrument under the EU ETS that grants emission allowances at no cost to regulated industries to safeguard 
competitiveness and address carbon leakage risks [7]. 
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In these industries, achieving sustainable production of carbon-based fuels and materials will require the 
elimination of direct CO₂ emissions from the combustion of fuel-grade by-products (decarbonization) and 
the replacement of fossil feedstock with alternative carbon sources (CO2, biomass, and waste), in order to 
avoid end-of-life indirect CO₂ emissions (defossilization). These industries are, therefore, expected to 
transition into more circular and electrified systems, driven by the increasing need to decouple from fossil-
resource extraction and the diminishing carbon footprint of electricity as the share of variable renewable 
energy sources, such as wind power, grows. Furthermore, significant amounts of low-emissions hydrogen3 will 
be required as feedstock, reductant, or fuel in hard-to-electrify industries [12].  

Near-term investments in the transformation of existing industrial assets through retrofits and the 
installation of low-carbon technologies will ultimately determine the levels of emissions reductions 
achievable within these industries. Given that most of these installations will be first-of-their-kind, they are 
expected to incur significantly higher costs than installations deployed elsewhere in subsequent years. 
Therefore, the upcoming investment cycles will be critical with regard to the careful selection and 
implementation of decarbonization measures and technologies under these uncertainties. More importantly, 
these investment cycles will be essential to ensure that these industries comply with mandated policies and 
emissions reduction trajectories while retaining their competitive advantage. 

In this context, the selection of appropriate measures and technologies within specific industries often poses 
a paradox of choice or, conversely, a lack thereof, which would ultimately induce decision paralysis. Many 
emerging4 low-carbon technologies currently remain unproven at industrially relevant scales and will, 
therefore, require several years of development before they can be commercialized. Depending on their levels 
of technological maturity, these technologies may remain unavailable during the targeted deployment 
timeframe, thereby limiting their immediate role in curtailing industrial CO2 emissions.  

In contrast, the choice between mature5 and emerging substitute technologies that are nearing 
commercialization remains unclear, considering the risk of technology lock-in, the limited time for near-
term implementation, and the associated deployment barriers. The timing of their deployment will also 
depend on resource availability (e.g., low-cost renewable electricity) and on the availability of and access to 
critical infrastructure, such as CO₂ transport and storage facilities, hydrogen networks, and grid transmission 
capacity. These uncertainties are further compounded by limitations linked to incumbent methods used for 
evaluating decarbonization measures and comparing competing technologies at an early stage of assessment.  

First, the choice of system boundaries during the evaluation can significantly influence technology selection, 
and the optimal solution may vary depending on whether the assessment is approached from the perspective 
of a plant owner or end-users6. This highlights the need for careful consideration of system boundaries in 
the evaluation process.  

 
3 Low-emissions hydrogen refers to both renewable hydrogen (produced by electrolysis using renewable electricity) and low-carbon 
hydrogen (≥ 70% GHG emissions savings compared to fossil-derived hydrogen) [68,153]. 
4 Refers to technologies with technology readiness levels (TRL) 3–7 [36,154]. 
5 Refers to technologies with TRL >7. For example, end-of-pipe CO₂ capture based on chemical absorption [89]. 
6 End-users refer to the consumers of end-products and services in the value chain, who may eventually bear the additional costs and 
environmental benefits of decarbonization at an unabated plant [26,155]. 
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Second, while traditional process integration methods effectively minimize external thermal energy use in 
integrated industrial processes, they are not suitable for identifying innovative configurations that involve 
unconventional integration measures. Given the projected increase in the availability of pure exergy, i.e., 
electricity, and the anticipated convergence of gas and electricity prices, unconventional integration 
measures, including process electrification and modifications to the core production units, will become more 
prevalent. Nonetheless, the ability to identify unique integration possibilities depends on the tools and 
methods that are available to the process designer. Therefore, there is a need for exergy-based methods to 
assess retrofit designs and develop novel integrated processes that achieve high CO2 avoidance with minimal 
exergy losses.  

Third, site-level factors, such as the availability of space for new installations, interconnection costs, and 
other unaccounted site-level costs not captured in incumbent early-stage techno-economic assessment (TEA) 
methods, could alter the indication of the optimal decarbonization technology for a specific site, limiting 
the effectiveness of such methods.  

Fourth, isolated technology comparisons risk overlooking potential synergies from integrating distinct 
technologies with varied operational constraints, resources, and infrastructure requirements. Such 
integration could mitigate individual deployment barriers, enhance operational flexibility, and reduce 
investment risks. These limitations associated with the incumbent assessment methods not only risk delaying 
the implementation of decarbonization measures but also increase the likelihood of deploying sub-optimal 
technologies at existing industrial sites. Consequently, establishing robust early-stage assessment methods 
becomes crucial to prevent decision paralysis, facilitate optimal technology selection, and provide practical 
guidance on when, where, how, and which set of decarbonization solutions should be implemented. 

1.1 Aim and scope 

This work presents methodological frameworks for the early-stage assessment of competing decarbonization 
technologies7 and strategies for carbon-intensive industries. The overarching goal is to facilitate enhanced 
identification of cost-effective decarbonization pathways8, providing valuable insights to support decision-
making toward practical implementation as these industries transition to net-zero or negative emissions. The 
specific aims of this thesis are to develop generalized assessment methods that enhance technology 
comparisons and propose novel process configurations for industries facing practical retrofit challenges or 
systemic barriers to deployment. To this end, this work addresses the limitations of incumbent process 
integration and techno-economic assessment methods, as well as deployment barriers, by considering 
relevant technical, economic, and policy factors across site-, plant-, and system levels. The individual 
frameworks developed in Papers I–IV are synthesized into a generalized assessment framework (Figure 1-
1), representing the following key contributions of this thesis: 

 
7 Set of process equipment required to enable a specific decarbonization pathway. For example, post-combustion CO2 capture would 
require a CO2 capture technology (chemical/physical/cryogenic) in combination with compressors and CO2 purification or 
liquefaction units, depending on the mode of CO2 transportation. Together, these sets of process equipment enable the post-
combustion CCS pathway. 
8 Pathways or options arising from different technological alternatives (e.g., pre-combustion, post-combustion, or oxyfuel 
combustion) and measures (e.g., fuel switching, direct or indirect process electrification) that can be implemented to achieve net-
zero CO2 emissions at an unabated process plant. 
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• A methodology for comparing competing decarbonization technologies, using exergy as a figure of 
merit, with the appropriate selection of system boundaries to highlight potential inconsistencies 
between the perspectives of the plant owner and those of the end-users in the local energy system 
concerning the optimal decarbonization technology. 

• An iterative combined exergy-pinch analysis with techno-economic analysis that enables the 
identification of promising process modifications designed to maximize exergy utilization and CO₂ 
avoidance within industrial processes with the retrofit of decarbonization technologies. 

• A site-specific techno-economic analysis method that builds upon standardized 9 approaches by 
enabling early quantification of the site-level factors that influence the feasibility of deploying 
decarbonization technologies at a specific site. This approach facilitates the rapid screening of 
competing technologies, allowing for an estimation of retrofitability costs with limited site 
information and subsequently determining their CO₂ avoidance cost (CAC) at the site level. 

• A modeling framework that integrates process and cost-optimization models to assess the value of 
co-location, integration, and flexible operation of multiple low-emissions hydrogen production 
technologies. The framework facilitates the identification of cost-optimal system configurations and 
operational strategies under site-specific constraints and varying economic conditions. 

The developed frameworks are demonstrated through case studies of selected carbon-intensive industries, 
evaluating decarbonization technologies available to them for near-term implementation. Within the 
context of each case study plant, the following questions are addressed: 

• What is the optimal CO2 capture technology for large-scale BECCS deployment in bio-CHP plants 
operating within district heating (DH) systems, considering both the plant owner's and the end-
users' perspectives on CO2 capture technologies with inherently different exergy requirements per 
unit of CO2 captured? 

• How can a widely adopted propylene production technology be cost-effectively decarbonized, given 
the significant challenges posed by low CO₂ concentrations in its highly diluted flue gases? 

• How do site-specific factors influence the choice of decarbonization technology for a steam cracker 
plant, considering the potential cost escalation associated with these factors? 

• How do site-specific constraints and energy market uncertainties affect the optimal technology mix 
and hydrogen production costs in an integrated hydrogen production system10, and to what extent can 
flexible operation with energy exports reduce on-site hydrogen supply costs? 

 
9 Standardized refers to an an established CCS costing methodology with common nomenclature and consistent cost escalation 
guidelines. More information on these methods can be found in Ref. [36]. 
10 Integrated hydrogen production system refers to a set of hydrogen production technologies that are integrated and operated in 
coordination to supply hydrogen to potential off-takers. 
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1.2 Outline of the thesis 

The thesis consists of a summarizing essay and four appended papers. The summary is divided into eight 
chapters. Chapter 1 introduces and contextualizes the appended papers, outlining the objectives of the 
undertaken work. Chapter 2 provides background information, including a review of existing methods for 
evaluating decarbonization pathways and their limitations. Chapter 3 describes the process technologies and 
industrial systems investigated. Chapter 4 presents the applied methods. Chapter 5 presents the developed 
frameworks and summarizes the key results obtained from applying these frameworks to selected industrial 
case studies. Chapter 6 discusses the potentials and implications of the proposed process designs and 
frameworks. Chapter 7 concludes the thesis by presenting the overall findings, and Chapter 8 provides 
recommendations for future research directions. The scope of the appended papers is outlined below. 

• Paper I investigates the performance of two inherently different CO₂ capture technologies in the 
context of a large-scale biomass-fired combined heat and power (CHP) plant within a district 
heating system. The study focuses on using exergy as a figure of merit for technology comparisons 
while expanding the system boundaries from the plant to the end-users to highlight diverging 
perspectives on the optimal decarbonization solution. 

• Paper II demonstrates the iterative combined-exergy pinch (CEP) method for stepwise process 
modifications to a propane dehydrogenation process. The study derives process modification 
options from the CEP analysis, conducts a techno-economic analysis to assess economic viability, 
and identifies a novel decarbonized process configuration. The potential and implications of the 
proposed configuration are discussed and compared with those of alternative decarbonization 
strategies. 

• Paper III demonstrates the application of site-specific techno-economic analysis at a steam cracker 
plant, highlighting spatial, operational, and temporal factors relevant to large industrial sites, such 
as pulp and paper, cement, and petroleum refining. This study considers spatial factors such as site-
layout-dependent CO₂ interconnections and the value and opportunity cost of available space for 
new installations. This study also examines operational factors, including the cost and emissions 
intensity associated with energy supply options. Temporal factors, including forced downtimes 
during retrofits and the timing of deployment relative to the residual plant lifetime, are also 
analyzed. Qualitative site-specific factors and technology-specific attributes are assessed through 
expert elicitation using a retrofitability assessment matrix, which is generalizable to other process 
industries considering their site-level conditions.  

• Paper IV evaluates integrated hydrogen supply systems comprising solid oxide electrolyzers 
(SOECs), ammonia crackers (AC), and autothermal reformers with carbon capture and storage 
(ATR-CCS). This study accounts for site-level constraints such as grid transmission and ammonia 
storage capacities, as well as the availability of methane-rich fuel gas. A mixed-integer linear 
programming (MILP) model is used to determine cost-optimal hydrogen supply configurations and 
dispatch strategies under varying price conditions. Building on the results from Paper III, low-
emissions hydrogen is considered for use as cracker fuel to decarbonize the steam cracker plant. The 
study also proposes a stepwise implementation strategy that leverages the inherent redundancies and 
operational flexibilities offered by the plant, together with short-term policy incentives to overcome 
barriers to large-scale standalone hydrogen deployment. 
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Figure 1-1: Overview of the generalized assessment framework, combining individual frameworks and industrial 
case studies from Papers I–IV. The framework addresses limitations in incumbent process integration and techno-
economic methods, as well as deployment barriers, at different evaluation levels. 
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2 Background 

This chapter presents background information relevant to the thesis, with a focus on incumbent methods and their 
limitations in identifying optimal decarbonization technologies for different carbon-intensive industries. The 
theoretical backgrounds for the developed frameworks in this thesis are detailed in the appended papers, Papers I–
IV.   

2.1 Industrial decarbonization  

Decarbonizing carbon-intensive industries is central to the European Union’s goal of achieving climate 
neutrality by 2050 [13]. However, transforming these sectors requires balancing competing priorities such 
as emission reduction, circularity, self-sufficiency, resilience, and competitiveness [14]. In recent years, this 
challenge has been further exacerbated by global supply–demand disruptions during the COVID-19 
pandemic in 2020, surging energy prices driven by geopolitical instability since 2022, persistent uncertainty 
over renewable electricity deployment, and escalating trade tensions in 2025.  

Figure 2-1 illustrates the development of announced carbon capture and storage (CCS) and green hydrogen 
projects to date, along with future projections, highlighting the ambition and implementation gaps for these 
two key decarbonization technologies. The ambition gap, as defined by Odenweller et al. [15], is the 
difference between the capacity required to meet climate targets and that of announced projects. In contrast, 
the implementation gap refers to the difference between project announcements and the actual operational 
facilities.  

 
Figure 2-1: The development of announced (i.e., in construction, early, or advanced development) and operational 
CCS facilities (MtCO₂ yr⁻¹) is adopted from [16]. The trajectories of announced and realized green hydrogen 
projects until 2024, together with projections of electrolyzer capacity (GW) based on announcements in 2021–
2023, are derived from Odenweller et al. [15]. The grey dashed line indicates the subset of projects estimated by 
Odenweller et al. [15] that are supported by either implemented demand-side policies or subsidies. The upper limits 
of the y axes (1600 MtCO₂ yr⁻¹ and 900 GW electrolyzer capacity) represent the scale of CO₂ sequestration and 
electrolyzer deployment required under a Net-Zero Emissions scenario by the IEA [17,18]. Note: stacked bar values 
before 2022 were approximated from [16], and therefore carry an uncertainty of ±5–10 MtCO₂ yr⁻¹. 
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Figure 2-1 shows that the number of CCS facilities in the pipeline has increased gradually since 2020, despite 
the aforementioned challenges. As of 2024, there are nearly 578 CCS in total, either under construction or 
at different stages of development, representing an annual capture capacity of 365 MtCO₂ [16]. However, 
the number of operational facilities remains substantially lower, with an annual capture capacity of 
51 MtCO₂ [16]. Similarly, as of 2023, only about 7% of the total announced green hydrogen projects, 
representing 4.3 GW of electrolyzer capacity, had become operational [15].  

From Figure 2-1, it is clear that even if all announced CCS projects were realized within the next five years 
by 2030, the total capture capacity would still fall substantially short of the 1.6 GtCO₂ target for 
permanently stored CO₂ required under the IEA’s Net Zero Emissions (NZE) scenario [17–19]. Similarly, 
despite the sharp increase in hydrogen project announcements over the past 1–3 years, the projected capacity 
still falls short of the green hydrogen requirements under the NZE scenario, highlighting the future ambition 
gap, while the gap between projects estimated to be supported by demand-side policies and subsidies and 
those announced illustrates the future implementation gap [15]. Although these are global trends, similar 
patterns can be expected in the EU, where a wide gap remains between project announcements and actual 
deployment. 

The EU has introduced major policy initiatives to accelerate industrial transformation. The Clean Industrial 
Deal, announced in 2025, will mobilize over €100 billion to support industrial decarbonization and enhance 
competitiveness [14]. In parallel, the EU Innovation Fund, financed through ETS revenues, supports first-
of-a-kind industrial-scale projects in energy-intensive sectors. With this financial support, several flagship 
projects have progressed from planning to the implementation phase. Notable examples include the Brevik 
cement plant in Norway and the Northern Lights project, which became operational in August 2025 as the 
first full-scale CCS chain to transport CO₂ from Brevik for offshore storage in the North Sea [20]. 

Another example is Stockholm Exergi’s BECCS project, which aims to capture and store up to 900 kt of 
biogenic CO₂ annually from its biomass-fired combined heat and power plant [21]. In addition, projects 
such as Greensand in Denmark [22], Porthos in the Netherlands [23], and Antwerp@C in Belgium [24]  
are developing shared infrastructure for CO₂ transport and storage, with potential for cross-border CO₂ 
transport. Similarly, the European Hydrogen Backbone initiative aims to connect industrial regions through 
a dedicated pipeline network for low-carbon hydrogen [25].  

While these initiatives mark important progress, the core challenge of decarbonization remains at individual 
industrial sites. As industries approach the phase-out of free EU ETS allowances by 2034, they face three 
possible options: i) deploying best-available technologies in the near term, often through retrofit measures 
such as end-of-pipe CO₂ capture; ii) delaying investment in anticipation of emerging process technologies 
that may substitute the existing technologies11 or iii) continuing operations without abatement, which in 
some cases may remain cheaper than the least-cost decarbonization option in the short to medium term. 
These industries, therefore, face a closing window of opportunity to evaluate, select, and deploy suitable 
retrofit technologies before 2034, beyond which retrofit and substitution options will likely compete for 
investment amid policy, economic, and technological uncertainties.  

 
11 For example, electrified steam crackers [117,156], Coolbrook’s RotoDynamic reactor technology [157]  
or advanced thermochemical recycling technologies [158], could be substitutes for conventional steam 
cracking technology for olefins production. 
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2.2 Comparative assessment of decarbonization pathways and their limitations 

Identifying optimal decarbonization technologies in the context of a specific industry or industrial cluster is 
often addressed through a comparative assessment of decarbonization pathways incorporating various best-
available technologies or alternative process routes utilizing emerging process technologies. The objective of 
such assessments is to provide an industry-specific indication12 of the most cost-effective decarbonization 
pathway, considering both retrofit and substitute process technologies. 

 
Figure 2-2: Overview of methodological steps in comparative assessment of decarbonization pathways for carbon-
intensive industries and clusters. The oval symbol indicates the start/end of the framework methodology and 
rectangles indicate methods. 

As illustrated in Figure 2-2, the method typically begins by selecting a case study plant or cluster and 
extracting key performance data such as material and energy flows (interconnections), flue gas compositions, 
and site-energy systems (steam and fuel gas networks). Decarbonization pathways are then pre-screened by 
selecting a comparable set of technologies and compiling their key technical and cost data for further 
evaluation. Next, system boundaries and performance indicators are defined to ensure fair comparison of 
the shortlisted technologies. This is followed by developing process models of the reference plant and 
associated decarbonization technologies to establish mass and energy balances of the integrated system. 
Finally, key technical performance indicators from the integrated processes are extracted to evaluate 
economic performance using standardized techno-economic analysis methods, typically complemented by 
sensitivity analyses on key economic parameters. In some cases, this methodological framework is extended 
by applying cost-optimization tools to determine optimal installed capacities and operation under varying 

 
12 Industry-specific indication refers to the outcome of s-TEA studies in which cost estimates are derived for a reference industry based 
on its process characteristics (e.g., flue gas properties) which are then generalized and presented across the entire sector, inherently 
assuming that all plants have similar conditions.  
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energy market conditions. The following subsections (2.1.1–2.1.4) present the identified limitations in 
existing comparative assessment methods. 

2.2.1 Influence of system boundary selection 

System boundaries delineate the scope of a study by specifying what is included and excluded from the 
evaluation. They are particularly important for selecting technologies for decarbonization in existing 
industries, as the choice of system boundaries influences how technology alternatives are perceived in terms 
of their cost, net CO₂ abatement, and technical feasibility, which in turn affects the early-stage indications 
of the optimal decarbonization solution.  

 
Figure 2-3: Hierarchy and interaction of the system boundaries for the evaluation of decarbonized industrial systems 

Figure 2-2 illustrates the hierarchy and interactions among the various system boundaries of a typical 
unabated process plant. This framework helps explain how decarbonization measures will affect not only 
the plant but also its interactions with surrounding energy systems through changes in material and energy 
flows. For example, single-product industries, such as cement and steel, when equipped with CCS, would 
evolve into multi-product sites, generating concentrated streams of CO₂ alongside existing co-products such 
as excess heat and electricity. As a result, decarbonized industries would interact more closely with their local 
energy system compared to unabated ones. Moreover, given that different decarbonization technologies have 
distinct energy and material requirements, their interactions with the local energy system would also vary 
significantly.  

Several recent studies across different industrial sectors have highlighted the importance of expanding system 
boundaries in comparative assessments. For example, while CCS is often perceived as too expensive by plant 
owners, these studies show that when system boundaries are expanded to include the entire value chain, the 
resulting cost increase in the final product or service is insignificant (1–2%) [26–29]. They also show that, 
when accounting for value-chain emissions, a considerable reduction (>50%) can still be achieved, albeit 
lower than what is reported at the plant level (~90%).  
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Such expansion of system boundaries is particularly important for emissions accounting in carbon removal 
technologies to accurately estimate the net CO₂ removal achieved [30]. Moreover, expanding system 
boundaries in the early design phase is crucial to capture the complexity of interconnected processes as well 
as the cascading effects of integrating new processes at existing sites [31].  

In addition to these aspects, inconsistencies between stakeholders, such as the plant owner and the end-user 
of energy services and products, may arise regarding which technology is considered optimal. For example, 
plant owners are likely to initiate investments in decarbonization technologies. Plant-level evaluation is, 
therefore, justifiable as the economic viability of these investments hinges on maximizing profits (or 
minimizing costs) through profitable transactions involving all possible main products and co-products. 
Consequently, from the plant owner's perspective, the choice of technology is intricately tied to economic 
considerations.  

In contrast, the end-users are likely to prefer a technology that maximizes overall CO2 avoidance while 
incurring minimal cost increases in the final product. This divergence in perspective is expected to be 
aggravated in industrial energy systems, where incumbent market or policy conditions favor the installation 
of a sub-optimal CCS technology at a specific site, which may maximize profit for the plant owner but, 
consequently, increase the end-users' cost of consumption.  

Therefore, careful selection of optimal decarbonization technologies must account for changes in energy and 
material flows, systematically differentiate between technology options, and distinguish between the 
perspectives of plant owners and the wider system, especially at an early stage of evaluation. These aspects 
were addressed in Paper I, where a framework was developed to demonstrate how system boundary choices 
and the figure of merit influence the indication of the optimal solution. 

2.2.2 Targeting minimal exergy losses toward net-zero CO₂ emissions plant configurations 

Process integration methods such as pinch analysis are widely used in early-stage TEA studies with 
conceptual process designs to quantify minimum heating and cooling demands as well as the theoretical 
potential for maximum process heat recovery. Traditionally, these methods have been applied to identify 
energy-saving measures in the process industries to minimize overall thermal energy losses in existing 
processes, thereby reducing primary energy use and operational costs. Energy savings of up to 20–40% in 
the process industry have been achieved in the past using pinch analysis tools [28,29].  

More recently, these methods have been extensively used to evaluate the impact of integrating new 
decarbonization technologies into existing industries and conceptual process designs, such as integrated oil 
refinery concepts [18,30–32], biomass-based processes for the production of synthetic natural gas [33,34], 
platform chemicals [34–36], pulp mills [37], and steelmaking [38]. In these studies, pinch analysis was 
primarily applied to improve the overall energy efficiency of the integrated processes and thereby reduce 
their primary energy use, resulting in avoided CO₂ emissions. These examples reveal a shift in focus from 
minimizing operational costs to reducing overall CO₂ emissions, where the applications of pinch-based 
targeting methods have expanded from evaluating retrofit designs (i.e., adding new equipment to existing 
plants [9]) to evaluating grassroots designs of integrated processes.  
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However, one of the limitations of conventional pinch analysis is that it analyses only heat flows in industrial 
energy systems. This approach inherently neglects the evaluation of electricity-driven process equipment in 
these systems. Inefficient electrically driven processes are only identified when a value is ascribed to them in 
economic or exergy terms at a later stage of the assessment. Here, inefficient electrically driven processes 
refer to the use of electricity, a high-quality energy carrier, in process equipment that causes significant exergy 
destruction, resulting from either process heating at relatively lower temperatures or motor-driven units with 
poor mechanical efficiencies.  

Consequently, pinch-based energy targeting methods are expected to be inadequate when designing 
decarbonized industrial systems with increased process electrification [32]. Process electrification has not 
been widely considered a decarbonization measure in the past due to the high cost and high carbon intensity 
of the power sector. Nonetheless, with the anticipated decline in grid carbon intensity, process electrification 
provides the possibility of both improving plant performance and reducing CO₂ emissions.  

These limitations have been addressed, to some extent, through both variants of pinch-based methods and 
other process integration approaches. For example, Umeda et al. [33] introduced the so-called shaft work 
targeting method, which used a heat cascade diagram where heat flows were plotted against Carnot efficiency 
corrected temperatures to determine the maximum theoretical work that can be produced by a given system. 
This method was primarily adopted in studies evaluating the performance of low-temperature processes.  

Another example is process change analysis [34], also known as background-foreground analysis, which relates 
the performance of a specific unit to the overall plant. Wiertzema et al. [32] developed a bottom-up 
framework using this method to evaluate electrification options in energy-intensive industries. Similarly, de 
Raad et al. [35] applied this method to identify heat extraction strategies to improve heat pump integration 
and performance. These methods remained restricted to heat recovery, limiting their ability to identify 
broader process modifications that minimize exergy losses. This points to a need for exergy-based targeting 
methods that depart from the traditional pinch-based methods of minimizing thermal energy consumption, 
and to methods that maximize exergy utilization through process modifications. These aspects were 
addressed in Paper II, where the CEP method is applied to systematically identify process modifications 
that minimize exergy losses while enhancing CO₂ avoidance. 

2.2.3 Site-specific techno-economic analysis  

Early-stage techno-economic assessments (TEA) serve as crucial inputs for various stakeholders, including 
governmental organizations, funding agencies, industry, and academia [36,37]. The term early-stage implies 
that these studies are conducted in the initial stages of a project13. Within industries, the results from these 
studies provide the basis for a more detailed evaluation of the selected technology. This involves increased 
engineering detail and project definition, which in turn enables more detailed cost estimates before securing 
project commitment through a final investment decision. However, given that these subsequent stages 
involve substantial investment of time and capital, early-stage TEA is particularly critical for guiding 
technology selection, often framed around the questions: what could it be?, what should it be?, and what 
will it be? [38]. In doing so, early-stage TEA aims to reduce uncertainty before such commitments are made. 

 
13 A project typically progresses through the following; scoping, pre-feasibility and feasibility studies, front-end engineering design 
(FEED), the final investment decision (FID), detailed engineering, construction, commissioning, start-up, and operation [38].   
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Table 2-1 presents a non-exhaustive list of early-stage TEA studies that have compared a wide range of 
decarbonization pathways in carbon-intensive industries, often using the method illustrated in Figure 2-2. 
Although comparing reported CO₂ avoidance cost estimates across studies is generally not recommended 
due to differences in cost basis, the estimates have been levelized to the year 2023 to enable general 
comparisons. Three observations can be drawn from this literature.  

First, there is a wide variability in levelized CAC estimates across studies evaluating the same decarbonization 
technology within a given industry sector. The variability stems from differences in plant and site 
characteristics, data sources from different locations and time periods, and underlying economic 
assumptions, which together limit the comparability of other reported results across the same industry.  

Second, most studies draw system boundaries at the plant level and therefore report CO₂ avoidance cost 
estimates without accounting for the additional costs along the full value chain, such as interim storage, 
transportation, and final geological storage. These downstream costs could add about 35–300 €/tCO2 [39–
44], depending on transport mode and specifications, as well as the location and distance to final storage. 
For more information on costs associated with carbon capture, transport, and storage (CCTS) supply chains, 
the reader is referred to the works of Becattini et al. [41,43] and Karlsson et al. [42].  

Third, the CAC estimates in studies comparing multiple decarbonization pathways consistently fall within 
a narrow range, well within the accuracy range (-15% to +50%, Class 4 Estimate [45]) expected from the 
cost estimation methods applied in these studies. Consequently, these studies generally fall short of drawing 
concrete conclusions on the optimal decarbonization technology for the studied industry, indicating no 
standout winners in the compared set of decarbonization technologies.  

This inconclusiveness leads to two possible implications. First, if the differences in CAC estimates across a 
wide range of available decarbonization technologies prove negligible, the process of selecting and deploying 
technology becomes less dependent on cost considerations. Consequently, ongoing research and 
development in emerging decarbonization technologies are only justified if potential cost reductions are 
proven to be substantial, assuming realistic market conditions, in comparison to the best available 
technologies. Second, if the comparative TEA studies reveal a clear differentiation, indicating the optimal 
decarbonization solution, the technology-specific attributes that might impede their direct integration or 
retrofit into these industries are seldom addressed.  

For example, Table 2-1 shows that oxyfuel combustion incurs the lowest CAC for refineries, cement, and 
the petrochemical industry, suggesting it could be considered the most cost-effective decarbonization 
solution. However, as highlighted by Hills et al. [46] in the context of retrofitting a cement plant, factors 
such as the impact on product quality, shutdown periods during installation, operational complexity, and 
the process changes required in the host plant to minimize gas ingress and leakage, along with other 
retrofitability aspects, must be considered at an early stage of assessment. Taken together, these aspects raise 
questions about the efficacy and reliability of existing TEA methods in clearly identifying a cost-optimal 
decarbonization technology that can be selected for actual implementation at specific industrial sites.  
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Substantial efforts have been made in the past to standardize costing methods, which entailed harmonizing 
cost escalation factors and economic assumptions to ensure reliable and comparable results [36,47]. Here, 
the term standardized implies an established CCS costing methodology with common nomenclature and 
consistent cost escalation guidelines. Other contributions in this field of research include the development 
of frameworks for differentiating between emerging and mature technologies [48] and the application of 
uncertainty analysis methods to better understand the source of uncertainties in early-stage TEA studies 
[37].  

While these studies addressed the specific limitations within the costing methods, numerous other studies, 
some of which are listed in Table 1, that applied these standardized methods have overlooked site-related 
constraints and opportunities in order to provide a fair comparison between different technological options. 
This approach inherently assumes that all plants within an industry sector have similar site conditions, while 
disregarding the fact that different decarbonization technologies have different resource and siting 
requirements. In reality, both site-specific characteristics and technology requirements can vary significantly 
across sites, even within the same industry. Therefore, the results of these comparisons may be misleading 
and could potentially lead to severe disparity between the early-stage indication of cost-optimal 
decarbonization technology for a specific industry and its actual (post-deployment) economic performance 
at a specific plant.  

Roussanaly et al. [36] addressed these aspects with guidelines for estimating costs for CCS in the process 
industry, which inherently have varying site-specific conditions. They also presented different CO₂ 
interconnection configurations that may result from site layout constraints, such as limited space availability 
and multiple emission point sources within plant boundaries. Martorell et al. [49] compared detailed cost 
estimates from front-end engineering design studies for CO2 capture via amine scrubbing for two natural 
gas combined-cycle power plants, and identified site-specific factors such as site layout, determining the 
extent of flue gas conveying equipment, resource availability (e.g., water), and steam supply alternatives as 
key contributors to capital cost escalation relative to early-stage standardized TEA estimates.  

Stepchuk et al. [50] explored the integration of a bio-based isobutene process into an existing petrochemical 
cluster and found that it would require 90 times the land occupied by its fossil-based counterpart, effectively 
doubling the cluster's land footprint. Other recent studies have also highlighted the increasing demand for 
space at existing clusters to accommodate new infrastructure (renewable power, hydrogen, and CO₂ 
infrastructure), which competes with space requirements for the transition to sustainable feedstocks, which 
could range from 1.4–4 times the space that is currently occupied [51,52]. This underscores spatial 
limitations as a critical constraint in transforming existing clusters. 

Therefore, transforming existing industries or industrial clusters necessitates a thorough evaluation of 
technology options tailored to the site-specific characteristics of each plant within an industrial sector, 
especially at an early stage of assessment. These aspects were addressed in Paper III, where a site-specific TEA 
method was developed, with generalized tools, to improve early-stage technology selection and thereby 
accelerate deployment of decarbonization technologies in these industries. 
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Table 2-1: Overview of early-stage techno-economic studies that have applied process modeling and integration 
methods with ex-ante techno-economic analysis with varied levels of detail to compare the overall economic viability 
of decarbonization via CO2 capture pathways in different carbon-intensive industries.  

Carbon-intensive 
industries 

Refs. CO2 capture pathways 
Estimated CO2 

Avoidance Costs 
(€/tCO2) 

Levelized CO2 
Avoidance Cost 

(€2023/tCO2) 

Iron & Steel 

[53] 

Post-combustion (MEA) 64 92 
Post-combustion (advanced amines) 41 59 
Overall reported CAC range for a set of decarbonization 
pathways 30–75 43–107 

[54] Post-combustion (MEA), CO2 captured from hot stoves 
and CHP 86–116 109–147 

[55] Post-combustion (MEA), CO2 captured from hot stoves, 
coke ovens, lime kilns, and CHP 100–150 127–190 

[56] Post-combustion (MEA) CO2 captured from hot stoves, 
coke ovens, lime kilns, and sinter 56–72 71–91 

Refineries 

[53] 
Post-combustion (MEA) 72–118 103–169 
Oxyfuel combustion 54–55 77–79 

[57] 
Post-combustion (MEA), CO2 captured from the 
hydrogen production unit stack 35–60 43–73 

Post-combustion (MEA), CO2 captured from all stacks 59–101 72–123 

[58]a 

Post-combustion (MEA) 76–80 (69) 94–109 
Oxyfuel combustion with cryogenic air separation  59–62 (33–38) 45–84 
Oxyfuel combustion -membranes for air separation 52–57 (24–31) 33–77 
Pre-combustion 73–84 (87–90) 99–122 

[59] 
Post-combustion (MEA), (Treb = 90°C) 41–57 52–73 
Post-combustion (MEA), (Treb = 120°C) 39–44 50–56 

Cement 

[60] 

Post-combustion (MEA) 80 101 
Oxyfuel combustion 42 53 
Membrane-assisted CO2 liquefaction 83 106 
Chilled ammonia process 66.2 84 
Calcium looping 52–59 66–75 

[61] 

Post-combustion (MEA) 118 137 
Calcium looping 82 95 
CO2 selective membrane 70 81 
Partial oxyfuel combustion 85 99 

Full oxyfuel combustionb 61 71 

[53] 

Post-combustion (MEA) 66–131 94–187 
Post-combustion (advanced amines) 37–52 53–74 
Partial oxyfuel combustion 43 62 
Full oxyfuel combustion 44 63 

Petrochemical 

[53] 
Post-combustion (MEA) 118 169 
Pre-combustion (H2-fired furnaces) 81 116 
Oxyfuel combustion  50–60 72–86 

[62]c 

Post-combustion (MEA), standalone NG combined cycle 58–129 79–175 
Post-combustion (MEA), standalone NG boiler 35–47 48–64 
Post-combustion (MEA), standalone biomass boiler  41–59 56–80 
Post-combustion (MEA) use of current excess heat with 
industrial heat pumps 26–27 35–37 

a Cost estimates in brackets indicate long-term CAC estimates. The lower bound and upper bound CAC estimates correspond to 
two different refineries, with annual CO2 emissions of 4.1 Mt/y and 2.2 Mt/y, respectively.  
b Full oxyfuel combustion includes the kiln and pre-calciner. Partial oxyfuel combustion is considered the pre-calciner alone. 
c Energy supply options for an amine-based CO2 capture technology were compared. The lower and upper bound estimates 
correspond to an assumed specific reboiler duty range of 2.8–4.7 MJ/kgCO2.  
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2.2.4 Low-emissions hydrogen  

Low-emissions hydrogen is essential for achieving deep reductions in CO2 emissions in carbon-intensive 
industries and is particularly important for enabling circularity in sectors such as petrochemicals and 
transport fuels [63]. It can be produced via electrolysis using renewable electricity (green), nuclear power 
(pink), or low-carbon grid electricity, as well as through steam methane reforming with carbon capture and 
storage (blue hydrogen). Compared to fossil-derived (gray) hydrogen, these production routes result in 
hydrogen that has a substantially lower emissions intensity [64].  

One of the main challenges for the large-scale deployment of low-emissions hydrogen is the so-called chicken-
and-egg problem, where a coordinated scale-up of supply, demand, and supporting infrastructure is required 
[65]. However, in practice, this coordination is difficult to achieve due to a combination of cost-related and 
implementation prerequisites. First, there is a persistent cost gap between low-emissions and grey hydrogen, 
primarily due to higher production costs and the low cost of emitting CO₂ [15]. For example, although 
end-of-pipe CO₂ capture technologies are technically mature, their adoption in existing steam methane 
reformers (SMR-CCS) for blue hydrogen production remains limited. This can partly be explained by the 
fact that the emit-and-pay approach remains a viable alternative to producing low-emissions hydrogen in the 
foreseeable future, as even CO₂ allowance prices of 100–200 €/tCO₂ would only translate to a cost penalty 
of about 20–40 €/MWh (~0.7–1.3 €/kgH₂) for gray hydrogen.  

On the other hand, green hydrogen faces additional deployment barriers, as reflected in the widening 
implementation gap in recent years [15]. This can be attributed to the rising costs of electrolyzers [15,66], 
limitations in their scalability [66], the failure to account for hydrogen storage and transport costs [67], and 
the focus on sub-optimal end-use sectors (e.g., domestic heating) where more competitive alternatives are 
available. In addition to these cost uncertainties, recent EU regulations require power purchase agreements 
(PPAs) for hydrogen to qualify as renewable, subject to specific conditions and exceptions [68]. This 
requirement influences hydrogen production costs and limits the possibility of optimizing costs through 
flexible operation. Such cost optimization is possible only when procuring electricity on the spot market, 
albeit with greater uncertainty in both electricity prices and their associated emissions intensity.  

Second, the availability of critical infrastructure determines when hydrogen production technologies can be 
deployed. For example, blue hydrogen production cannot be implemented until CO₂ transport and storage 
infrastructures are available. Similarly, the rollout of green hydrogen depends on access to reliable, low-cost 
renewable electricity, as well as critical infrastructure such as hydrogen networks and grid transmission 
capacity. The timing of such a rollout is also crucial, as diverting renewable electricity to green hydrogen 
production before decarbonizing the power sector entails an opportunity cost [69].  

Third, the risk of technology lock-in exists for both blue hydrogen and green hydrogen, although the degree 
of this risk depends on whether the hydrogen plant is tied to an isolated host plant or integrated with a plant 
located in a cluster with multiple alternative off-takers [15,70]. These deployment barriers indicate the need 
for a more comprehensive and practical evaluation of when, where, how, and which hydrogen production 
technologies can and should be deployed.  



2. Background   

17 
 

Several systems-level studies have analyzed the cost-optimal design and rollout of hydrogen infrastructure, 
considering a wide range of hydrogen production technologies. Kountouris et al. [71] investigated plausible 
deployment scenarios for hydrogen production centers and cross-border hydrogen networks in the EU, 
highlighting the value of co-locating hydrogen production and demand regions to reduce the need for long-
distance hydrogen transport infrastructure. Ganter et al. [72] evaluated mature hydrogen technologies under 
varied spatial resolutions and highlighted the importance of higher spatial and temporal resolution in supply 
chain modeling to avoid underestimating system costs and to capture variability in renewable electricity 
supply. Terlouw et al. [73] evaluated the techno-economic and environmental performance of large-scale 
green hydrogen production via electrolysis, considering operational constraints with high temporal 
resolution. However, their broader spatial resolution focused mainly on resource availability, overlooking 
site-specific constraints. Together, these system-level studies provide valuable insights into the challenges of 
scaling up low-emissions hydrogen production. However, they typically rely on aggregated spatial and 
technological representations and adopt a greenfield approach, which inadvertently overlooks technology-
specific and site-specific constraints, as well as infrastructure requirements critical to deployment at existing 
industrial sites. There is, therefore, a need for site-specific studies to improve the robustness of system-level 
analyses.  

Many studies have also focused on individual hydrogen production technologies, particularly their techno-
economic performances. While SMR-CCS has been widely studied, the focus has largely been limited to 
evaluating the CO₂ capture performance [74,75]. The literature on electrolytic hydrogen encompasses a 
broad scope, including assessments of the technical and economic factors that influence production costs 
[76,77], integration within conceptual process designs [78–80], and the impact of electrolyzer deployment 
on the electricity system [81]. In addition, hydrogen carriers, such as ammonia and liquid organic hydrogen 
carriers, have been explored, particularly for transporting hydrogen from regions with favorable conditions 
for production to regions with high hydrogen demand [82–85]. However, these evaluations have often been 
conducted in isolation, based on differing assumptions and system boundaries, which limit their 
comparability. Consequently, the question of technology selection for specific sites remains unresolved, as 
site-specific conditions may warrant a combination of technologies. Furthermore, in such cases, determining 
their optimal installed capacities and operational flexibility levels is crucial, given the technology-specific 
limitations, such as operating envelopes, start-up and shutdown behaviors, and ramping constraints.  

A few studies have explored the complexity of integrating multiple process technologies into industrial 
clusters, while simultaneously optimizing their installed capacities and their flexible operation under varying 
market conditions [86–88]. Tiggeloven et al. [87] optimized emissions reductions in existing petrochemical 
clusters, considering multiple process technologies and incorporating key constraints such as electricity price 
fluctuations, grid transmission and storage capacities, and access to CO₂ transport infrastructure. However, 
as noted by the authors, such cluster-level optimization assumes cooperation and the absence of competing 
interests among the industries within the cluster, which may overestimate the integration potential and limit 
the relevance to real-world conditions.  

Together, these gaps underscore the need for site-specific evaluation of hydrogen production technologies 
as integrated systems, rather than standalone systems, which account for site constraints, technology-specific 
limitations, and energy market uncertainties. These aspects are addressed in Paper IV, where a framework 
was developed to evaluate cost-optimal system configurations, operational strategies, and deployment 
strategies for integrated hydrogen production within petrochemical clusters. 
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3 Overview of the investigated processes and 
systems 

This chapter describes the key process technologies and industrial case studies considered in Papers I–IV and 
provides the rationale for their selection to demonstrate the methodological frameworks developed in this work. 

3.1 Process technologies 

3.1.1 Post-combustion CO2 capture technologies 

Technologies that can be used for bulk CO₂ removal from flue gases include chemical absorption, physical 
absorption, adsorption with solid sorbents, membrane separation, and cryogenic separation [89,90]. Among 
these, chemical absorption-based technologies are the most widely adopted, particularly for natural gas 
sweetening and syngas cleaning in the oil and gas and ammonia industries, respectively [89,90]. For end-of-
pipe CO₂ capture at existing industrial sites, the choice of method depends on the flue gas properties such 
as composition, level of impurities, temperature, and pressure. 

Two inherently different chemical absorption-based CO₂ capture processes, namely an amine-based process 
using the then-benchmark14 monoethanolamine (MEA) and a hot potassium carbonate (HPC) process, 
were compared in Paper I. The MEA-based process was also considered in Papers II–III. Figure 3-1 presents 
the process flowsheets of the CO2 capture technologies, along with an ammonia-cycle-based CO₂ 
compression and liquefaction unit, representing the full CCS chain evaluated in this work. Both processes 
utilize aqueous capture solvents that are brought into contact with CO₂-containing flue gas in a trayed or 
structured-packed column (absorber). The CO₂ chemically binds to the solvent in the liquid phase, resulting 
in a CO₂-lean gas that is vented from the top of the absorber. The CO₂-rich aqueous solution is then sent 
to a desorber (or stripper), where the CO2  is released and the capture solvent is regenerated. The regenerated 
solvent is then recirculated to the absorber.  

The fundamental difference between the two processes is that the MEA-based process is temperature-swing 
driven, relying on a temperature difference between the absorber and desorber. CO₂ is typically absorbed at 
near-ambient temperature and pressure and desorbed at higher temperatures (110–120 °C) and moderately 
increased pressure (~1.2 bar) using low-pressure steam that is supplied to a reboiler. In contrast, the HPC 
process is pressure-swing driven, relying on a pressure difference between the absorber and desorber. The 
process entails compressing the flue gas prior to the absorber, which operates at higher temperatures and 
pressures, while the desorber operates at close to ambient pressure or the desired CO2 delivery pressure. As 
desorption is primarily pressure-driven, the steam demand for solvent regeneration is lower in the HPC 
process than in the MEA process [91]. Additional operational and modeling differences between the two 
processes are listed in Paper I.  

 
14 2-amino-2-methyl-1-propanol (AMP) with piperazine (PZ), known as the AMP/PZ solvent, is regarded as the new benchmark 
solvent [159]. 
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Figure 3-1: Process flowsheet diagrams for a) the hot potassium carbonate (HPC) capture process; and b) the MEA 
capture process. The main differences between the two processes, i.e., the flue gas compression train in the HPC 
process and the cross-heat exchanger in the MEA process, are highlighted by red-shaded areas. The CO2 compression 
and liquefaction processes are common to both carbon capture models and, therefore, are highlighted in blue. 
Dashed lines depict the CO2-depleted flue gas streams. The thick and thin solid lines depict the gaseous and liquid 
(solvent and water) streams, respectively. (Abbreviations: Lean-Rich Cross HEX, heat exchanger for the CO2 -rich 
and lean solvents; cond drum, condensation drum; FGC, flue gas condenser; HP, high pressure; Solv., solvent). 
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3.1.2 Hydrogen production technologies 

3.1.2.1 Methane reforming 
Steam methane reforming (SMR) is one of the predominant methods for producing synthesis gas or 
hydrogen in industry. It involves converting a methane-rich hydrocarbon feedstock into synthesis gas in the 
presence of high-temperature steam and a nickel-based catalyst within tubular reactors. The synthesis gas is 
then conditioned in a water-gas shift (WGS) reactor to adjust the H₂/CO ratio or to maximize the hydrogen 
yield. The choice of reforming technology typically depends on the specific industrial application and 
operating conditions. The most widely used reforming technology is conventional SMR with fired tubular 
reactors, while other options include partial oxidation (POX), autothermal reforming (ATR), and the 
emerging electrically heated SMR (e-SMR). 

In Papers III and IV, the ATR technology was considered for the case study of a steam cracker plant. This 
choice was based on three main advantages of ATR over conventional SMRs. First, it avoids external heating 
by using oxygen to carry out partial oxidation of the feedstock, which provides the heat required for the 
reforming reaction, resulting in higher energy efficiency [92,93]. Second, the partial oxidation within the 
same reactor also yields a synthesis gas with relatively higher CO₂ concentrations, enabling the separation 
and purification of hydrogen, as well as CO₂ capture, in a single step using pressure swing adsorption (PSA) 
units. Finally, this technology can achieve higher net CO₂ capture rates (~99%) [92,93], which is one of the 
key factors determining its cost-competitiveness compared to green hydrogen [94,95].  

In the context of the steam cracker plant, an additional advantage of a co-located ATR is that, unlike blue 
hydrogen plants that rely on an external natural gas feedstock, it uses methane recovered from the fuel gas. 
Repurposing cracker fuel as feedstock for the reformers does not incur additional operating costs to the 
plant’s operations, eliminating a major component of the blue hydrogen production costs and supporting 
its inclusion in the integrated hydrogen production system (see Section 3.2.4). A similar outcome to that of 
ATR, albeit with potentially improved performance, could be achieved with emerging technologies such as 
e-SMR. However, this technology was not considered in this work due to its lower technology readiness 
level and limited available cost data. 

Figure 3-2 shows a simplified schematic of the pre-combustion pathway15 integrated into the steam cracker 
plant, employing the ATR technology with PSA units for hydrogen separation from both the cracker fuel 
gas (H₂/CH₄) and the synthesis gas (H₂/CO₂). The fuel gas16, typically composed of methane and hydrogen, 
is first compressed and sent to PSA units for hydrogen separation. The methane-rich tail gas, obtained as 
retentate, is then recompressed to pressures suitable for the ATR. A portion of the tail gas is combusted with 
pure oxygen to provide the heat required for the reforming reaction. The resulting synthesis gas passes 
through two-stage WGS reactors to convert CO into CO₂ and produce additional hydrogen. This 
hydrogen-rich syngas is then directed to another stage of hydrogen separation and purification for further 
hydrogen recovery. High-purity hydrogen from both PSAs is combined and sent to the steam cracker 
furnaces. The tail gas from this unit, referred to as depleted syngas containing mainly CO₂, CO, CH₄, and 
residual H₂, could either be directed to a utilization plant to recover the carbon with renewable hydrogen 
or conditioned to meet sea or pipeline transport specifications.  

 
15 This pathway is referred to as Pre-CCS in Paper III and as ATR-CCS in Paper IV. 
16 Approximately 50% methane and 50% hydrogen (by volume). 
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In both Paper I and Paper III, ship transport was assumed. Therefore, the depleted syngas was assumed to 
be combusted with oxygen in a catalytic incinerator to obtain a CO₂-rich flue gas, which could be cooled, 
dehydrated, and sent to a compression and liquefaction unit to produce liquefied CO₂ suitable for ship 
transport. A limitation of these technologies is that their deployment depends on the availability of CO2  
transport and storage infrastructure. In addition, significant capital cost reductions are achievable only 
through economies of scale [96].  They are also typically designed for continuous operation, resulting in a 
limited operational range and slow ramping capabilities [87]. These limitations could be mitigated by 
including electrolyzers in the integrated hydrogen production system. 

 
Figure 3-2: Process flowsheet of the pre-combustion process (Pre-CCS). Abbreviations: PSA, pressure swing 
adsorption unit; ASU, air separation unit; ATR, autothermal reformer; HTS, high-temperature shift reactors; LTS, 
low-temperature shift reactors. 
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3.1.2.2 Solid-oxide electrolyzers 
Electrolyzer technologies, which include proton exchange membranes (PEMs), alkaline electrolyzers, and 
high-temperature technologies, such as solid-oxide electrolyzer cells (SOECs), can operate in a flexible 
manner, producing hydrogen when electricity prices are low and idling when they are high. In Paper IV, 
SOECs were the preferred electrolyzer type due to their high overall system efficiency17 (~75%, LHV basis), 
given that they operate at the thermo-neutral voltage at high temperatures, enabling more efficient use of 
electricity. Unlike low-temperature water electrolyzers, SOECs can use steam directly as input, avoiding the 
need to supply the evaporation heat with electricity. Instead, about one-third of the required steam is 
generated through internal heat recuperation, while the remainder can be sourced from the host plant (e.g., 
steam cracker plant), or the surrounding cluster, or recovered from newly installed technologies such as the 
ATR, ammonia crackers, or other waste-heat-producing units. A detailed process flowsheet of an SOEC 
system integrated into the steam system of the steam cracker plant can be found in the Supplementary 
Materials of Paper IV.  

Surplus steam available at the plant and from the surrounding cluster is used to evaporate demineralized 
water, which is supplied at a pressure of 5 barg. The resulting steam is heated to the stack operating 
temperature of 750°C through the internal heat exchanger network, before being supplied to the cathode 
side of the SOEC stacks. Within each SOEC cell, steam is split into hydrogen and oxide ions. The oxide 
ions move through the oxygen-conducting electrolyte to the anode, where they are oxidized into oxygen 
molecules. The anode side is typically fed with air (sweep gas), which results in dilution of the outgoing 
stream from the anode, where the oxygen concentrations could be anywhere between 30 and 50% [97]. 
Hydrogen from the cathode side is typically cooled, dehydrated, and compressed to the required 
specification for the downstream end-use. In Paper IV, it was assumed that the fuel gas used in the cracker 
furnaces was replaced with hydrogen from SOEC, with the same specifications as reported in [98]. A key 
limitation linked to deploying electrolyzer technologies is the availability of sufficient grid transmission 
capacity and low-cost renewable electricity. Therefore, the proposed integrated hydrogen production system 
in Paper IV included the ammonia cracker technology.  

3.1.2.3 Ammonia Cracking 
Ammonia cracking offers an alternative pathway to supply low-emissions hydrogen to the steam cracker 
plant (see Section 3.2.4) using ammonia imported from regions that have an abundance of renewable energy. 
This technology could help bridge the supply-demand gap for low-emissions hydrogen in areas with limited 
grid transmission capacity or limited availability of cheap renewable electricity. It offers the following 
additional advantages: i) importing ammonia ensures security of supply and cost certainty through long-
term contracts; ii) ammonia cracking can be performed either on-site or on floating barges [99], making it 
geographically flexible and also a practical alternative at space-constrained sites; iii) using cracked gas (mainly 
75% H₂ and 25% N₂ by volume) as the primary fuel in the ammonia crackers decouples blue hydrogen 
production from the need for CO2  transport and storage infrastructures.  

 
17 Accounting for both electricity and steam demand [97,98]. 
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Nevertheless, it is important to note that using ammonia as a hydrogen carrier is fundamentally inefficient, 
with a round-trip efficiency of below 20%, accounting for synthesis, transport, cracking, and subsequent 
end-use [39]. Therefore, its primary role in the integrated system in Paper IV was to complement other 
hydrogen production technologies by enhancing overall system flexibility and redundancy, particularly when 
site-specific constraints limited their deployment. 

Figure 3-3 shows a simplified schematic of the ammonia cracking process. A more detailed process flow 
diagram of the ammonia cracking system, integrated with a steam cracker plant, can be found in [97]. The 
ammonia cracker consists of fired-catalytic tubular reactors, similar to commercially available steam-
methane reforming reactors. Anhydrous liquid ammonia is evaporated, compressed, and preheated to 
around 500°C before entering the reactor. The ammonia decomposes to nitrogen and hydrogen under high 
pressure (20–50 barg) and at temperatures close to 800°C. The cracked product gas, which consists mainly 
of hydrogen, nitrogen, and unconverted ammonia, is subsequently used for preheating both the combustion 
air and ammonia feed.  

 
Figure 3-3: Process schematic of the ammonia cracking process. Source: [97] 

The endothermic ammonia decomposition reaction can be driven by combustion of an externally provided 
fuel or by recycling a part of the cracked product as fuel, ensuring zero direct CO2 emissions from the 
cracking process. The remaining cracked product gas is typically directed to separation and purification units 
(PSAs) downstream, for the production of high-purity hydrogen. The off-gases from these units are recycled 
as cracker fuel. Alternatively, the cracked product gas can be used directly as fuel in fired furnaces and process 
heaters. In such cases, the ammonia cracker offers fuel flexibility to the host plant, allowing the use of 
ammonia and hydrogen-blended fuels. Moreover, in the absence of separation and purification units, the 
operating pressure of the ammonia cracker can be adapted to reflect the required compositions and delivery 
pressures. More information on the ammonia cracking technology can be found elsewhere [100–103].  
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3.2 Industrial case studies 

3.2.1 Combined heat and power plants 

Context: Combined heat and power (CHP) plants comprise industrial CHP, biomass-fired CHP (bio-
CHP), and waste-fired CHP plants. Among these, existing pulp and paper mills, bio-CHP plants, and, to 
some extent, waste-fired CHP plants, represent some of the largest point-source emissions of biogenic CO2 
in Sweden. These facilities could be converted into large-scale sites for CO2 removal through the integration 
of end-of-pipe CO2 capture technologies. In Sweden, the total biogenic capture potential is estimated to be 
around 30 MtCO2/y18, which represents more than 80% of Sweden’s total fossil CO2 emissions in 202319 
[104]. BECCS represents a relatively low-cost pathway for achieving large-scale CO₂ removal20, especially 
compared to other technology-based alternatives such as direct air capture. However, an important caveat is 
that BECCS systems must account for all GHG emissions throughout their lifecycle (cradle-to-grave) to 
accurately quantify the net CO₂ removal [30].  

Rationale for case study selection: A bio-CHP plant was chosen as the case study in Paper I for three key 
reasons. First, most bio-CHP plants in Sweden operate within a district heating system and are typically the 
main providers of district heat in the region. Retrofitting CO2 capture and conditioning units to these plants 
incurs a significant energy penalty, the magnitude and nature of which depend on the selected CO2 capture 
technology. This energy penalty could be managed upstream by burning more fuel (in this case, biomass) 
or by reducing the energy service outputs (electricity and district heat) of the plant [105]. While the former 
option is undesirable from a sustainability perspective, the latter is more likely in practice. Therefore, the 
impact of the selected CO₂ capture technology on plant performance becomes a crucial consideration in 
technology selection. 

Second, CHP plants operate in a closed DH market and are, therefore, regarded as local natural monopolies 
[106]. As a result, CHP plants prioritize district heat over electricity power production, as the generated 
electricity is traded in the power market and is subject to both competition and price volatility [107]. 
Furthermore, there are a few limitations (apart from operational limitations) on the CHP plant’s electric 
power production levels, which are dependent upon the seasonal heating and cooling demands [108]. This 
operational profile makes bio-CHP plants particularly sensitive to the energy penalties associated with CO₂ 
capture, and underscores the need to evaluate various technology options in the contexts of plant-level and 
system-level performances. 

Third, the selection was motivated by ongoing developments in BECCS in Sweden at the time of writing 
Paper I. Stockholm Exergi´s CHP8 plant, one of the world's largest bio-CHP plants, with a production 
capacity of 280 MW of district heat and 130 MW of electricity, supplies more than 80% of the DH demand 
in Stockholm [109]. This plant has been awarded funding by the EU Innovation Fund for the 
demonstration and full-scale implementation of BECCS using the HPC technology, with a planned capture 
capacity of approximately 800 kt of biogenic CO2 per year [21].  

 
18 Assuming 90% capture rate. The total biogenic emissions were reported to be around 33 Mt/y [104].  
19 36.56 MtCO2 in the year 2023 [104]. 
20 Capture costs from these plants are expected to vary substantially due to differences in flue gas composition, operational hours, 
location and other site-specific conditions. For example, a majority of the kraft pulp mills in Sweden could achieve capture costs 
below 70 €/tCO₂. However, these plants are geographically dispersed, with most located along the Swedish costs. Karlsson et al. 
[160] estimates the total cost of the BECCS chain could ranging between 150–300 €/tCO₂.   
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Since then, this bio-CHP plant has secured offtake agreements for carbon removal, as well as contracts for 
the maritime transport and final storage of the captured CO₂. A final investment decision was taken in 
March 2025, with the CO₂ capture plant slated to begin operations in 2028 [21]. Therefore, CHP8 was 
used to exemplify the framework developed in Paper I (Section 5.1).  

Process description: Figure 3-4 presents a schematic of the main steam cycle components. The boiler 
generates live steam at a pressure of 136 bar and a temperature of 558 °C. The live steam is expanded in a 
steam turbine in six stages, with steam being extracted into feedwater preheaters, a deaerator, and two DH 
condensers. Steam is also extracted to meet specified extraction pressures and DH target temperatures. In 
the CHP-HPC plant, live steam is extracted to drive the flue gas compressor and to supply heat to the 
capture process (depicted with black dashed lines in Figure 3-4). In the CHP-MEA plant, low-pressure 
steam for powering the capture process is extracted from the turbine at the deaerator stage. The steam 
condensate from the capture process returns to the deaerator in both cases. The energy requirements of the 
capture process, including the reboiler duty and compressor power demand, are met using the internal steam 
and electricity supplies. 

 
Figure 3-4: Process schematic of the CHP steam cycle modeled for the reference plant, adapted from Beiron et al. 
[3]. Note that only one of the two CCS units is considered when evaluating the CHP-MEA case or CHP-HPC case. 
Note also that the flue gas condenser (shown in Fig. 2) is now placed outside the CCS unit blocks, so as to represent 
more accurately the CHP steam cycle. Black dashed lines – steam extracted from the steam cycle to drive the 
corresponding CCS unit; Red dashed lines – flue gases from the boiler; Gray boxes – input data to the CHP steam 
cycle model. Source: Paper I 
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3.2.2 Propane dehydrogenation plant 

Context: Propylene, which is a key chemical building block, has traditionally been produced as a co-product 
from steam cracking and fluid catalytic cracking (FCC) processes. However, over the past decade, a growing 
demand for polypropylene, combined with a shift in feedstock away from heavier hydrocarbons (e.g., 
naphtha) to lighter hydrocarbons (e.g., ethane), has reduced the supply from these traditional sources and 
created a so-called propylene gap. This shift in feedstocks was initially driven by the shale gas boom in the 
United States, and later driven by measures designed to improve energy efficiency and reduce emissions at 
existing steam cracker plants [110,111]. As a consequence, on-purpose propylene production technologies, 
such as propane dehydrogenation (PDH), have filled this gap and now account for approximately 22% of 
current global propylene production, a share that is expected to grow to 32% by 2027 [111].  

Rationale for case study selection: A PDH plant using a state-of-the-art PDH process technology [112] 
(Figure 3-5) was selected as the industrial case study to demonstrate the framework developed in Paper II 
(Section 5.2). This selection was motivated by three key challenges. First, retrofitting end-of-pipe CO2 
capture is expected to be highly cost-intensive, due to the substantial volumes of flue gases to be handled 
that have extremely low concentrations of CO2 (<3 vol.% CO2, wet basis). Second, process-related 
constraints were found to limit the applicability of alternative decarbonization methods, such as oxyfuel 
combustion or hydrogen firing21. Third, this technology accounts for approximately 16 % of the global 
propylene production capacity (150 Mt/a) as of 2023 [113], and has been selected for implementation in 
more than 40 announced or planned projects since 2017, which represents an additional 24 Mt/a of capacity 
under development [114,115], corresponding to 23 Mt/y of CO2 emissions in highly diluted flue gases22. 
Due to the complexity of this process technology and the lack of viable alternative decarbonization options, 
this plant served as an ideal case study in Paper II to demonstrate the developed framework and its 
effectiveness in identifying cost-effective decarbonization solutions. 

Process description: This technology uses five to eight reactors in parallel to allow continuous operation 
that cycles between four reactor modes: dehydrogenation, steam purge, regeneration, and reduction. For a 
five-reactor setup, at any given time, two reactors are in dehydrogenation mode (on stream), two are in 
regeneration mode (on reheat), and one reactor is in an intermediate mode (either reduction23 or steam 
purge24). Prior to the dehydrogenation step, a fresh propane feed is preheated in crossflow heat exchangers 
with reactor effluent from the onstream reactors, followed by a final heating to a temperature conducive to 
the dehydrogenation reaction (590°C) in the radiation section of the charge heater. For this, heavier liquid 
hydrocarbons (C4+) and H2-rich fuel gases recovered in the product recovery section are combusted in the 
charge heater, contributing roughly 26% of the total on-site CO2 emissions (~256 ktCO2/a). The remaining 
74% (~188.8 ktCO2/a) of the total on-site CO2 emissions originate from the air-regeneration 
train(highlighted by the gray-dashed box in Figure 3-5).  

 

 
21 See Supplementary Material in Paper II. 
22 Overall, this process emits roughly 0.85 tCO₂ per tonne of propylene produced [161] 
23 In the reduction phase, recovered hydrocarbon off-gases are used to eliminate any remaining oxygen in the reactor after the 
regeneration mode, as well as to reduce the catalyst to its active form. 
24 Steam is used to eliminate any hydrocarbons remaining in the reactors after the dehydrogenation mode, before introducing hot 
air during the regeneration mode. 



3. Overview of the investigated processes and systems   

28 
 

 
Figure 3-5: Simplified process flowsheet diagram of the propane dehydrogenation plant. The grey-dashed box 
indicates the system boundary of the air-regeneration train. Fuel inputs: 1 C4+-liquid hydrocarbons and H2-rich fuel 
gas. 2 H2-rich fuel gas and natural gas at the main and pilot burners, respectively. 3 Volatile organic compounds in 
the reactor effluent are incinerated with natural gas supplied through the main burners. 4 Optional pressure-swing 
adsorption unit for hydrogen recovery; currently not in place at the reference plant. Source: Paper II. 

The air-regeneration section in the PDH plant includes four major process units: the air compressor, air 
heater, reactors (on reheat), and the heat recovery boiler (HRB). In the regeneration mode, compressed air 
is fed to the air heater, where H2-rich fuel gas is combusted to generate combustion products, at 565–650°C 
and 1.7 bar. The hot combustion products are then introduced into the regenerating reactors (on reheat), 
where the primary objective is to combust coke deposits to regenerate and reheat uniformly the catalyst bed 
to the desired reactor temperature before the dehydrogenation step. 

Next, the regeneration effluent stream that is exiting the regenerating reactors is directed to the HRB, 
wherein additional firing in the incineration section reduces the CO and volatile organic compounds 
emissions and provides additional heat for steam production. Thus, the primary sources of CO2 in the air-
regeneration train are: (i) combustion of H2-rich fuel gas, consisting predominantly of CH4 and other 
hydrocarbons, in the air heater; (ii) coke combustion in the regenerating reactors, and (iii) additional firing 
in the heat recovery boiler. In addition, injection gases (de-ethanizer off-gases) are occasionally added during 
regeneration to create an exothermic reaction and provide additional heat to the catalyst bed. Therefore, the 
dilution of CO2 in the flue gas stream at the HRB stack results from both the combustion of H2-rich off-
gases in the air heater and the large volumes of gases required during the regeneration step.  
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3.2.3 Steam cracker plant 

Context: The steam cracker plants, which are typically located in proximity to oil refineries, use light 
hydrocarbons such as ethane, propane, and naphtha as feedstocks. The steam cracking process primarily 
produces olefins (e.g., ethylene and propylene) along with fuel-grade by-products (methane and hydrogen), 
which are used internally as fuel and exported to downstream chemical industries. Globally, steam cracker 
plants emit more than 300 MtCO₂/yr [116], while in the EU, these plants emit around 30 MtCO₂ annually 
[117]. These plants are among the most challenging to decarbonize due to their heavy reliance on fossil 
feedstocks and the end-of-life emissions of their products (plastics).  These challenges are multifaceted.  

First, transforming such sites to produce carbon-based materials in a sustainable manner is expected to 
require both substitute process technologies that enable decoupling from fossil feedstocks and retrofit 
technologies that abate CO2  emissions. Substitute process technologies utilize alternative carbon sources 
such as biomass, CO2, and plastic waste to produce olefins [50,118]. Retrofit measures include direct 
electrification of existing cracker furnaces, which in turn would eliminate combustion-related emissions on 
site, as well as CO₂ capture technologies that enable either permanent storage or subsequent utilization for 
the production of CO₂-based products (CCU). Consequently, a combination of measures and technologies 
may be required at a single site, increasing the complexity of the technology selection.  

Second, these plants are often situated within large petrochemical clusters with complex material and energy 
flows to downstream chemical industries. In these settings, careful selection of technologies is critical, given 
the cascading effects on the interconnected processes within the cluster [31,118].  

Third, these plants often have spatial constraints that limit the possibility of retrofitting new process 
technologies, especially those with large spatial footprints [50,51]. In such cases, the plants may be forced 
to either deploy a costlier alternative that can be accommodated at the existing site, or reduce production 
capacity to accommodate the selected technology, or proceed with plant closures.  

Fourth, major revamps (turnarounds) in these plants typically occur on a 4–6 year cycle, entailing 3–4 weeks 
for performing maintenance, overhaul, and inspection, and the replacement of process equipment [119]. 
These periods also provide a window of opportunity to install and integrate new process technologies. 
Considering this, these plants have a finite number of opportunities to install decarbonization technologies 
before the target year set for achieving net-zero emissions.  

Fifth, most steam cracker plants in the EU have limited residual lifetimes, which increases the risk of 
stranded assets from a mismatch between the host plant’s residual lifetime and the newly installed 
technologies’ economic lifetime, potentially leading to premature decommissioning. At the same time, these 
plants face growing competition due to overcapacity outside the EU [120,121], making even unabated 
operations increasingly unprofitable in recent years. Thus, the selection of appropriate decarbonization 
technologies becomes increasingly crucial, although this decision may have to contend with the possibility 
of full plant closure. 
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Rationale for case study selection: A steam cracker plant located on the west coast of Sweden was selected 
as the industrial case study to demonstrate the framework developed in Paper III. This plant operates within 
a large petrochemical cluster, is subject to spatial constraints, and has three remaining turnarounds before 
2045. These conditions reflect the aforementioned challenges facing steam cracker plants in the EU, which 
makes this plant ideal for developing generalized methods and tools for early-stage assessment of the impacts 
of quantitative and qualitative site-specific factors on the cost of retrofitting different decarbonization 
technologies. Building on Paper III, this plant was also used as the case study in Paper IV, as discussed in 
Section 3.2.4. 

 
Figure 3-6: Overview of the main material flows in a steam cracker plant with (a) post-combustion (Post-CCS) and 
(b) pre-combustion (Pre-CCS) decarbonization pathways. a Flue gases include total plant CO2 emissions. In Pre-
CCS, CO2 emissions from furnaces are entirely avoided, although the CO2 emissions from NG-fired steam boilers 
remain (not shown in the Figure). Note that the output streams for both pathways are liquefied CO2 at the liquid 
CO2 transport specification reported in the Northern Lights project (-26.5°C, 15 barg [122,123]). Source: Paper 
III. 

Process description: The plant consists of eight cracking furnaces that crack ethane and other mixed 
hydrocarbon feedstocks, corresponding to annual production capacities of up to 640 kt of ethylene and 200 
kt of propylene [124]. It emits approximately 650 ktCO2 annually, of which the cracker furnaces contribute 
80%–85%, with the remaining emissions coming from three natural gas-fired steam boilers (12%–16%) 
and flaring (1%–3%) [124]. Figure 3-6 illustrates the main material flows in a steam cracker plant and the 
decarbonization pathways considered in Paper III. As shown in Figure 3-6a, the majority of the on-site CO2  
emissions originate from the combustion of fuel gases25 in the cracker furnaces to provide energy for the 
endothermic cracking reaction. Two decarbonization pathways were compared in Paper III. The rationale 
for comparing these pathways and their implications for the steam cracker plant can be found in the 
Supplementary Materials in Paper III. 

 
25 Recovered from the cracker effluent (50 vol. % CH4 and 50 vol.% H2). 
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In the Post-CCS pathway (see Figure 3-6a), the CO2 from the flue gases is captured using a benchmark 
amine-based solvent (MEA) in a CO2 capture plant with an assumed capture rate of 90%, followed by 
compression and liquefaction to sea-transportation specifications [125]. In contrast, the Pre-CCS pathway 
entails valorizing the methane-rich fuel gas via steam-methane reforming to produce hydrogen, which is 
thereafter used as the primary cracker fuel, as shown in Figure 3-6b. The CO2 generated from the steam-
methane reforming reactions ends up in the tail gases (mainly containing CO2, H2, CH4, and CO) from the 
hydrogen separation and purification units, which are oxidized with catalytic incinerators to obtain a pure 
gaseous CO2 stream, prior to entry into the CO2 liquefaction plant.  

The scope of on-site decarbonization was limited to avoid CO2 emissions from the cracker furnaces, with 
unchanged production capacities in both pathways. Therefore, at a CO2 capture rate of 90% from the flue 
gas at the stack, the Post-CCS process captures roughly 585.5 kt/a, which is approximately 5% more CO2 
than the total cracker furnace emissions (552.9 kt/a). In contrast, the Pre-CCS process with hydrogen-firing 
in the cracker furnaces results in 100% avoidance of CO2 emissions associated with the cracker furnaces. 
However, the CO2 emissions associated with the steam boilers remain. 

3.2.4 Integrated hydrogen production system within petrochemical clusters 

Context: The global hydrogen demand is projected to reach 150 Mt/year by 2030, while the demand for 
hydrogen in the EU is expected to reach 45 Mt/year by 2050 [126]. The EU has set ambitious targets to 
produce 10 Mt/year of renewable hydrogen domestically and to import an additional 10 Mt/year by 2030 
[127]. While no such targets are currently set for blue hydrogen, it is expected to play a crucial role in 
achieving the EU's decarbonization goals [127]. Despite the anticipated demand and urgency to reduce 
emissions, low-emissions hydrogen continues to face significant deployment barriers, as detailed in Section 
2.3.4.  

The deployment barriers and technology-specific limitations could be mitigated by combining inherently 
different hydrogen production technologies to enhance the overall system flexibility and redundancy, 
particularly when site-specific constraints limit their deployment. Such a system would reflect the general 
concept of a hydrogen hub, which is defined as a regional network consisting of hydrogen producers, 
connective infrastructure including storage, and cross-sectoral end-users [128]. However, since the scope of 
the proposed system in Paper IV was limited to the production technologies and their integration within a 
chemical cluster for a specific end-use sector, it is referred to as the integrated hydrogen production system or 
simply the integrated system. 
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Rationale for case study selection: The selection of the steam cracker plant as a case study was motivated by 
both the plant- and cluster-level benefits of hydrogen deployment within petrochemical clusters. Building 
on Paper III, hydrogen produced via the integrated hydrogen system was considered as cracker fuel, which 
also offered the following practical advantages: i) hydrogen firing is relatively straightforward at this plant, 
as existing burners can already handle hydrogen-rich blends and can, in some furnaces, use pure hydrogen; 
ii) unlike post-combustion CO2 capture, the integrated hydrogen production system does not risk becoming 
a stranded asset at the end of the lifetime of the steam cracker plant. More importantly, it remains unaffected 
by potential changes at the host plant, such as alterations to the feedstock slate, and the installation of 
electrified crackers or advanced waste recycling technologies; and iii) methane recovered from steam cracker 
fuel gas could qualify as recycled carbon fuels26  (RCF) under recent EU-delegated acts [28], as exporting 
this methane could directly displace natural gas imports and thereby reduce GHG emissions [29]. This 
would enable steam cracker plants to abate their Scope 1 emissions27,  while simultaneously reducing the 
EU’s dependence on imported natural gas. 

In contrast to hydrogen firing, direct electrification of cracker furnaces has been widely regarded as the 
preferred long-term solution due to its substantial CO2  abatement potential and the anticipated availability 
of cheap renewable electricity. However, its demonstration at an industrial scale is still at an early stage, and 
commercial availability is not expected in the near term [12,67]. Moreover, retrofitting existing furnaces for 
direct electrification is expected to be relatively difficult, as compared to adapting burner systems for 
hydrogen firing. Finally, the availability of grid transmission capacity remains a key constraint for deploying 
electrified crackers at existing steam cracker plants. This makes hydrogen firing a more practical near-term 
solution for steam cracker plants. 

Petrochemical clusters offer several advantages that make them ideal sites for large-scale hydrogen 
deployment. They provide access to multiple potential off-takers that have access to existing 
interconnections for transporting industrial gases, steam, and other material streams. Specifically, the 
geographic proximity of industries within the cluster, along with existing fuel gas networks that could be 
repurposed for hydrogen transport, reduces the need for new hydrogen distribution pipelines within the 
cluster. Furthermore, surplus steam from existing operations and newly installed processes can be used to 
lower the operating costs of high-temperature electrolyzers. These clusters typically have access to critical 
infrastructure, including ports, natural gas grids, power grids, and byproducts such as methane-rich fuel gas. 
They may also benefit from future infrastructure developments, including a shared CO2  transportation 
infrastructure28 and access to long-distance hydrogen pipelines [25].  

 
26 Recycled carbon fuels (RCFs) are liquid or gaseous fuels of non-renewable origin that are produced as unavoidable and 
unintentional by-product of industrial processes. To qualify, they must achieve at least a 70% reduction in GHG emissions 
compared to the fossil fuel comparator, as defined in the Commission Delegated Regulation (EU) 2023/1185 [162]. 
27 Scope 1 emissions are direct GHG emissions from sources owned or controlled directly by an organization [163]. In this case, 
they are referring to direct CO2  emissions from the cracker furnaces. 
28 This could include local CO₂ pipelines, shared CO₂ liquefaction plant, and intermediate CO2 storage facilities, such as the one 
proposed at the Port of Antwerp [131]. 
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Increased process electrification within the cluster would reduce the demand for fuel gas for combustion-
related processes, enabling internal recovery of hydrogen from the fuel gas at the steam cracker plant. The 
resulting surplus methane could then be repurposed as feedstock for blue hydrogen production or exported 
to the natural gas grid. From the demand perspective, hydrogen use in these clusters is substantial and time-
invariant, regardless of whether it is used as fuel or feedstock. This enables the supply of hydrogen on a use-
as-produced basis across multiple off-takers. As a result, hydrogen production technologies can be sized for 
high-capacity utilization or overcapacity, so as to enhance operational flexibility. Moreover, unlike 
standalone systems, complementary technologies allow flexible operation without requiring costly hydrogen 
storage systems.  

Finally, oil refineries and chemical industries within these clusters represent favorable end-use sectors for 
low-emissions hydrogen in the short term. As economic and regulatory conditions evolve to support their 
transition to a circular economy, the clusters will explore the possibility of redirecting hydrogen to other 
competing end-use sectors with greater CO2  abatement potentials. Together, these cluster-level benefits 
motivate the development of a shared hydrogen infrastructure within clusters, which would help minimize 
investment risks and support phased deployment strategies.  

Process description: Figure 3-7 shows the integrated hydrogen production system evaluated in Paper IV. 
Hydrogen demand in the cracker furnaces is met through a combination of autothermal reforming with 
carbon capture and storage (ATR CCS), solid oxide electrolysis cells (SOEC), ammonia cracking (AC), and 
hydrogen recovered from by-product fuel gas. The figure illustrates the integration of these technologies 
through the shared steam network and indicates the possibilities to export recovered methane and surplus 
hydrogen. It also highlights the key site-specific constraints relevant for deployment, including ammonia 
storage capacity, grid transmission limits, and the availability of on-site fuel gas.  

 
Figure 3-7: Simplified schematic of the integrated hydrogen production system, including the three hydrogen 
production technologies: (1) steam methane reforming with CCS; (2) solid oxide electrolyzer cells (SOEC); and (3) 
ammonia cracking. The potential end-use as a cracker fuel is shown, along with the possibility to export surplus 
hydrogen and recovered methane to the surrounding cluster. Key site-specific constraints, such as grid transmission 
capacity, ammonia storage, and fuel gas availability, are also indicated. For simplicity, the modified steam system is 
not shown here but is considered in the case study. 
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4 Methods 

This chapter describes the methods upon which the developed frameworks were based. Figure 5-1 provides an 
overview of these methods; some of these are established methods while others have been developed as part of this 
thesis.  

4.1 Steady-state process modeling 

The process technologies and industrial case studies presented in Section 3 were modeled to establish the 
necessary mass and energy balances, including stream data and equipment specifications. These models 
served as the basis for the subsequent methods described in Sections 4.2–4.5, which are together applied 
within the frameworks presented in Section 5.  

In Paper I, a process model of the reference bio-CHP plant was developed using the EBSILON Professional 
software with the available plant data. In addition, process simulation models of the MEA and HPC CO2 
capture processes were developed adopting rigorous rate-based models with detailed reaction kinetics. The 
MEA model, representing the amine-based capture process with an aqueous solution of monoethanolamine 
(30 wt.% MEA), and the HPC (30 wt.% K2CO3) process models were developed and validated based on 
data from Biermann et al. [58] and Gustafsson et al. [87], respectively.  

In Paper II, the air-regeneration train of the PDH process was modeled and validated using the reference 
plant data. The MEA model in Paper I was adapted for the highly diluted flue gas of the air-regeneration 
train. Similarly, in Paper III, the Post-CCS process used an updated MEA model with the flue gas data from 
the reference steam cracker plant, while the Pre-CCS process employed an equilibrium-based model to 
simulate on-site hydrogen production by valorizing methane-rich fuel gas obtained from the steam cracking 
process, as described in Section 3.1.2.1.  

Papers I–III used CO2 compression and liquefaction models adapted from Eliasson et al. [129], developed 
based on the paper of Deng et al. [130]. The concentrated CO₂ stream from the capture models was assumed 
to contain CO₂, H₂O, N₂, and O₂, with trace MEA from the MEA model and no significant K₂CO₃ 
carryover from the HPC model. This stream was compressed in a three-stage intercooled system to 27.5 bar, 
as per  Deng et al. [63], to account for potential impurities and ensure compatibility with downstream 
liquefaction. Downstream of the compression, a simple separator model mimicked the removal of excess 
oxygen and water. The liquefaction process employed an ammonia refrigeration cycle, with the outgoing 
liquid CO₂ stream at 16 bar and −26.5 °C, in line with the Northern Lights project specifications for ship 
transport and sub-seabed storage [123]. Note that in Paper II, the sea-transport option was compared with 
pipeline transport. The reference PDH plant is assumed to have access to a shared CO2 transport 
infrastructure, similar to the one proposed at the Port of Antwerp [131], which includes a CO2 backbone 
pipeline, a joint liquefaction facility, and intermediate storage. In this case, CO2  emitters are only required 
to capture, compress, and purify the CO₂ stream within the plant boundaries to meet the pipeline export 
specification.  
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In Paper IV, the process models for the ammonia cracking process were developed and validated using 
reported process data [97]. The ammonia cracking model was primarily used to estimate the heat recovery 
potential for generating low-pressure steam, when the cracked product gas is used as fuel. Details of the 
modeling, key assumptions, and process parameters can be found in the respective papers. 

4.2 Process integration 

Grand composite curves (GCC) and a foreground−background analysis (also known as split-GCC analysis) 
were applied for energy targeting in Papers I–IV. The GCCs illustrate the net heat flows within a process at 
different temperature levels, including the minimum heat and cold utility demands of the process. In Paper 
I, energy targeting was performed to quantify and compare the heat recovery potentials for the two CO2 
capture technologies, including compression and liquefaction units, for the DH network. In Papers II–IV, 
these methods were applied to estimate the heat recovery potentials of different decarbonization technologies 
integrated into the case study plants, and thereby, estimate the on-site steam production capacity that would 
offset the steam production from existing utility steam boilers.  

In Paper IV, the hydrogen production technologies were integrated via the steam network of the steam 
cracker plant. The SOEC required approximately 9 tH₂O/tH₂ of medium-pressure (MP) steam (5 barg), 
generated by a dedicated steam generator that was fed demineralized water owing to purity considerations 
[98]. The existing steam network was modified to include this generator and four potential MP steam 
sources: steam generated through heat recovery in process gas coolers in the ATR-CCS and AC processes; 
surplus low-pressure steam within the plant and imported steam from the cluster that was upgraded using a 
mechanical vapor recompression (MVR) unit; and a standby electric boiler, located within the SOEC 
subsystem, which was used during periods of MP steam deficit. An illustration of the modified system is 
provided in Supplementary Material S.2 of Paper IV, and detailed descriptions of both the existing and 
modified steam systems can be found elsewhere [132,133]. 

4.3 Combined exergy-pinch analysis 

In Paper II, a combined exergy-pinch (CEP) analysis adapted from the work of Feng et al. [134] was 
modeled in MATLAB. The exergy-energy (Ω-H) diagram was used to visualize the total exergy losses in 
individual process equipment units. The energy level (Ω) for each unit was defined using a general expression 
(Equation 1), with detailed equations for steady-state flow systems, heat transfer, and work-driven 
equipment provided in  Paper II. The total exergy loss (EXtotal) in each item of equipment was calculated as 
the area between the respective hot and cold exergy composite curves. The inevitable exergy loss (INEEX), 
defined as the theoretical minimum exergy destruction required to drive a given process [135], was used to 
determine the avoidable exergy loss (AVOEX) in each component by calculating the difference between total 
and inevitable exergy losses (Equation 2).  
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Exergy efficiency, for a given process configuration, was calculated as the ratio of the useful exergy output 
to the total exergy input (Equation 3) or alternatively from the Ω-H diagram as the ratio of the total 
unshaded region to the total area29 of the Ω-H diagram. Here, the EXtot,area term denotes the total exergy 
losses (shaded region30, see Figure A1) of all the process equipment graphically assembled within the Ω-H 
diagram. The list of assumptions made in the CEP analysis can be found in Paper II.  

General definition,Ω =
exergy
energy

 (1) 

 AVOEX = EXtotal − INEEX (2) 

ηexergy =  
Useful exergy output

Total exergy input
= 1 −

EXtot,area
Total area of the Ω − H  diagram

(3) 

Figure 4-1: Capital cost estimation method. Arrows indicate the direction of cost escalation and input data from the 
Aspen Process Economic Analyzer. Adapted from [57,136]. 

4.4 Cost estimations 

Figure 4-1 illustrates the hybrid31 top-down/bottom-up capital cost estimation method, adapted from 
[57,136], applied in this work. A bottom-up approach involves using energy and material flow data from 
the developed process models to dimension each piece of equipment. The direct cost of each process 
equipment was obtained from direct cost data or regressed direct cost functions derived from the Aspen 
Process Economic Analyzer. The regressed direct cost functions presented by Biermann et al. [57] were used 
for all the major equipment sizes from the developed process models in Papers II and III.  

 
29 The product of the lengths of the x-axis and y-axis in the Ω-H diagram. 
30 The total exergy losses are differentiated as avoidable exergy losses, highlighted with diagonally-hatched lines, and inevitable exergy 
losses, highlighted with cross-hatched lines, respectively. 
31 Disambiguation: This approach should not be confused with the hybrid costing method, proposed by Roussanaly et al. [36], 
which combines a top-down modeling of technology learnings with a bottom-up engineering-economic analysis for 
emerging/advanced technologies. 
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The top-down approach entailed extracting data reported in the literature or using vendor data for a whole 
unit (including all associated equipment), which are typically reported as engineering procurement and 
construction costs. This approach was predominantly used for subsystems in the Pre-CCS configuration in 
Paper III and all the process technologies in Paper IV, for which ample cost data were available from the 
literature or technology providers. The total capital requirement estimated from the hybrid top-
down/bottom-up capital cost estimation method was annualized over the assumed plant lifetime or the 
design lifetime of the process technology. The default economic parameters, assumptions, and cost escalation 
factors for the selected technologies can be found in the appended papers.  

The CO2 avoidance cost, as expressed by Equation 4, served as the key economic indicator for comparing 
different process configurations (Paper II), decarbonization pathways (Paper III), and hydrogen system 
configurations (Paper IV). It was defined as the ratio of the total annual system costs to the total CO2 
emissions (ṁCO2,avo) avoided annually by the individual production technologies. The total annual costs 
include the annualized capital investments and operational expenses, which include fixed (maintenance, 
insurance, and labor) and variable costs (fuel, electricity consumption, and other consumables).  

In Paper IV, the total annual system costs of the optimized system configuration and the total CO₂ emissions 
avoided with ATR-CCS (ṁCO2,avo)  were used to estimate the CAC, as shown in Equation 4.  As the 
differences in absolute CO₂ abatement across all three technologies were minor, for simplification, the total 
avoidance achieved with ATR-CCS was uniformly applied across all technologies. Detailed CO₂ avoidance 
calculations are provided in the Supplementary Material of Paper IV.  

CAC =
CAPEXannualized + OPEXtotal

ṁCO2,avo
 �

€ a⁄
tCO2,avo a⁄

�  (4) 

4.5 Investment and dispatch optimization 

A multi-period mixed-integer linear programming (MILP) model was developed in Paper IV to identify the 
cost-optimal technology mix and hydrogen dispatch strategy for the integrated hydrogen production system, 
as described in Section 3.2.4. The model was implemented in GAMS and simulated over 1 year of operation 
with hourly resolution. The model minimizes the total annual system costs of the integrated hydrogen 
production system by optimizing both investment (i.e., technology sizing) and operational decisions (i.e., 
hourly hydrogen dispatch and methane exports), while meeting a fixed hydrogen demand, as defined by 
Equation 5. Site-specific constraints such as grid transmission capacity, ammonia tank capacity, and fuel gas 
availability, as well as technology-specific constraints such as minimum load limits and ramp rate 
restrictions, were included to reflect practical deployment and operational limitations.  

min Ctot = Cinv,an + Cop,an − Coffset,an (5) 
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where, ctot is the total annual system costs, comprising the annualized investment costs (Cinv,an) the annual 
operational costs (Cop,an) and the total annual offsets (Coffset,an). These offsets represent cost reductions 
from methane export to the natural gas grid, hydrogen exports to the cluster, and avoided CO2 emissions 
costs through surplus upgraded steam, which reduces natural gas use and associated on-site emissions. A 
complete model description, including input data and assumptions, can be found in Paper IV. Based on the 
cost-optimal system design, two cost metrics were calculated: the levelized cost of hydrogen (LCOH), 
representing the actual production cost, and the on-site hydrogen supply cost (OHSC). The LCOH 
represents the levelized hydrogen production cost and is defined as the ratio of total annual system costs to 
the total hydrogen produced by the individual production technologies (Equation 6). It includes annualized 
capital investments and operational expenses, such as those for energy, maintenance, and emissions. The 
OHSC, which reflects the net cost of supplying hydrogen to the steam cracker plant and is calculated as the 
ratio of the minimized total system costs (𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡), which includes revenues from methane and hydrogen 
exports, to the total amount of hydrogen produced (Equation 7). 

LCOH =
CAPEXannualized + OPEXyearly

∑ �pSOEC,t +  pNH3,t + pATR−CCS,t�t∈T
     �

€
kgH2

� (6) 

 

OHSC =
∑ �CAPEXannualized + OPEXyearly�n∈NH2 − ∑ qt

CH4,export
t∈T ∙ ct

CH4 − ∑ qt
H2

t∈T ∙ cn
H2,exp

∑ �pSOEC,t +  pNH3,t + pATR−CCS,t�t∈T
 

=
Ctot

∑ �pSOEC +  pNH3 + p,ATR−CCS�t∈T
 �

€/y
kgH2/y

� (7)
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5 Developed methodologies and case study 
applications 

This chapter presents the framework methodologies developed in Papers I–IV, each addressing the limitations 
discussed in Section 2.2. These frameworks combine methods described in Chapter 4 and are presented, progressing 
from systems-level to the site-level (see Figure 1-1). Figure 5-1 provides an overview of the applied methods and 
their linkages to the appended papers. This chapter also summarizes the key results obtained from applying these 
frameworks to the industrial case studies introduced in Section 3.2. 
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Figure 5-1: Overview of applied methods and developed tools and their links to the appended papers. The tools used 
are indicated in italics. 
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5.1 Impact of system boundaries on the choice of decarbonization technology 

This section presents the framework developed in Paper I and its application to a bio-CHP plant, described 
in Section 3.2.1. Section 5.1.1 outlines how system boundaries influence the choice of decarbonization 
technologies for a specific industry. Section 5.1.2 applies this framework to the bio-CHP plant within a 
district heating system and presents the key results from the case study. 

5.1.1  Impact of system boundaries on the choice of decarbonization technology 

Discrepancies between the perspectives of plant and end-users arise because plant owners typically prefer 
decarbonization technologies that minimize the impact on production costs and have the lowest specific 
CO₂ capture cost32, assuming that emitting CO₂ into the atmosphere is no longer cost-free. Conversely, 
from the end-users' perspective, technologies that maximize CO2 avoidance with a minimal increase in the 
marginal cost of the final product would be preferable, assuming that the plant owners pass on the costs to 
their consumers.  

Three key aspects must be considered to observe these different perspectives. First, the core functionality of 
the unabated process plant must be assessed and preserved, regardless of whether it involves delivering energy 
services or producing a primary product. This enables the identification of alternative means for delivering 
the same energy service or product before integrating decarbonization technologies. Second, the use of exergy 
as a figure of merit is crucial when comparing different decarbonization options and for evaluating how the 
integration of a decarbonization technology will affect the plant’s performance in terms of both energy and 
exergy, particularly when these options entail inherently different exergy requirements. Third, it is important 
to account for pre-existing market or policy conditions that influence what is perceived as cost-optimal from 
the plant owner’s perspective. Consequently, it is necessary to expand the system boundary to include the 
immediate consumers of energy services and products from the now-decarbonized plant. This expansion 
allows for the determination of which technology or process configuration retains the highest exergy 
efficiency within the broader system, considering that the end-user may assign a higher value to high-exergy 
energy carriers, such as electricity. 

Figure 5-2 depicts this system boundary expansion in the context of a bio-CHP plant operating within a 
DH system. Figure 1 presents an overview of the method used in this work, together with: 1) the CHP-CCS 
plant boundary, which includes the bio-CHP plant fitted with CO2  capture and conditioning (CO2   
compression and liquefaction for ship transport) units; and 2) the extended system boundary, which includes 
the local DH system, where it is assumed that the electric power delivered by the bio-CHP plant is consumed 
by decentralized ground-source heat pumps (GSHPs) that have been installed to meet the indoor-climate 
needs of end-users in residential buildings. The two system boundaries are chosen to enable evaluation of 
the plant- and system-level performances of a reference bio-CHP plant that is retrofitted with different 
carbon capture technologies (described in Section 3.1.1).  

 
32 Using CO2  capture costs as a metric for technology comparison is also flawed, as it may favor technologies that capture higher 
levels of on-site emissions.  
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Figure 5-2: Overview of the methods and models used with the two system boundaries: bio-CHP plant boundary 
and the extended system boundary (the local DH system). The data from the reference bio-CHP plant (indicated in 
red) are fed to the developed numeric models, indicated in blue. Finally, the applied methods and results obtained 
are highlighted in gray. 1Delivered energy services of the bio-CHP plant equipped with CCS units (CHP-CCS), 
which include the net district heating (DH) and power delivered to the bio-CHP plant's local DH system. Note that 
the electricity delivered to the grid is assumed to be consumed in decentralized ground-source heat pumps (GSHPs) 
to meet indoor climate needs, i.e., domestic hot water and space heating demands. Source: Paper I. 

As mentioned previously, CHP plants prioritize the delivery of district heat over electricity power 
production, as generated electric power is traded in the competitive power market and is subject to 
competition and price volatility, whereas the DH market is closed and the price is typically set by the DH 
supplier in the city. On the other hand, the immediate energy consumers in the DH network naturally 
assign a higher value to a high-exergy energy carrier, i.e., the low-carbon electricity generated by the CHP-
CCS plant, as it can be utilized for various purposes (heating, cooling, and other power demands in 
households or industrial applications) within the local energy system. Moreover, electricity transmission 
losses are expected to be minimal compared to the transmission losses incurred when DH is supplied over 
long distances. Therefore, the values assigned to the different energy services/carriers of an existing bio-CHP 
plant, i.e., heat and electricity, differ at the plant level than at the system level (energy consumers).  

Considering that the different CO2 capture technologies have varying exergy demands and, thereby, exert 
different impacts on the outputs of the host plant, the technology deemed optimal by the plant owner may 
be the same as that preferred by the end-users in the local energy system. For example, a bio-CHP plant in 
a DH system may favor a CO2 capture technology (e.g., HPC) that minimizes the loss of heat sales at the 
expense of electric power output over an alternate technology (e.g., MEA) that can retain this output, which 
could be either be used within the plant (e.g., to power heat pumps that can restore lost DH output) or 
exported to the grid. Herein lies the underlying systems-level factor for this selected case study industry, 
which could alter the optimal choice of decarbonization technology. Specifically, it pertains to the difference 
in the value assigned to electricity and heat, driving the bio-CHP plant operator in a DH system to opt for 
a carbon capture technology that minimizes the loss of heat sales. This observation can be confirmed using 
exergy efficiency as the key performance indicator for comparing different CO2 capture technologies within 
the bio-CHP plant boundary and, subsequently, within the local DH system. 
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5.1.2 The influence of system boundaries – BECCS in district heating systems 

The choice of CO2 capture technology from the plant owner's perspective: A detailed comparison of the CO2 
capture technologies can be found in Paper I. In general, the amine-based CO2 capture technology using 
benchmark MEA solvent is inherently different from the HPC process in that flue gas compression is not 
required in the former, and the heat demand per tonne of captured CO2 to regenerate the rich-amine 
solvent33 is higher.  

Figure 5-3 visualizes these technology-specific characteristics, and their impacts on the performance of the 
reference bio-CHP plant for the two investigated BECCS systems, namely, CHP-MEA and CHP-HPC 
plants. From an energy perspective, the CHP-HPC plant case incurs an energy penalty34 of 9 percentage 
points, while the CHP-MEA plant incurs a significantly larger energy penalty of 15 percentage points. 
Although the total energy outputs of the CHP-MEA and CHP-HPC plants are similar35, they exhibit 
different power-to-heat ratios.  

More specifically, considering the turbine condensers, flue gas condensers, and recovered heat from the CO2 
capture and compression units, the CHP-HPC plant has the potential to deliver more heat (319 MWth) 
than either the CHP-MEA plant (256 MWth) or the reference plant (296 MWth), as shown in Figure 5-3a. 
A significantly higher power preservation36 of 81% was estimated for the CHP-MEA plant, which is roughly 
twice that of the electric power output preserved by the CHP-HPC plant (43.2%), as shown in Figure 5-3b. 
Using these energy performance indicators for technology comparisons within the plant boundaries indicates 
that the HPC process is more favorable for a bio-CHP plant operating as a baseload unit in a DH system. 
This conclusion holds true because the excess heat recovered at a relatively higher temperature from the flue 
gas compression could be utilized to increase the plant's DH delivery potential.  

Therefore, from a plant owner's perspective, the choice of CO2 capture technology comes down to selecting 
between the loss of power production with the integration of the HPC capture process and the increased 
heat losses associated with the MEA capture process. Considering the pre-existing DH market conditions 
of the case study plant, a compelling argument can be made in favor of the HPC capture technology as the 
optimal decarbonization technology.  

Figure 5-3 presents a modified process configuration, the CHP-MEA-HP plant, which considers that the 
retained electric power output in the CHP-MEA plant, roughly 80% compared to the reference plant 
(Figure 5-3b), could be consumed on-site in large-scale heat pumps to increase DH delivery. Here, to ensure 
a fair comparison, the difference37 in electric power output between the CHP-MEA and CHP-HPC plants 
was assumed to be utilized by large-scale centralized heat pumps on-site (COP ~2.5), so as to recover low-
temperature heat within the CHP-MEA plant. In other words, both the CHP-MEA-HP and the CHP-
HPC plant each have an equivalent electric power output of 47.5 MW, as shown in Figure 5-3a.  

 
33 Low-pressure steam for driving the MEA capture process is extracted from the turbine at the deaerator stage, while live steam is 
extracted from the boiler to drive the flue gas compressor and to supply heat to the HPC capture process. 
34 The percentage difference in the energy efficiency of the reference CHP plant following integration of the carbon capture and 
liquefaction processes. 
35 Estimated to fall within a narrow range of 345–366 MWth.  
36 The ratio of the electric power output retained (or preserved) by the CHP plant following the integration of the carbon capture 
and liquefaction processes. 
37Note that, for this assumption, the preservation of electric power is equal (43.2%) in the CHP-HPC and CHP-MEA-HP cases, 
as shown in Figure 5-3b. 
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Figure 5-3: a) Comparisons of net electric power outputs, shares of the net heat outputs from different heat recovery 
units, and energy efficiencies between the different studied BECCS configurations and the reference bio-CHP plant 
without CCS units. b) Power preservation and energy delivered in the studied BECCS configurations relative to the 
reference bio-CHP plant without CCS units. The equations indicated in the figure can be found in Paper I. 

Consequently, the integration of large-scale heat pumps resulted in a significantly higher heat output (361 
MWth), which represented approximately 21% more district heat delivery compared to the reference plant. 
This illustrates that the choice is not simply between power or heat losses due to CCS integration, but rather 
how the retained electricity is utilized within the plant. In this case, it is a choice between using electricity 
for flue gas compression in the HPC technology or in heat pumps for recovering heat from the newly 
installed MEA-based CO2  capture technology. The CHP-MEA-HP configuration was found to be the most 
effective in terms of maximizing heat delivery to the DH system, clearly aligning with the plant owner's 
perspective.  

The choice of CO2 capture technology from the end-users' perspective: As described in Section 5.1, to observe 
the differences between the plant owners’ and end-users' perspectives, first, the core functionality of the 
unabated plant must be retained. In this case, it is DH, an energy service that is primarily used by the end-
user for space heating and domestic hot water. Figure 5-3a illustrates the exergy efficiencies of the different 
BECCS configurations within the plant boundaries. In contrast, Figure 5-3b illustrates the case in which all 
electric power delivered to the end-user is assumed to be consumed in GSHPs in a decentralized manner, as 
depicted in Figure 5-2.  

Within the plant boundaries, the CHP-MEA plant, as expected, yielded the highest exergy efficiency 
(~35%), primarily due to its higher level of power preservation. As a result, the higher exergy efficiency 
confers this plant configuration with greater product flexibility, with the ability to vary the output load of a 
specific product by adapting product ratios between heat, power, and negative CO2 emissions.  

The bio-CHP plant fitted with the MEA process and large-scale heat pumps, therefore, exhibits greater 
availability of the higher-exergy energy carrier, electricity, which could be strategically used in heat pumps 
to increase the total DH output (up to 41%) or delivered to the electricity grid. This conclusion highlights 
the limitation of using energy as a figure of merit for technology comparison within plant boundaries, which 
previously led to the conclusion that the HPC process could be the optimal decarbonization technology 
from the plant owner's perspective.  
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Figure 5-4b illustrates the estimated system exergy efficiency range, with an assumed Carnot efficiency 
(ηCarnot) in the range of 40%–60% for the GSHPs. The maximum values in the box plots indicate the exergy 
efficiencies estimated for a DH supply temperature of 86°C. The minimum and median values represent 
the exergy efficiencies corresponding to typical end-use supply temperatures, in the range of 30°–60°C for 
space heating and domestic hot water, respectively. The system exergy efficiency is highest when the retained 
electric power output is consumed locally in decentralized GSHPs (CHP-MEA), followed by the situation 
in which it is consumed on-site in centralized large-scale heat pumps (CHP-MEA-HP), and finally, the 
CHP-HPC case, which exhibits the lowest system exergy efficiency owing to its lower power-to-heat ratio. 

 
Figure 5-4: Exergy efficiencies of the CHP-CCS plant cases within their plant boundaries a) and extended system 
boundaries b), with ground-source heat pumps (GSHPs) operating with Carnot efficiencies ηCarnot in the range of 
40%–60%. Source: Paper I.  

These results reveal that the retained electric power output in the CHP-MEA configuration could be utilized 
in power-to-heat technologies, such as GSHPs in the local DH system, to ensure increased levels of DH 
delivery, thereby avoiding DH distribution losses. Therefore, the CHP-MEA configuration coupled with 
the uptake of GSHPs in its local DH systems emerges as the most effective option for maximizing system-
level exergy efficiency in the broader system while achieving the same level of CO2 emissions reduction as 
the other BECSS configurations.  

From the end-users' perspective, this is also the preferred configuration, as it provides the flexibility to 
connect to the DH network or install substitute technologies to deliver the same energy service. 
Furthermore, end-users could optimize their indoor climate demand patterns by complementing their 
existing heating systems with heat pumps. This example of BECCS in DH systems highlights how plant 
owners' and end-users' perspectives on the optimal decarbonization technology or plant configuration may 
diverge. This divergence can be identified using the framework described in Section 5.1.1, which can be 
adapted to other industrial energy systems for which the plant-level and system-level objectives may differ. 
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5.2 Iterative combined exergy-pinch analysis 

This section presents the framework developed in Paper II and its application to the air regeneration train 
of a propane dehydrogenation plant. Section 5.2.1 describes the iterative combined exergy-pinch (CEP) 
analysis, while Section 5.2.2 presents the key results from the case study. 

5.2.1 Identifying promising decarbonization process configurations using iterative combined exergy-
pinch analysis 

The  CEP analysis developed in Paper II builds on the method proposed by Feng et al. [134],  which adopts 
the concepts of avoidable and inevitable exergy losses to set performance improvement targets aimed at 
improving energy efficiency in existing industrial systems. In Paper II, this method was adapted for 
identifying promising process modifications and targeting minimal exergy losses in net-zero CO₂ emissions 
process configurations. Feng et al. [134] introduced an exergy-energy (Ω-H) diagram to overcome the 
limitations of pinch analysis, which represents only heat transfer processes. This diagram was used to 
represent graphically the exergy losses across different processes within an industrial plant, including those 
that involve pressure or composition changes. The difference between the total and inevitable exergy losses 
was quantified to estimate the avoidable exergy losses for an individual piece of equipment. Based on this, 
their process modification strategy involved targeting the process equipment with the largest avoidable 
exergy losses first, while neglecting inevitable exergy losses.  

Feng et al. [134] defined inevitable exergy loss as the minimum exergy loss or minimum driving force 
required for a process to operate at a desirable rate, thereby establishing the theoretical maximum potential 
for improvements that can be achieved through process modifications. In contrast, the avoidable exergy 
losses represent the practical maximum potential for improvement that can be achieved through process 
modifications under current technical and economic conditions. This distinction implies that exergy losses 
that have previously been considered inevitable may become avoidable with technological advancements and 
changes in economic conditions. While this distinction remains valid, the current context of improving 
resource efficiency and minimizing CO2 emissions requires a reevaluation of what constitutes inevitable 
losses. In particular, process modifications can now be considered to replace combustion processes, which 
are typically one of the largest sources of inevitable exergy losses in industrial energy systems. For instance, 
process electrification for industrial process heating at higher temperature levels could provide the additional 
advantage of avoiding direct CO2 emissions on-site while minimizing the exergy losses associated with 
combustion.  

Accordingly, Paper II focused on the inevitable exergy losses due to the combustion of carbon-based fuels, 
which are inherently irreversible and the primary source of CO2 emissions. To this end, an additional 
screening process was incorporated into the CEP analysis to address the inevitable exergy losses in 
combustion processes, using methods to replace or modify the existing combustion process. This screening 
step considers the temperature level at which the process requires energy and the possibility of minimizing 
combustion exergy losses through two options: (i) switching to electrified process heaters for process heating 
requirements >1,000°C (depending on heating element properties38); or (ii) direct or indirect integration of 
an industrial gas turbine (GT), for process heating requirements below 800°C.  

 
38 Maximum element temperature and maximum watt loading (W/m2) 
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Direct electrification via heating elements enables uniform and controllable heat flux at the required 
temperature levels by converting electricity directly into heat. In contrast, the integration of gas-fired 
turbines is relatively straightforward, as the advanced materials used in the turbines enable enhanced 
utilization of fuel exergy between the adiabatic flame temperature and the turbine outlet temperature. This 
fraction of fuel exergy is typically lost in conventional process heaters and furnaces due to material 
constraints. A more detailed description of these options and their corresponding Ω-H diagram can be found 
in Section 2 of Paper II. Based on this, the merit order of process modifications starts with the screening 
step for the combustion-related exergy losses, followed by targeting process equipment in the reference 
process plant and the retrofitted decarbonization technology, spanning from the largest to the smallest 
avoidable exergy loss. Process modifications that are deemed compatible are implemented iteratively, and 
after each step, the economic performance is assessed to ensure that the exergy savings justify the required 
investment39. This approach enables the identification of a cost-optimal process configuration with minimal 
exergy losses relative to the unabated plant, with near-zero or net-zero CO₂ emissions.  

Figure 5-5 provides an overview of this framework. The steps involved in the framework are described below 
in the context of an unabated PDH plant. However, they are generalizable and applicable to other process 
plants for techno-economic comparisons of alternative process configurations with relevant decarbonization 
technologies, allowing for the determination of an exergy- and cost-optimal decarbonized process plant 
configuration. 

 

Figure 5-5: Overview of the applied methodological framework and method used, including process modeling, 
process integration, combined-exergy pinch, and techno-economic analysis, indicated with gray-dashed boxes. The 
blue boxes indicate the numeric models developed. The gray-shaded boxes indicate the evaluations of process 
modification options. Process configurations and main outputs are indicated in red and green boxes, respectively. 
The integrated process configurations are abbreviated as 'PC,' suffixed with a number, that indicates the number of 
stepwise implemented modifications. Source: Paper II 

 
39 The relationship between costs and process modifications are discussed in the Supplementary Matieral of Paper II. 
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5.2.2 Targeting minimal exergy losses towards net-zero CO2 emissions  - Propane dehydrogenation 
plant 

Figure 5-6 illustrates the decarbonized-process configurations identified using the proposed framework for 
a PDH plant. Table 5-1 summarizes the process modifications implemented in each iteration of the CEP 
analysis and the corresponding influence on the composition of the flue gas at the end of the air-regeneration 
train. A more detailed description of the process configurations and the modifications identified using the 
CEP analysis can be found in Paper II. The potential and implications of the proposed PDH process (PC2) 
are discussed in Section 5.4 of Paper II. 

 
Figure 5-6: Process flowsheet diagram of the different process configurations of the air regeneration train and the 
progression of the CEP analysis. The CEP analysis starts with the reference air-regeneration train model (REF 40, 
indicated in the red dashed box), followed by the PC1 configuration (blue-dashed box), which includes the CC plant, 
and finally, the proposed PDH configuration (PC2, indicated in green dashed box), which includes the industrial 
gas turbine, the exhaust gases of which are used as the hot-regeneration air. In this case, the existing air compressor 
and air heater function as standby units. 1 The air heater utilizes H2-rich fuel gas and natural gas at the main burners 
of the air heater under the reference conditions, REF and PC1, respectively. 2 Volatile organic compounds in the 
reactor effluent are incinerated with natural gas in the heat recovery boiler in all the configurations.3 The gas turbine 
utilizes natural gas as the primary fuel in the PC2 configuration. Abbreviations: HPS, high-pressure steam; BFW, 
boiler feed water. Source: Paper II.  

Figure 5-7 illustrates the technical and economic performances of the proposed process configuration 
(PC2) identified using the framework developed in Paper II. Figure 5-7a shows that integrating new 
process equipment into an unabated PDH plant for decarbonization reduces the overall exergy efficiency 
(cf. reference PDH plant and PC0), as expected. Retrofitting a CO2 capture plant to the unmodified PDH 
plant (PC0) results in a relative CO2 avoidance41 of 50%, primarily due to the higher specific regeneration 
duty at low CO2 concentrations (2.5 vol.%) and the resulting indirect CO2 emissions from natural gas-
fired boilers to maintain the on-site steam balances.   

 
40 In the reference air-regeneration train, the air heater utilizes hydrogen-rich fuel gases recovered from the propane dehydrogenation 
plant (without a CO2 capture unit). 
41 The relative CO2 avoidance (Equation 16 in Paper II) is a key technical performance indicator used to compare the different 
process configurations (air regeneration train of the PDH plant) based on the absolute amount of CO2 avoided (Equation 15 in 
Paper II) relative to the absolute amount of CO2 generated in them. 
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Table 5-1: Description of implemented process modifications and corresponding process configurations. 

Process configuration Implemented process modification 

Corresponding flue gas compositions prior 
to CO2 capture 

Main gas component vol.% 

PC0 

Straightforward retrofit of CC plant to the 
reference PDH process40 without process 
modifications. 

CO2 2.5 
O2 13.4 

H2O 11.2 
N2 (balanced) 72.9 

PC1 
Fuel switched from H2-rich fuel gas to methane, 
followed by retrofitting the amine-based CC plant. 

CO2 4.0 
O2 12.2 

H2O 9.0 
N2 (balanced) 74.8 

Proposed process 
configuration (PC2) 

Integration of industrial GT prior to the air heater. 
The GT exhaust gas is used as hot regeneration air 
in the air-regeneration train of the PDH process. 

CO2 5.5 
O2 8.9 

H2O 10.8 
N2 (balanced) 74.8 

 
Figure 5-7: a) Comparison of the exergetic and CO2 avoidance performances of the proposed PC2 plant 
configuration with those of the intermediary process configuration (PC0 and PC1). These configurations assume a 
dedicated natural gas boiler to balance the steam demand in the CO2 capture plant. The impact of grid emissions 
intensity on the overall CO2 avoided is indicated with horizontal error bars (300 gCO2/kWh), where the markers 
assume a reference grid carbon intensity of 50 gCO2/kWh. b) Economic performances of the different decarbonized 
process configurations of the PDH plant. The stacked bars indicate the cost of CO2 avoidance (CAC) in terms of 
specific CAPEX and specific OPEX. The black markers indicate the cost of CO2 captured (CAP), while the green 
and red markers denote the avoidance costs, corresponding to a specific grid emissions intensity in the range of 50–
300 gCO2/kWh, respectively. Abbreviations: CC, carbon capture; CH, charge heater; HRB, heat recovery boiler 
stack; GT, gas turbine. Source: Paper II. 
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This retrofit results in an exergy efficiency of 26%, which is six percentage points lower than that of the 
unabated PDH plant (32%). The subsequent process modification, involving a switch from H₂-rich fuel 
gas to natural gas, increased the CO2 concentrations in the flue gas (4%) and improved the relative CO2 
avoidance42 by 22 percentage points compared to PC0, although the exergy efficiency was two percentage 
points lower. This indicated that the exergy savings in the CO2 capture plant were offset by combustion 
exergy losses elsewhere in the plant. These losses resulted from increased fuel consumption due to the lower 
energy content of natural gas compared to the H₂-rich fuel gas.  

Overall, the proposed configuration (PC2) achieved the highest relative CO2 avoidance (72%) and the 
highest exergy efficiency (30%) compared to the other decarbonization configurations. Notably, its exergy 
efficiency was just two percentage points lower than that of the unabated air-regeneration train. The 
integration of the industrial gas turbine and the subsequent use of its exhaust gases as regeneration air 
resulted in three favorable outcomes. First, the CO2 concentration increased substantially prior to the carbon 
capture plant, which in turn minimized the exergy loss in the CO2 capture plant. Second, the oxygen 
concentrations prior to the CO2 capture decreased compared to those in the reference plant (Table 5-1), 
which in turn reduces the risk of solvent losses due to oxidative degradation at high O₂ concentrations. 
Third, the generated electricity would have a significantly lower carbon intensity as the CO2 capture plant 
at the end of the air-regeneration train captured emissions from both the industrial gas turbine and the air-
regeneration train. Therefore, the higher CO2 avoidance in the PC2 configuration resulted directly from the 
low-carbon electricity produced on-site, which could be exported to the grid and reduce emissions elsewhere.  

Considering the grid emissions intensity of the local energy system in which the PDH plant operates, Figure 
5-7a indicates that the proposed PC2 configuration has significant potential to increase further the relative 
CO2 avoidance owing to the low-carbon electricity produced on-site. For instance, at an EU average grid 
emissions intensity of 300 gCO2/kWh, the relative CO2 avoidance increases by 25 percentage points. This 
is indicated by the horizontal positive error bars (green) in Figure 5-7a, where a relative CO2 avoidance of 
103% was estimated, indicating that the overall CO2 avoidance exceeds the CO2 generated on-site. 
Conversely, higher grid emissions intensity lowers the CO2 avoidance achieved in the intermediary 

configurations (PC0 & PC1), due to their power consumption, as indicated by the negative error bars in 
Figure 5-7a. Other inferences from Figure 5-7a can be found in the Supplementary Material of Paper II. 

Figure 5-7b illustrates the economic performance of the proposed configuration (PC2) in comparison to 
those of the intermediary process configurations, which involve substantially diluted flue gas streams (Table 
5-1). As expected, a significant and near-linear reduction in capture costs (CAP) was observed in each 
subsequent process configuration due to the increasing CO2 concentrations and the absolute amount of 
CO2 captured on-site (economy of scale). Interestingly, the difference between these process configurations 
is more pronounced when indirect CO2 emissions and their corresponding CO2 avoidance levels are 
considered.   

 
42 Absolute residual emissions decreased by 28% with fuel switching in PC1 compared to PC0. 
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In the PC1 configuration43, fuel switching reduced the CAC by approximately 44%–46% compared with 
CO2 capture from the highly dilute flue gas stream from the unmodified PDH plant (PC0). In the PC2 
configuration, the integration of GT conferred a significant economic advantage over its counterpart 
configurations, owing to the benefits of higher CO2 concentrations, resulting in lower steam reboiler duty 
and the generation of low-carbon electricity from the turbine. The impact of grid carbon intensity on the 
CO2 avoidance costs in PC2 is both significant and contrasting compared to PC0 and PC1.  

Amine-based capture plants typically exhibit higher CO2 avoidance costs than CO2 capture costs. However, 
integrating a gas turbine into PDH plants that are operating in regions with high grid carbon intensity can 
lead to lower avoidance costs (55 €/tCO2,avo) than their corresponding capture costs (63 €/tCO2,cap). This is 
due to the CO2 emissions that are offset in the local energy system with the low-carbon electricity generated 
from the PC2 configuration. The proposed configuration achieves an overall reduction of CO2 avoidance 
cost of 58%–70% (55–71 €/tCO2,avo), as compared with the PC0 configuration (155–167 €/tCO2,avo).  

A sensitivity analysis was conducted in Paper II to evaluate the impact of energy costs on the estimated CO2 
avoidance costs. The results showed that the CO2 avoidance cost of the PC2 configuration was significantly 
influenced by electricity prices, albeit inversely, due to its low-carbon electricity production. Considering 
the full range of electricity and natural gas prices (see Table 3 in Paper II), a cost escalation factor in the 
range of 138%–621 % (Figure A2 in Paper II) would be required to obtain a CO2 avoidance cost equivalent 
to that of the PC0 configuration, where the lower bound represents a scenario with low electricity prices of 
30 €/MWh. Notably, this lower bound is higher than the proposed retrofitting cost escalation factor (20%–
105 % [36,38,137]) for newly integrated systems to account for unforeseen cost escalations due to system 
integration complexities.  Overall, the proposed PC2 configuration is comparable to the PC0 configuration 
only under low electricity price scenarios and cost escalations that far exceed the expected cost escalations 
for such systems, emphasizing its superior economic performance. 

It is important to note that these CAC estimates (Figure 5-7b) do not include additional costs associated 
with on-site processing of the captured CO2 to meet either the pipeline or sea-export specifications. These 
costs were estimated to add 8–14 €/tCO2,avo

44, with relatively lower costs for pipeline export than for export 
by sea. Assuming costs associated with long-distance transportation, intermediate and final storage could 
add up to 100 €/tCO2,cap, the CAC estimates are expected to exceed45 281 €/tCO₂,avo, 202 €/tCO₂,avo , and 
183 €/tCO₂,avo for PC0, PC1, and PC2, respectively. Nevertheless, the increasing absolute amount of CO₂ 
captured on-site with process modifications has only a weak impact on the overall trend of decreasing CO₂ 
avoidance costs towards the proposed PC2 configuration, which has the lowest estimated avoidance cost.  

  

 
43 Here, the fuel gas price is assumed to be equivalent to the assumed average NG prices (6 €/GJ). Therefore, the price difference 
between the fuel gas and the alternate hydrocarbon fuel (with H/C <4) would ultimately determine the cost reduction attainable 
with the fuel switch in the PC1 configuration. 
44 See Supplementary Material in Paper II for a detailed breakdown of the CAPEX and operational costs. 
45 Assuming an upper bound of 14 €/tCO₂,avo for on-site processing (sea-export specification) and 100 €/tCO₂,cap for long-distance 
transportation, intermediate storage, and final storage. The term exceed is used here to reflect the expected impacts of emissions and 
leakages along the CCTS supply chain, which would result in a CO₂ avoidance cost exceeding 100 €/tCO₂,cap. 
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5.3 Site-specific techno-economic analysis  

This section presents the framework developed in Paper III and its application to the steam cracker plant 
case study. Section 5.3.1 outlines the methodology for quantifying and evaluating the quantitative and 
qualitative site-specific factors, while Section 5.3.2 presents the key results from the case study. 

5.3.1 Methodological framework for incorporating site-specific factors 

The framework developed in Paper III extends the standardized techno-economic assessment (s-TEA) 
methods by incorporating site-specific factors to improve early-stage comparisons of decarbonization 
options. In particular, it supports the early identification of the most-suitable46 decarbonization technology 
for a specific industrial site by enhancing CO₂ avoidance cost estimates across the technology alternatives. 
The site-specific factors encompass spatial and time-related constraints that are contingent on the types and 
locations of unabated carbon-intensive industries.  

The developed methodological framework was generalized and, together with the tools for estimating the 
spatial footprint and CO2  interconnection cost, and can therefore serve as the basis for evaluating a wide 
array of decarbonization options in other large-scale process plants, such as pulp mills, cement plants, and 
oil refineries. Figure 5-8 illustrates the framework and the key steps involved in incorporating site-specific 
factors into standardized techno-economic assessments. These steps are: 

(i) Identify and extract the pertinent site-specific factors that are expected to influence the relative 
CO₂ abatement costs of the different decarbonization technologies for a specific industrial site, and 
categorize them as quantitative or qualitative factors;  

(ii) Quantify the site-specific factors using their respective estimation methods and tools (see Section 
5.3.1.1); 

(iii) Estimate the technology-specific cost of retrofitability (COR), calculated as the sum of all the 
quantified site-specific factors for each considered decarbonization technology (in €/tCO2,avoided); 

(iv) Calculate the site-specific cost of CO2 capture (€/tCO2,ss-cap) and avoidance (€/tCO2,ss-avo) 47.    

(v) Evaluate the qualitative factors (technology and site-level attributes) through expert elicitation 
using the retrofitability assessment matrix (see Section 5.3.1.2); and 

(vi) Compile and visualize the results from the qualitative retrofitability assessment, sensitivity analysis, 
and site-specific costs in a diagnostics diagram, so as to obtain an enhanced visual indication of the 
optimal decarbonization pathway for the selected industrial site (see Section 5.3.1.3). 

 
46 In the context of Paper III, most-suitable refers to the technology selected based on both qualitative and quantitative site-specific 
factors, while cost-optimal denotes the technology option incurring the lowest CO2 avoidance cost (compared to a non-exhaustive 
list of alternative decarbonization technologies) at a host process plant. 
47 Site-specific CO2 capture and avoidance costs are the sum of technical cost of CO2 capture and avoidance obtained from the s-
TEA method (see Figure 5-2), and the estimated cost of retrofitability in terms of €/tCO2,cap or €/tCO2,avo, respectively.   
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5.3.1.1 Methods and tools for quantifying key site-specific factors 
Industrial sites are highly heterogeneous, not only across sectors but also among plants within the same 
industry.  To account for this heterogeneity, generalized quantification methods and tools were developed 
to estimate the key quantitative site-specific factors, such as the opportunity costs associated with occupying 
available space on existing sites, energy supply costs, site-layout-dependent CO2 interconnection costs, and 
costs incurred due to forced downtime and premature decommissioning of newly installed equipment as 
consequence of being locked into the residual lifetime of the host plant.  

Essential site-specific information for quantifying these factors includes the existing site-energy system, site 
layout indicating available space and preferred placement of new technologies, maintenance schedules, and 
residual lifetimes of existing assets. The quantification methods and tools were designed to work with limited 
site-specific information from a particular site. For instance, aerial imagery using GIS tools was used to 
categorize the site layout and to identify the available space and on-site assets (e.g., stacks, tank farm, pipe 
racks, etc.).  

When detailed site-specific information is unavailable, reasonable industry-specific assumptions can be 
applied. For example, factors such as the site energy system, turnaround times, and annual maintenance 
shutdown periods can be generalized based on the industry type. Sensitivity analysis is recommended for 
time-related factors such as forced downtime and premature decommissioning due to the technology lock-
in effect, to evaluate disparities between the technologies with respect to expected cost escalations. This 
evaluation considers delays that occur during installation in the short term and deployment in the long term 
relative to the residual lifetime of the host plant. Outlined below is a brief description of the considered site-
specific factors and the methods used for their quantification. 

Opportunity costs: Figure 5-9 provides an overview of the method that was developed to quantify the 
opportunity cost of decarbonization technologies at a specific site. The opportunity cost (COC) refers to the 
cost of occupying available land with decarbonization technologies, where the alternative would be to 
continue operating the unabated process plant while incurring direct operational costs i.e., the added cost 
of emitting CO2 or alternative use of the available land for installing, at a later time, an emerging low-carbon 
production technology, that both avoids CO2 emissions and generates revenue.  

To this end, a space-value graph was created based on the process design hierarchy48 [54]. This graph used 
the plant’s total annual revenue to assign a value to the space on-site, while the process design hierarchy 
enabled a generalized categorization of site layouts of different process industries with typically large spatial 
footprints. A modified onion-diagram was introduced49, with its layers representing different plant sections. 
As the modified onion-diagram ranked the plant sections in increasing order of their value addition or 
contributions to the total annual revenue, accumulative site-specific value (SV) functions were assumed that 
represented the opportunity cost of occupying available space in different plant sections.  

 
48 Also referred to as the onion model for process design which  illustrates the sequential nature of process design, where the synthesis 
and optimization of design parameters in the reactors section are prioritized, followed by the subsequent layers of the onion diagram, 
to obtain a complete design [164]. 
49 Adapted to illustrate the increasing order of accumulative value additions or contributions to the total annual revenue of the 
process plant. 
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Figure 5-8: Overview of the framework methodology applied in Paper III to enhance the comparative analysis of the 
different decarbonization pathways, incorporating site-specific factors. The oval symbol indicates the start/end of 
the framework methodology, the parallelograms indicate input/calculated data, and the rectangles indicate methods. 
Gray-shaded shapes indicate the application of the standardized TEA method, while the blue-shaded shapes indicate 
the site-specific techno-economic analysis. Adapted from Paper III. 

To address the subjectivity related to valuing site space, this method introduced a conservative (max/min) 
approach by assuming linear (VFl) and non-linear (VFnl) site-specific value functions50

, indicated with red 
and blue lines in Figure 5-10, respectively. These functions represent a plausible range of value-addition 
from each plant section to the total annual revenue. The space-value graph was complemented with a merit 
order for space utilization to determine where decarbonization equipment could be placed on-site at an early 
assessment stage. The merit order was ranked based on the available space within an existing process plant 
and its type, i.e., brownfield or greenfield areas. Unoccupied brownfield areas were prioritized first, followed 
by brownfield areas with redundant units (after removal/rearrangement) and finally greenfield areas. Based 
on the determined placement of decarbonization equipment within the plant and their estimated spatial 
footprints51, the opportunity cost was calculated as the revenue forgone over the host plant’s lifetime as 
shown in Equation 8. This cost also accounts for the emissions cost avoided following the installation of the 
decarbonization technology during the same period.  

 
50 The linear SV function sets the maximum, while the non-linear SV function sets the minimum. The linear SV function implies 
that all plant sections are valued equally by the plant owner, whereas the non-linear function represents the exponentially increasing 
land value as one progresses from the outer layers of the modified onion-diagram towards the inner plant sections. The gradient of 
the exponential function depends on the type of process plant, as the physical footprint of its core production units (reaction section) 
and their relative contributions to total annual revenue are expected to vary between plants. 
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The net present value method was used to discount the cumulative forgone annual revenue and avoided 
emissions costs for the remaining lifetime of the host process plant, as these cash flows are not realized until 
the end of a specific year of decarbonized operation.  

Site-layout-dependent interconnections: Figure 5-9 illustrates the site-layout-dependent CO₂ 
interconnections, including the flue gas ductwork, solvent lines, and CO₂ pipelines, for post-combustion 
CO2 capture within the plant boundaries. This example highlights how CO₂ network configurations can 
vary depending on site-layout constraints. To enable quantification of these interconnection costs, a 
simplified local CO₂ network cost estimation tool was developed in Paper III. This tool was based on the 
network design hierarchy introduced by Berghout et al. [138], which was used to determine the design and 
technical specifications of each component in the local CO₂ transportation network.  

The main inputs to the network design calculations were the operating pressure and temperature of the 
pipeline, along with the flow rates and physicochemical properties of the transported gas or liquid. These 
costs were subject to limitations imposed by the site layout, for which an optimal network route within the 
plant boundary of the case study plant was determined using aerial images and additional site-specific 
information, such as the space available within the plant for accommodating and installing CO2 capture 
equipment. The resulting site-layout-dependent interconnection costs are incurred as CAPEX during 
construction and expressed as the total specific CO2 network costs (Cnetw,€/tCO2,avo), normalized to the 
technology-specific annual CO2 avoidance achieved. 

 

Figure 5-9: Illustrative example of the site-layout-dependent CO2 interconnections for transporting CO2 from 
single-point source emissions to the plant fence at space-constrained sites, adapted from Roussanaly et al. [139], 
where additional interconnection configurations for multiple-point source emissions can be found. 

 
51 In Paper III, a spatial footprint estimation tool was developed to estimate the space required for installing an amine-based CO2 
capture plant, including compression and liquefaction units, at a specific site based on the flue gas properties, i.e., flue gas flow rate 
and CO2 concentration. The tool uses publicly available data (e.g., FEED reports) for the area requirements of Post-CCS plants to 
derive correlations between the spatial footprint and flue gas properties. Further details are provided in the appended paper. 
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Figure 5-10: (a) Categorization of the site layout of a process plant based on the process design hierarchy [140] and 
(b) its representation on the space-value graph, which represents the different plant sections from the onion diagram. 
Note that all gray-shaded layers in the diagram shown in subplot (a) are assumed to have equal areas and are arranged 
in subplot (b) in increasing order (from left to right) based on their cumulative value addition or contribution to the 
total annual revenue of the process plant. The dashed vertical line indicates the categorization of available or allocated 
space for future expansion as brownfield and greenfield areas. Red and blue lines indicate the linear and non-linear 
space value functions. Overview of calculation procedure for estimating opportunity cost of occupying space 
available on-site with DTs that is dependent on its layout configurations – c) consolidated configuration (all DTs 
in one plant section), and d) fragmented configuration (distributed placement of DTs in multiple plant sections). 
Figure 14 in Paper III shows the outcome of the applied method to the steam cracker plant. Abbreviations: SF – 
spatial footprint, AR – annual revenue, VF –value function, seg–segment.  
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Forced downtime: The cost of forced downtime (CFD) was quantified as lost revenue (M€), corresponding 
to the time for which a process plant is shut down, assuming that integration of decarbonization technologies 
renders the host process plant non-operational beyond the timeframe of the scheduled maintenance 
shutdown. Depending on the year of operation and the type of industry, this timeframe could last up to 2–
4 weeks in a regular year and 1–3 months in a turnaround year. Given that it is rather challenging to foresee 
commissioning delays, a sensitivity analysis was performed to assess the potential revenue losses from the 
forced downtime. These costs were accounted for as CAPEX during the construction of the decarbonization 
technology, and were normalized to the technology-specific annual CO2 avoidance so as to obtain the 
specific cost of the forced downtime. In Paper III, Figure 16 illustrates the sensitivity of forced downtime 
costs to the plant stoppage or downtime duration. 

Cost of premature decommissioning (lock-in effect): Figure 5-11 illustrates an example of how delayed 
adoption or deployment of CCS relative to the lifetime of the host process plant can lead to cost escalations. 
The lock-in effect of the decarbonization pathway, with its host process plant, was demonstrated with the 
capital recovery factor applied to its total capital requirement, where the operational lifetime of the 
decarbonization technology (DTOLT) was assumed to be equal to the residual lifetime of the decarbonized 
process plant (where DTOLT<DTELT), in order to obtain the cost of premature decommissioning (CPD). 

 
Figure 5-11: Illustrative example of delayed adoption/deployment of CCS relative to the lifetime of the host process 
plant. Each vertical gridline corresponds to a five-year operation period. Figure abbreviations: Y0 –Year of process 
plant construction, Y1 – First year of plant operation, Ymo –Scheduled major overhaul year, Ycy – Current year of 
operation, Ydy – Planned year of commissioning of decarbonization equipment, Yey – Scheduled process plant 
decommissioning year, Yex_ey –Extended plant decommissioning year with reinvestments, DTELT – Economic lifetime 
of the installed decarbonization technology, DTOLT –Expected operational lifetime of the decarbonization 
technology, DTRLT – Residual economic lifetime of the decarbonization technology. 
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In contrast, a decarbonization technology with the possibility to operate as a stand-alone process plant, such 
as the Pre-CCS pathway, is not considered to be locked into its host process plant. Therefore, the operational 
lifetime of the newly installed equipment could be assumed to be equal to its design lifetime. However, the 
timing of the deployment becomes critical for the alignment of the design lifetime of the equipment and 
the residual lifetime of the host plant. Figure 5-12 shows the results of applying this method to the steam 
cracker plant case study, visualizing how CO2 capture costs and avoidance costs escalate with delays in the 
installation and deployment of decarbonization technologies that tend to be locked into their host plant. 

 
Figure 5-12: CO2 avoidance cost escalation (CPD_total) due to premature decommissioning relative to the residual 
lifetime of the steam cracker plant. Red solid line – scheduled decommissioning year of 2045 (Yey ~2045); Red dashed 
line – extended decommissioning year (Yex_ey~2053); Black dashed lines – turnaround years that occur every six years. 
Figure abbreviations: Ydy – CCS deployment year, Y’dy – Synchronized deployment with turnaround year, which 
enables full utilization of CCS design lifetime until Yex_ey. 
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Cost of energy supply options and their emissions intensity: The site energy system varies across industrial 
plants due to differences in the feedstock slate and fuel mix at the site, whereas the electricity source and 
associated emissions intensities depend on the location of the plant. Therefore, energy supply costs and 
emissions intensity represent additional site-specific factors that could influence the equivalent CO₂ 
avoidance52, and, in turn, affect the technology-specific cost of CO₂ avoidance. To capture this uncertainty, 
a two-way sensitivity analysis was conducted to assess the impact of indirect CO₂ emissions on the equivalent 
CO₂ avoidance, as well as the variation in CO₂ avoidance costs in different energy supply cost scenarios for 
the decarbonization technologies considered. Additional details and the calculation procedures can be found 
in Paper III. 

Cost of retrofitability: The cost of retrofitability (CCOR) was defined as the sum of all the quantified site-
specific cost factors, which excluded the technical cost of CO2 avoidance from the s-TEA method, as shown 
in Equation 5. The site-specific cost of avoidance (CACsite-specific) was then calculated as the sum of the cost 
of retrofitability and baseline avoidance cost estimates obtained from the s-TEA method (CAC, Equation 
4), as shown in Equation 10.  

Cost of retrofitability (CCOR) =  COC + Cnetw + CFD + CPD  �
€

tCO2,avo
�  (9) 

Site − specific cost of CO2 avoided �CACsite−specific� = CAC + CCOR  �
€

tCO2,avo
�  (10) 

5.3.1.2 Retrofitability assessment matrix 
To evaluate factors that may support or hinder the integration of decarbonization technologies at a specific 
industrial site, Paper III introduced a qualitative retrofitability assessment matrix. This approach involved 
expert elicitation on factors such as dependence on external energy supply, reliance on external infrastructure 
(electricity grid, CO2 pipelines), sensitivity to fuel and electricity prices, complexity of system integration, 
adaptability to future feedstock switches, availability of resources, alternative utilization of CO2 capture 
equipment, and the feasibility of achieving 100% carbon recovery for CO2 utilization pathways.  

The retrofitability assessment matrix incorporates generalized definitions for each qualitative factor, which 
are applicable to any unabated process plant of interest (see Supplementary Materials in Paper III). The 
expert elicitation on site-specific factors involved a qualitative assessment based on their perceptions of the 
expected impact of a certain decarbonization technology on the host process plant. Each site-specific 
qualitative factor was assigned a 0–1 impact score. An impact score of 1 indicated that the evaluated factor 
has a higher overall impact on the host plant, implying more severe perceived risks and unforeseen costs, 
while a score of 0 indicated a lack of impact on the host plant.  

 
52 Equivalent CO2 avoidance is defined as the amount of CO₂ avoided relative to the host plant (see Equation 3 in Paper III). 
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5.3.1.3 Combining quantitative and qualitative site-specific factors 
A diagnostic diagram, presented as a spider plot with a scale of 0–1, combines the outcomes for the 
quantified site-specific factors, sensitivity analysis, and the retrofitability assessment matrix. A broader spread 
in the spider plot for a decarbonization technology indicates a sub-optimal choice, as compared with other 
options depicted in the same plot. The spider plot serves the purpose of comparing factors that are not 
directly comparable with one another and are not, per se, the primary determinants for selecting a cost-
optimal decarbonization technology. No weighting factors were applied for the case study in Paper III. 
However, weighting factors could be assigned to the individual qualitative site-specific factors deemed 
important for other industrial sites. The calculation method used for plotting the site-specific factors in the 
diagnostic diagram is detailed in Paper III. 

5.3.2 Impact of site-level constraints on the technology choice and CO2 abatement costs – Steam cracker 
plant 

Figure 5-13 illustrates how the baseline CO2 avoidance cost estimates derived from the standardized TEA 
method (gray bars) can escalate when site-specific cost factors (red solid floating bars) are added. These 
resulting in the site-specific costs of avoidance for the Post-CCS (blue) and Pre-CCS (green) pathways 
considered for the steam cracker plant case study in Paper III. These cost escalations are estimated according 
to the set of baseline site-specific assumptions (Table 6 in Paper III), to illustrate the differences in a 
conservative manner. To capture the full scope of the expected cost escalation beyond these assumptions, 
Paper III presents a sensitivity analysis of each site-specific factor.  

 
Figure 5-13: Site-specific cost of CO2 avoidance for (a) Post-CCS and (b) Pre-CCS pathways. Note that the 
average value of opportunity costs (estimated for different space-value functions) was taken here, with the 
baseline assumptions listed in Table 6 in Paper III. Including additional costs for CO2 transportation and final 
storage (104 €/tCO2 [40]), the total CO2 avoidance costs amount to 243 €/tCO₂ for the Post-CCS pathway and 
208 €/tCO₂ for the Pre-CCS pathway. Figure abbreviations: s-TEA – standardized TEA, COC – Opportunity 
cost, Cnetw – CO2 network costs, CFD – Forced downtime costs, CPD – Premature decommissioning costs due to 
technology lock-in effect. Source: Paper III.  
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The forced downtime has by far the strongest impact on the site-specific CO2 avoidance cost, followed by 
the opportunity costs of space available on-site and the technology-specific lock-in effect in relation to the 
residual lifetime of the case study plant. Accounting for avoided CO2 emissions, the cost difference between 
the two decarbonization alternatives widens significantly, as shown in Figure 5-13a–b. The site-specific 
avoidance costs increase by roughly 47% and 35% for Post-CCS and Pre-CCS (139 €/tCO2,avo and 104 
€/tCO2,avo) from their respective baseline CO2 avoidance cost estimates of 94 €/tCO2,avo and 76 €/tCO2,avo.  

This difference is primarily due to the technology-specific characteristics of the Pre-CCS pathway, which 
utilizes a relatively smaller space on-site and remains unaffected by the lock-in effect, as the newly installed 
process equipment can be run as a standalone hydrogen production plant that utilizes natural gas from the 
grid. Although the Pre-CCS pathway entails higher installation complexity53 and has a higher probability of 
forced downtime, the incurred cost escalation remains lower than the estimated CFD for the Post-CCS 
pathway, owing to the significantly higher level of CO2 avoidance achieved with the Pre-CCS option. With 
the inclusion of site-specific factors, the relative differences in the CO2 avoidance cost estimates between the 
two decarbonization options increase from approximately 20% with conventional TEA methods to 29% 
with the site-specific TEA method.  

 
Figure 5-14: Diagnostic diagram combining quantitative site-specific factors (cost of retrofitability, spatial footprint, 
and sensitivities to fuel and electricity prices) with the results of the qualitative retrofitability assessment obtained 
through expert elicitation for the steam cracker plant. The averaged values of the expert elicitation on qualitative 
factors are plotted. Source: Paper III. 

 
53 For revamping the existing fuel gas system and replacing or modifying burners to enable hydrogen firing in existing cracker 
furnaces. 
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Figure 5-12 shows the diagnostic diagram that combines the quantitative site-specific results with a 
qualitative assessment of the site-specific factors, so as to obtain an enhanced indication of the optimal 
decarbonization technology for the case study plant. Based on expert elicitation, qualitative factors such as 
flexibility to adapt to future feedstock switches, resource availability, alternative use of CO2 capture 
equipment, the possibility of achieving 100% carbon recovery towards CO2 utilization pathways, cost of 
retrofitability in terms of CO2 avoidance, spatial footprint, and reduced sensitivity to fuel prices generally 
favor the Pre-CCS process. In contrast, factors such as system integration complexity, sensitivity to electricity 
prices, dependence upon external energy supply, and reliance on external infrastructure favor the Post-CCS 
process. Utilizing the diagnostic diagram, the Pre-CCS option, with an average score of 0.47 (showing a 
narrower spread on the diagnostic diagram), was determined to be the preferred decarbonization alternative 
over the Post-CCS pathway (average score, 0.59), implying relatively higher risks related to technical and 
economic uncertainties.  

5.4 Integrated hydrogen production systems 

This section presents the framework developed in Paper IV and its application to the steam cracker plant 
introduced in Section 3.3.3, with an expanded scope, as detailed in Section 3.2.4. Section 5.4.1 describes 
the framework, while Section 5.4.2 presents the key results that illustrate the impact of site- and price-
specific conditions on the integrated hydrogen production system and compares its performance with that 
of standalone systems. 

 
Figure 5-15: Overview of the framework methodology applied in Paper IV. Red indicates inputs, green indicates 
outputs, and the blue boxes represent the numerical models developed and the scenarios investigated in this work.  
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5.4.1 Methodological framework for cost-optimal design and operation of an integrated hydrogen 
production system under site constraints and energy market uncertainty 

In Paper IV, the framework combines steady-state process modeling, process integration, and cost 
optimization methods to determine cost-optimal hydrogen supply strategies through the integrated 
hydrogen production system within a petrochemical cluster, as illustrated in Figure 5-13. At the core of the 
framework is a mixed-integer linear programming (MILP) model that was formulated as an investment and 
dispatch model designed to optimize the technology mix and hourly hydrogen dispatch strategy. The model 
minimizes the total system costs (TSC), while being subject to a set of technical, operational, and site-specific 
constraints. The key constraints are grid transmission capacity, ammonia tank capacity, fuel gas availability, 
minimum load limits, and ramp rate restrictions. A complete model description, including the 
nomenclature, input data, and related assumptions, can be found in the Supplementary Material of Paper 
IV. Although this framework was demonstrated using a steam cracker plant in Paper IV, it can be applied 
to other industries or industrial clusters that have significant hydrogen demands. The key steps of the 
framework are as follows: 

i) Select a set of complementary hydrogen production technologies that are appropriate for the site. The 
selection should be guided by both the specific constraints of the selected site and technology-specific 
attributes, such as energy efficiency, ramping limits, operational range, and costs. Most importantly, 
complementary technologies are recommended, as they can help to balance the trade-offs between 
cost, combining operational flexibility and energy dependence. This may involve combining fast- and 
slow-ramping technologies, electrified options with those requiring additional fuels or feedstocks, and 
technologies that rely on domestic supply with those that are dependent upon imports.  

ii) Evaluate opportunities for shared infrastructure and material integration. Hydrogen production 
technologies may exchange utilities such as fuel gas, steam, and byproducts (e.g., oxygen), through 
integration with the site energy system. In Paper IV, the hydrogen production technologies were 
modeled to establish their mass and energy balances and integrated with the steam network of the 
steam cracker plant, whereby surplus on-site steam and steam recovered from newly installed 
equipment were used to supply the steam generator of the SOEC. Such integration can reduce the 
overall system costs by offsetting utility demands through internal resource use. 

iii) Estimate the current or future hydrogen demand for a specific industry or its surrounding cluster, 
depending on the scope of the assessment. Low-emissions hydrogen can replace existing gray hydrogen 
or be used as fuel in furnaces and process heaters. Current demand can be estimated based on existing 
on-site gray hydrogen use (e.g., in refineries) or the fired duties of furnaces and heaters54. Since most 
CO₂ emissions in clusters originate from fuel gas combustion, any byproduct fuel gas not used for 
hydrogen production or export would otherwise require CO₂ capture. Accordingly, the future 
hydrogen demand can be approximated as the amount required to convert all the captured CO₂ into 
a single end-product (e.g., methanol), representing a high-demand scenario for hydrogen use in the 
cluster. 

 
54 If gray hydrogen is currently produced from internal byproduct fuel gas rather than natural gas, replacing it with low-emissions 
hydrogen may require repurposing of the fuel gas as feedstock or its export. This may involve recovering hydrogen using pressure 
swing adsorption (PSA) to reduce the internal hydrogen demand, and purifying the remaining hydrocarbon tail gas to meet natural 
gas grid specifications. 



5. Developed methodologies and case study applications   

67 
 

iv) Identify the relevant site-specific constraints and assign reasonable lower and upper bounds for each 
constraint in order to develop site-level scenarios55. Constraints such as grid transmission capacity, 
ammonia storage capacity, and fuel gas availability were considered in Paper IV. However, these can 
be adapted to the selected technologies and extended to include additional factors, such as on-site 
space availability (accounting for technology-specific spatial footprints).  

v) Define two extreme price scenarios, i.e., low-price and high-price conditions, by setting each economic 
parameter56 to its respective lower and upper bounds. These scenarios establish plausible cost ranges 
(LCOH and OHSC) for the considered hydrogen production technologies as standalone systems or 
integrated systems under various site conditions.  

vi) Conduct a combined scenario and sensitivity analysis by varying the site-specific constraints and price 
scenarios. A structured scenario matrix based on a full factorial design can be used to estimate the 
impacts of site conditions on system costs and OHSC. For example, in Paper IV, the grid capacity 
and fuel gas availability were mapped along the x- and z-axes, while ammonia storage was varied at 
two discrete levels along the y-axis (see Figure 5-14). Based on this plot, one can identify plausible cost 
ranges for the optimized configuration of the integrated system, or conversely, determine the site and 
price conditions required to achieve the lowest system costs and corresponding OHSC. 

vii) Formulate or adapt the MILP optimization model in Paper IV to determine the cost-optimal 
technology mix and dispatch strategy, based on the defined site-specific constraints and price 
scenarios. 

viii) Evaluate the impacts of electricity and methane pricing structures, along with the possibility for 
hydrogen export, on the operation of the integrated system. First, select a plausible future site 
condition (i.e., a specific combination of site-specific constraints) and determine the optimal system 
configuration under the baseline price conditions. Then, fix this configuration and run the 
optimization model for combinations of different pricing structures and export options, to evaluate 
the trade-offs between price certainty (e.g., through PPAs) and flexible operation (for details, see 
Section 4.2.3 in Paper IV). 

ix) Compare the hydrogen production technologies used as standalone systems with the optimized 
configurations of the integrated system that were identified by considering site-specific constraints. In 
Paper IV, this comparison is illustrated using a two-dimensional plot, where the y-axis shows the 
estimated LCOH or OHSC ranges, the primary x-axis represents total annual system cost (M€/y), 
and a secondary x-axis relates these system costs to the corresponding CO₂ abatement costs (€/tCO₂). 
In this plot, the degree of overlap between the optimized integrated system configurations (represented 
as markers) and the standalone systems (shown as shaded regions) indicates their relative cost 
competitiveness57.  

 
55For example, the lower bound could represent current site conditions, while the upper bound could be based on reasonable 
assumptions or projections in relation to price (see Table 2 in Paper IV). 
56 For example, electricity, ammonia, fuel gas, EU ETS emissions allowance price (see Table 1 in Paper IV). 
57 Note that standalone systems are evaluated independently of site-specific conditions, whereas the integrated systems are evaluated 
considering the site-specific constraints. When a standalone system appears to outperform an integrated system, it is important to 
consider whether the corresponding site conditions are realistic in the near term or align with targeted emissions reduction 
trajectories. Conversely, when the integrated system performs better than the standalone systems, this may reflect favorable site 
conditions, such as increased availability of byproduct fuel gas, which are not accounted for in the fixed baseline assumptions of the 
standalone systems. 
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x) Derive an indicative stepwise deployment strategy in which each technology is deployed based on the 
technology-specific CO2  abatement cost estimates relative to EU ETS emissions allowance price 
projections. A more detailed and robust deployment strategy could be derived if the site and price 
factors are known with greater certainty, e.g., ammonia prices (through long-term contracts), fuel gas 
availability, grid capacity, renewable electricity prices (e.g., via PPAs), and the potential for hydrogen 
export based on expected offtake prices.  

5.4.2 Techno-economic performance of integrated hydrogen production system and stepwise 
deployment strategy 

5.4.2.1 Impacts of site- and price conditions on hydrogen production costs 
Figure 5-14 illustrates the impacts of site-specific constraints such as ammonia tank capacity, grid 
transmission capacity, and the availability of byproduct fuel gas on the optimal system configuration, 
comprising SOEC, AC, and ATR-CCS, under low-price (Figure 5-14a) and high-price (Figure 5-14b) 
conditions.  

 
Figure 5-16: Impact of site-specific factors on the on-site hydrogen supply costs (€/kgH2) under (a) low-price and 
(b) high-price conditions, accounting for offsets from repurposing or exporting methane recovered from the fuel 
gas. The optimal system configurations at the minimum and maximum estimated OHSC in the top and bottom 
planes of each subplot are annotated as SOEC/AC/ATR in MW, indicating the installed capacities of each 
technology (see Figure S.3 in the Supplementary Materials of Paper III). Note: the OHSC scales differ between the 
two subplots. 

The scenario analysis reveals two clear trends. First, access to more fuel gas increases the potential for 
methane export, which results in a significantly lower OHSC. For instance, under low-price conditions 
(Figure 5-14a), the LCOH was in the range of 3.0–3.7 €/kgH2, while the OHSC was in the range of 2.0–
3.1 €/kgH2. This offset was even more pronounced under high-price conditions (Figure 5-14b), whereby 
the LCOH range is 5.6–7.9 €/kgH2 and the OHSC range is 1.2–5.7 €/kgH2. Second, the optimal installed 
capacities remained relatively consistent under low-price conditions, whereas high-price conditions led to 
notable changes in the system configuration with increasing hydrogen production costs (see Figure S.3 in 
Paper IV). These shifts reflect how site limitations constrain technology selection, often favoring 
technologies with higher hydrogen production costs.  
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Under low-price conditions (Figure 5-14a), ATR-CCS dominated the optimal system configuration. 
However, its installed capacity was strongly influenced by the availability of on-site ammonia storage, leading 
to the installation of larger ammonia crackers. When both ammonia storage and grid transmission capacities 
were limited, the integrated hydrogen system shifted towards reformer-dominated configurations, regardless 
of the energy price. These configurations typically relied heavily on internal methane use, thereby limiting 
the system’s ability to export methane. In contrast, when at least one of the two capacities was available, 
methane export was consistently favored. 

When sufficient ammonia storage was available (~312 GWh), ammonia cracking emerged as the dominant 
hydrogen supply option, meeting 97% of the demand. The remaining 3% was supplied by the SOEC. In 
this case, the shift towards ammonia cracking was driven by the potential to reduce TSC through the export 
of byproduct methane in the integrated system configuration. Unlike the standalone ATR-CCS systems, in 
which methane is repurposed as feedstock without incurring any additional cost, the optimized model treats 
methane use as a cost to ensure fair comparison. This reflects the opportunity cost of using methane 
internally rather than increasing the capacities of other technologies and exporting the methane. 

Under high-price conditions (Figure 5-14b), the highest OHSC (>5.3 €/kgH2) was observed in those 
scenarios in which both grid transmission capacity (100 MW) and fuel gas availability (250 MW) were 
limited. SOEC dominated the optimal configuration when the grid transmission capacity exceeded 260 
MW. Below this threshold, ammonia cracking replaced SOEC as the dominant source to meet the hydrogen 
demand and minimize the TSC through methane exports. Although ammonia cracking exhibited the 
highest LCOH (8.4 €/kgH2) among the three technologies under high-price conditions (see Figure 3 in 
Paper IV), this shift was primarily driven by the high price for methane (90 €/MWh), which made exporting 
methane more favorable economically than using it as a feedstock for ATR-CCS. Furthermore, when the 
transmission capacity exceeded 420 MW, the optimal configuration consisted exclusively of SOEC, and 
nearly all the methane was exported to minimize the TSC, which also corresponded to the lowest LCOH 
across all the scenarios shown in Figure 5-14b. However, this configuration remains optimal only under the 
assumption that byproduct methane can be exported year-round at prices that are consistently around 
90 €/MWh, as SOEC is not the least-cost option as a standalone system (see Figure 3 in Paper IV). 

5.4.2.2 Comparison of standalone and integrated hydrogen production systems 
Figure 5-15 compares the performances of standalone and integrated hydrogen production systems under 
varying site and price-specific conditions. It presents their relationships to the TSC, levelized cost of 
hydrogen (LCOH), on-site hydrogen supply costs (OHSC), and CO₂ abatement costs. The estimated 
LCOH and OHSC ranges for standalone systems (from Figure 3 in Paper IV) are plotted against their 
corresponding TSC values, depicted as solid and hatched shaded regions, respectively. In Figure 5, the 
markers (○) indicate the optimal system configurations (from Figure 5-14). Furthermore, Figure 5 illustrates 
the relationship between the TSC and the corresponding CO₂ abatement costs. The three vertical dashed 
lines indicate the EU ETS allowance price projections, modeled in Ref. [141]. Detailed inferences drawn 
from the results shown in Figure 5-15 can be found in Paper IV. Here, the key observations are summarized.  
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Figure 5-17: Comparisons of the standalone and optimal system configurations under different site and price 
conditions and their relationships to the total system costs, levelized cost of hydrogen, on-site hydrogen supply costs, 
and CO₂ abatement costs. Standalone systems are shown as shaded regions, with diagonally hatched areas indicating 
costs that account for the offsets from repurposing or exporting methane. Optimal system configurations are 
represented by markers, where filled markers indicate limited ammonia storage (26 GWh), and unfilled markers 
indicate a larger storage capacity (312 GWh). 

Standalone configurations: Among the standalone systems evaluated, ATR-CCS consistently achieved the 
lowest system cost and CO₂ abatement cost (172–272 €/tCO2), making it the most viable option in the 
near term. In contrast, the SOEC and AC systems exhibited prohibitively high abatement costs (348–467 
€/tCO2), even when accounting for methane offsets, which implies that, as standalone systems, these 
technologies are not economically attractive for steam cracker plants, as they would likely require EU ETS 
allowance prices higher than 300 €/tCO₂, which are not expected until after 2044 based on current 
projections [141].  
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Integrated configurations: Three key observations can be made regarding the data in Figure 5-15. First, 
integrated systems largely remain comparable with ATR-CCS, in terms of OHSC, and to a lesser extent 
with AC and SOEC, as evidenced by the markers overlapping with the shaded regions. This indicates that, 
should site limitations restrict the deployment of a standalone ATR-CCS, the integrated system would 
become the next viable option, provided that a combination of favorable site and price conditions is 
established. Second, a majority of the integrated system configurations lie below the lower bounds of the 
standalone system cost ranges. This is due to the broader sensitivity range assumed for fuel gas availability 
in the scenario analysis (250–500 MW), which exceeds the fixed methane export potential for standalone 
systems (~278 MW). This enables more fuel gas to be exported when sufficient transmission capacity 
(>260 MW) is available for deploying larger SOEC units, which reduces the OHSC. Third, the availability 
of ammonia storage capacity has a negligible impact on the overall costs indicated by the close proximity of 
filled and unfilled markers in Figure 5-15. This is primarily due to the limited installed capacities of 
ammonia crackers in most of the scenarios (see Figure S2 in Paper IV).  

Overall, the lowest costs are expected when a combination of favorable site and price conditions is in place. 
Favorable site conditions include: (i) increased availability of fuel gas; (ii) sufficient grid infrastructure to 
support large-scale SOEC deployment; and (iii) adequate ammonia storage to support moderately sized AC 
when the grid capacity is limited. Favorable price conditions include: (i) low electricity prices for SOEC; (ii) 
low ammonia feedstock prices for AC; and (iii) high methane prices to offset hydrogen production costs.  In 
practice, this entails securing price certainty through low-cost PPAs, securing long-term ammonia supply 
contracts, or attributing a higher value to exported methane as recycled carbon fuels (see Section 6.1.5 in 
Paper IV). Finally, given the uncertainty regarding both site- and price-specific conditions, these results 
highlight the value of clustering multiple production technologies and aligning them with site-specific 
conditions to minimize system costs and reduce the risks associated with standalone systems.  

5.4.2.3 Stepwise deployment strategy 
Figure 5-5 presents an indicative stepwise deployment strategy derived from the techno-economic 
comparisons of standalone and integrated hydrogen production systems shown in Figure 5-15. A key 
limitation of the proposed integrated system is that cost-effective implementation may require stepwise 
deployment of individual technologies, as favorable site-specific and market conditions are expected to 
emerge over time. Therefore, practical implementation must consider the order in which technologies are 
introduced, the timing of their deployment, and the ways in which deployment can be coordinated within 
the cluster.  

In this context, the choice of technology ultimately depends on the costs for CO₂ abatement relative to the 
alternative cost for emitting CO₂. The scenario analysis shows that favorable conditions for deployment of 
each technology emerge at different EU ETS allowance price levels: for ATR-CCS, ~253–621 €/tCO₂; for 
AC, ~320–977 €/tCO₂; and for SOEC, ~345–793 €/tCO₂). Excluding methane feedstock costs, ATR-CCS 
was found to be viable at allowance price levels of 115–215 €/tCO₂. Based on these estimates, the potential 
deployment sequence is likely to be: ATR-CCS initially, followed by AC, and finally SOEC.  
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Four key factors must be considered when determining the appropriate timing of the deployment. First, 
recent forecasts suggest an EU ETS allowance price range of 77–160 €/tCO₂ by Year 2030, followed by a 
gradual increase in allowance price until Year 2039, with a more pronounced rise expected in the early to 
mid-2040s [141,142]. This indicates that, for the considered technologies, economic feasibility may not be 
achievable until the latter part of the 2030s. However, ambitious emissions reduction targets could prevail 
over EU ETS allowance price signals as the primary driver of deployment timing. Second, considering 
planning and construction lead times (3–5 years), deployment must begin early enough to ensure that each 
technology is operational when the EU ETS allowance price levels match their estimated abatement costs. 
Third, while this timeline allows for the scaling up of critical infrastructure, only three scheduled 
turnarounds at the cracker plant are expected before Year 2045, thereby limiting the integration 
opportunities without operational disruptions. Finally, policy-related uncertainties must also be considered, 
especially concerning the future classification of exported methane as a recycled carbon fuel. 

 
Figure 5-18: Indicative stepwise deployment strategy for a steam cracker plant within a petrochemical cluster, 
aligned with the projected EU ETS price evolution (red curves), emissions reduction targets (black dashed curve), 
and scheduled turnaround years (pink markers). Two EU ETS allowance price trajectories are shown: one assuming 
the remaining allowances in the Market Stability Reserve (MSR) are not reinjected (red dashed curve), and one 
including their reinjection after the phase-out of free allowances in 2034 (red solid curve), based on Ref. [141]. 
Technologies evaluated in this work are indicated with solid-shaded boxes, while technologies such as electrified 
crackers and plastics recycling, which could be deployed in parallel but are outside the scope of this work, are shown 
with dashed boxes. Note that the figure is illustrative and not drawn to scale. 

In the short-to-medium term (2028–2034), ATR-CCS systems could be deployed due to their relatively 
low abatement costs (115–215 €/tCO₂), which fall within the projected EU ETS allowance price ranges 
during this period. The actual deployment of such systems will depend on the availability of a CO₂ transport 
and storage infrastructure. The installed capacities would have to be determined based on the trade-off 
between the cost savings from methane exports and the emissions reductions achieved through ATR-CCS 
during this period. In general, larger ATR-CCS systems are more favorable, as they benefit from economies 
of scale and have a stronger capability to accommodate the anticipated increase in on-site fuel gas availability 
through cracker electrification or plastic waste recycling. 
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In the medium term (2034–2040), alternative hydrogen production technologies must be deployed and 
operational before the final scheduled turnaround in Year 2040. The technology selection will largely depend 
on the prevailing market conditions, the availability of renewable electricity, and access to sufficient grid 
transmission capacity. In principle, if cheap renewable electricity with sufficient transmission capacity 
becomes available, direct electrification of cracker furnaces should be prioritized. However, if direct 
electrification of existing crackers is proven to be technically unfeasible, or if the electricity and grid capacities 
do not materialize, ammonia may become indispensable during this period for its use either as a fuel or as a 
feedstock for hydrogen production. 

Beyond Year 2040, electrolyzers could be deployed as part of integrated hydrogen production systems. In 
this regard, early installation of electrolyzers would allow for extended operation alongside ATR-CCS and 
AC, enabling the synergies demonstrated in this work. Given the limitations linked to the modular scale-up 
of electrolyzer systems, investment in overcapacity may be required. Nevertheless, integrated systems with 
overcapacity tend to offer greater flexibility in terms of responding to price fluctuations while maintaining 
high capacity utilization. Alternatively, this deployment could be phased, initially targeting the remaining 
hydrogen demand at the cracker plant and thereafter expanding to meet the green hydrogen demand across 
the cluster. This would ensure a future hydrogen supply within the cluster, facilitating CO₂ utilization and 
recycling pathways towards the circular use of materials [143].  
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6 Discussion 

This chapter summarizes the results from Papers I–IV (Section 6.1), discusses the implications for the case study 
plants (Section 6.2), presents general reflections on the methodological frameworks (Section 6.3), and highlights 
the limitations (Section 6.4). 

6.1 Summary of results 

Figure 1-1 illustrates the generalized58 assessment framework that integrates the individual frameworks 
developed in this work to overcome the identified limitations of incumbent process integration and techno-
economic methods. These methodological frameworks were demonstrated through case studies of 
decarbonization in a bio-CHP plant operating in a district heating system (Paper I), a propane 
dehydrogenation plant (Paper II), and steam cracker plant (Papers III–IV).  

In Paper I, the framework highlighted the advantage of choosing CO2 capture technology that preserves the 
electric power production at future BECCS plants, which inherently offers greater product flexibility59 and 
higher exergetic efficiency. The integration of an amine-based CO2 capture technology retained 
approximately 80% of the electric power output of the unabated bio-CHP plant. Complementing this 
BECCS configuration with large-scale heat pumps on-site could enable an increase in district heating output 
by 21% compared to the unabated bio-CHP plant. Furthermore, the results showed that centralized large-
scale heat pumps could further enhance the product flexibility (heat, power, and negative CO2 emissions) 
of the future BECCS plants in the district heating system in response to fluctuating energy market conditions 
or demand levels.  

In Paper II, the framework identified a novel and cost-effective decarbonized propane dehydrogenation 
process configuration, which features an industrial gas turbine (GT) immediately upstream of the air heater 
in the air-regeneration train, and an amine-based CO2 capture plant downstream of these units (see Figure 
5-6). This integration enabled the use of the GT exhaust gases to replace the current hot air intake for the 
regeneration sequence in the reactors. This process modification resolved the two key decarbonization 
challenges inherent to the propane dehydrogenation technology: i) the highly diluted (CO2) flue gas stream, 
and ii) the high oxygen concentrations that may cause relatively high solvent losses from the amine-based 
CO2 capture process. The identified configuration enhanced fuel exergy utilization, thereby enabling the 
propane dehydrogenation process to become a net producer of low-carbon electricity. Substantial benefits 
were observed in the techno-economic analysis, primarily due to the economies of scale in the CO2 capture 
plant and the generation of low-carbon electricity that can be sold to the grid.  

 
58 Although the methodology shown in Figure 1-1 suggests a top-down approach, initiating with systems-level considerations 
followed by plant-level and site-level considerations, the methods employed within the individual methodological frameworks 
developed in Papers I–Paper IV take a bottom-up approach.  
59 The ability of the plant to vary a specific product output, in this case, heat, power, and negative CO2 emissions.  
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In Paper III, the site-specific techno-economic analysis applied to the steam cracker plant highlighted that 
the impact on current and potential future plant production has the highest impact on the total cost of 
retrofitability, followed by the opportunity cost of occupying valuable space available at existing sites. 
Considering site-specific factors of the reference steam cracker plant, the CO2 avoidance cost was roughly 
46% and 36% higher than the baseline estimates for the Post-CCS and Pre-CCS processes, respectively, 
obtained with a standardized techno-economic assessment method. Furthermore, the cost of retrofitability 
or the escalation of CO2 avoidance costs due to site-specific factors was approximately 80% higher for the 
Post-CCS decarbonization process (43 €/tCO2) than for the Pre-CCS process (24 €/tCO2), highlighting the 
varied impact of these factors on different decarbonization technologies.  

Overall, including the added cost for CO2 transportation and storage (~104 €/tCO2  [40]), the avoidance 
costs were  243 €/tCO2 and 208 €/tCO2  for the Post-CCS and Pre-CCS pathways, respectively. The 
qualitative retrofitability assessment revealed pertinent site-specific factors such as adequate access to external 
infrastructure such as the electricity grid and CO2 supply infrastructure, the flexibility to adapt to future 
feedstock switches, the importance of decoupling the decarbonization technology and the host process 
plant's residual lifetime, and the possibility of reaching 100% carbon recovery through CO2 utilization 
pathways as factors that could tip the favor from one decarbonization technology to another. 

Paper IV builds on the outcomes of Paper III, which identified hydrogen firing as the cost-optimal 
decarbonization option for the steam cracker plant, considering its site-specific factors. This work proposed 
the concept of an integrated hydrogen production system that combines multiple distinct hydrogen 
production technologies to meet demand for low-emissions hydrogen as fuel for steam cracker furnaces. The 
results showed that integrating multiple hydrogen production technologies confers significant advantages 
over standalone systems, not only in terms of economic performance but also in enhancing operational 
flexibility and system redundancy. This integrated system enabled cost reductions through flexible operation 
under varying price and export conditions, with minimal impact on the overall capacity utilization. Scenario 
analyses revealed that site-specific constraints, including grid transmission capacity, methane availability, 
and ammonia storage, significantly influenced the optimal technology mix. The scenario analysis further 
highlighted the importance of securing price certainty through low-cost, long-term contracts for system 
configurations that are dominated by a single technology. Alternatively, in the absence of price certainty, 
the risk of cost escalation could be mitigated by installing comparable or excess capacities across technologies, 
so as to enable flexible operation. In addition, overcapacity can reduce on-site hydrogen supply costs through 
hydrogen exports to other potential offtakers in the cluster. 

Together, these industrial case studies show that the technology choice for decarbonization depends strongly 
on the industrial context and the scope of assessment. For instance, the post-combustion pathway was clearly 
identified as sub-optimal in the context of a steam cracker plant. In contrast, for the propane 
dehydrogenation process, the post-combustion pathway was found to be the only practicable solution, given 
its complexity in integration with alternative decarbonization pathways, albeit at an extremely high 
abatement cost. By adopting a more detailed approach in Paper II, however, the framework revealed process 
modifications that transformed what had previously been the only practicable but prohibitively expensive 
decarbonization option into a viable solution with much lower abatement costs.  
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The cost of CO2 avoidance is a recurring economic performance indicator in this thesis (Papers II–IV). The 
wide range of avoidance costs estimated in the case studies indicates that conditions for deployment arise at 
different points in time. However, for all the considered technologies, these costs far exceed current EU ETS 
allowance prices. A key condition for their deployment is EU ETS allowance prices >200 €/tCO₂, which 
are not foreseeable until the late 2030s. This implies that, without targeted subsidies or investment support, 
near-term implementation of these identified decarbonization measures within the studied industries is 
unlikely.  

6.2 Implications 

This section presents broader implications for the industries considered as case studies in this thesis, while 
more specific implications can be found in the appended papers. 

Bio-CHP plants: Bio-CHP, and to some extent, waste-CHP plants operating in a district heating system 
could be transformed into large-scale sites for carbon dioxide removal through the integration of end-of-
pipe CO2 technology. As demonstrated in Paper I, the choice of CO2 capture technology has implications 
beyond the plant boundaries. An analysis by Beiron et al. [144], however, suggested that the choice between 
the two capture technologies is ultimately determined by trade-offs at the city energy system rather than by 
technology performance alone. Specifically, the trade-off is between reduced annual heat production (~30% 
with MEA) and increased annual electricity imports (~44% with HPC), which are strongly linked to system-
level factors such as biomass and electricity prices, as well as local conditions including grid connection 
capacity and the portfolio of production units in the district heating system. At the plant level, however, 
cost minimization through product flexibility (heat, electricity, negative emissions) ultimately depends on 
preserved electricity output and its efficient use, for example, in centralized industrial heat pumps rather 
than in flue gas compressors for HPC technology. Such cost optimization is particularly important for bio-
CHP plants, which operate relatively few full-load hours annually, making investments in such applications 
less attractive. Further implications of deploying CCS in bio-CHP plants, and the value of recovering heat 
from CCS units using heat pumps, have been evaluated in other contributions by the author [105,145]. 

Propane dehydrogenation plant: The decarbonized propane dehydrogenation process configuration 
identified in Paper II, with the lowest specific CO₂ avoidance costs, also opens the possibility of enhancing 
CO₂ avoidance through partial or complete feedstock switching from fossil-based propane to bio-propane. 
Bio-propane, typically obtained as light ends in the production of biofuels such as sustainable aviation fuel 
and renewable diesel via either the HVO route60 or Fischer–Tropsch route [146,147], could be sourced as 
feedstock for propylene production. It could also be sourced from future methanol-to-olefins plants that use 
sustainable methanol61 as feedstock, where bio-propane is obtained as a byproduct. Since these production 
routes typically have higher-value products (transport fuels), it could become economically viable for these 
future plants to sell the byproduct bio-propane [148]. Subsequent use of the produced bio-based propylene 
in a downstream polypropylene plant would, to some extent, decouple the production of carbon-based 
materials from fossil resource extraction, contributing to circular economy systems [149].  

 
60 Hydrotreated vegetable oil (HVO), also known as renewable diesel, is produced by hydrogenating and hydrocracking vegetable 
oils and animal fats using hydrogen and catalysts at high temperatures and pressures [147] 
61 Produced with captured biogenic CO₂ and renewable electricity–based hydrogen [165].  
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Furthermore, the feedstock switch could enable net-negative CO2 emissions at significantly lower costs. 
Overall, the feedstock switch would provide a cost-effective route to producing low-carbon electricity and 
bio-based propylene, with the added benefit of net-negative CO₂ emissions. However, the economic 
viability of such a feedstock switch would depend on the market price of both the bio-propane byproduct 
and the carbon removal credits in the voluntary carbon market. The combination of fuel switching and 
feedstock switching in the proposed decarbonized plant configuration would generate byproduct bio-
hydrogen that could qualify as an advanced biofuel, under the EU RED III directives [150,151], provided 
it is recovered from the fuel gas system. Finally, while the case study plant is the only facility in the EU to 
adopt the CATOFIN Lummus PDH technology, the proposed configuration is especially relevant for 
decarbonizing the substantial PDH capacity being built outside the EU [114]. 

Steam cracker plants: The case study in Paper III showed that the post-combustion CO₂ capture pathway 
is inherently limited in its CO2 abatement potential and effectively ties the economic lifetime of the capture 
plant to the residual lifetime of the steam cracker plant. In the context of steam cracker plants in the EU, 
many are at risk of closure due to overcapacity elsewhere, and most have limited residual lifetimes, with only 
a few scheduled turnarounds remaining before 2050. Therefore, synchronization of the design lifetime of 
the post-combustion CO₂ capture pathway (~20–25 years) with the residual plant lifetime would be 
required to avoid stranded assets. For the case study plant, this implies that the installation of the post-
combustion CO₂ capture pathway should start as early as 2025 and, at the latest, 2033. The post-
combustion CO₂ capture pathway is therefore not expected to play a major role in steam cracker plants. In 
contrast, the pre-combustion CO₂ capture pathway could remain relevant well beyond the residual lifetime 
of the existing cracker, as it enables continued production of blue hydrogen from natural gas supplied 
through the grid. 

The case study in Paper IV demonstrated steam cracker plants as a practical starting point for scaling up 
low-emissions hydrogen production within petrochemical clusters. In this context, several advantages were 
identified: i) using low-emissions hydrogen as a cracker fuel enables significant cost reductions through the 
export of recovered methane from the displaced fuel gas; ii) the combined possibility of hydrogen firing and 
methane exports helps to circumvent the absence of both hydrogen and CO₂ transport and storage 
infrastructure in the short-to-medium-term; iii) it avoids the need for costly hydrogen compression and 
storage systems by using hydrogen as it is produced; and iv) this approach offers the possibility to redirect 
hydrogen to preferred end-uses with higher CO₂ abatement potential, as more-efficient substitute 
technologies, such as electrified crackers, become available over time. Other implications, including the 
impact of displaced methane from the steam cracker plants on fossil fuel gas imports to the EU and the 
associated CO2 abatement, can be found in Paper IV. 
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6.3 Methodological reflections 

This section reflects on the methodological frameworks developed in this thesis, focusing on their usefulness, 
implications, and limitations. Several considerations guided their development. The urgency of 
implementing CCS, together with the changing energy and policy landscape, necessitated a reassessment of 
incumbent ex-ante assessment methods and their efficacy in identifying cost-effective decarbonization 
solutions across different industrial sectors. Earlier work in the field had primarily focused on technology 
comparisons, often through Nth-of-a-kind (NOAK) evaluations addressing ‘what-if’ and ‘what-will’ 
questions [36], without fully considering the constraints and trade-offs that shape practical deployment.  

To this end, the methodological frameworks developed in this thesis, built on incumbent process integration 
and ex-ante techno-economic assessment methods, were aimed at addressing specific limitations across 
different industrial contexts. Although technology comparison was a recurring theme in the case studies, the 
purpose was not limited to establishing the technical or economic superiority of one option over another. 
Instead, these comparisons were initially designed to address questions pertinent to specific industry sectors 
(Papers I–II) and later evolved to address shortcomings in existing methods for complex industries (e.g., 
petrochemicals) where outcomes of comparative technology assessments are strongly influenced by context 
and site-specific factors (Papers III–IV). 

In Paper I, the framework applied exergy as a figure of merit together with system boundary expansion to 
highlight differences in technical performance between two inherently different CO2 capture technologies 
in the context of a CHP plant operating within a district heating system. The method was specifically framed 
to address prevailing arguments in favor of HPC over MEA capture technology, owing to its lower energy 
penalty and higher recoverable heat that could be sold as district heating. The application of the framework 
revealed that conclusions based solely on energy as a metric within plant-level system boundaries can be 
misleading, since they fail to account for the value of preserved electricity output in terms of its utility for 
both the plant operator and the end-users in the district heating system. While valuable in highlighting this 
distinction, the framework required further generalization (as described in Section 5.1.1) to enable its 
application beyond the context of CHP plants. 

In Paper II, the framework combined exergy–pinch analysis with techno-economic assessment in an iterative 
manner to identify promising process modifications for decarbonizing a propane dehydrogenation plant. 
The motivation for this approach came from our technology prescreening, which showed that this process 
had limited compatible decarbonization options beyond end-of-pipe CO₂ capture, and even this option was 
economically unattractive due to its highly diluted flue gases. This indicated a need for a method to 
systematically identify compatible process modifications that could deliver cost reductions. To address this, 
the exergy-pinch analysis by Feng et al. [134] was adopted and combined with techno-economic analysis, 
which was iteratively performed to allow process modifications to be adopted or rejected at successive design 
stages based on their economic viability. Consequently, this framework indicated a technically feasible and 
exergy-efficient configuration that conventional piecewise-comparative analyses would have overlooked. 
While this demonstrated the usefulness of the developed framework, it is both time- and data-intensive. 
Therefore, its transferability to other industries may require tools that streamline its application. 



6. Discussion   

80 
 

In Paper III, shortcomings in standardized TEA methods were addressed by incorporating site-specific 
factors expected to influence abatement costs, and thereby the choice of technology for decarbonizing a 
given industrial site. This detailed approach was considered necessary given the many comparative TEA 
studies reporting CO₂ abatement costs within a narrow range, leaving the choice of technology to site-
specific contexts. The objective was not to reconcile early-stage cost estimates with the actual cost of CCS 
implementation at specific sites, but to provide a generalized method for systematically evaluating both 
quantitative and qualitative site-level factors. While the case study demonstrated the strength of the 
framework in providing a concrete and holistic indication of the optimal choice of decarbonization 
technology, its application also highlighted challenges with the availability of site-level data, which are 
generally not disclosed due to confidentiality. To overcome this limitation, the framework relied on certain 
assumptions and made use of open-source tools and publicly available front-end engineering design reports.  

Building on this, in Paper IV, a generalized optimization framework was developed that incorporated site-
specific constraints that reflected technology-specific barriers to deployment. This framework was less 
complex relative to the other frameworks developed in this thesis. The focus was on evaluating the potential 
for cost reductions through technology diversification, flexible operation, and leveraging integration benefits 
and short-term policy incentives that are unique to steam cracker plants. Although the developed 
optimization tool can be adapted to other industrial clusters, a key limitation is its reliance on perfect 
foresight, which does not capture uncertainties in energy market conditions and may overestimate the cost-
effectiveness of the proposed system.  

In summary, the developed frameworks and their application to different industrial case studies in this thesis 
highlighted the value of combining both broader and more detailed approaches when conducting 
technology comparisons for industrial decarbonization. Another aspect to consider is the balance between 
generalizing methods for their wider applicability and tailoring methods to ensure their relevance to specific 
industries. Together, these reflections show that while industry-specific indications are valuable, the 
implementation of decarbonization strategies ultimately depends on site-specific conditions, opportunities, 
and constraints. 

6.4 Limitations 

This section presents broader limitations of the frameworks developed in this thesis, while more specific 
limitations related to the tools and case study plants are discussed in the appended papers. The frameworks 
developed in this work were demonstrated through industrial case studies under the assumption of 
unchanged feedstock consumption, energy use, and product demand (Papers I–IV). However, it is essential 
to consider the impact of factors such as process changes at steam cracker plants, the increasing availability 
of renewable electricity, and stronger incentives for the adoption of heat pumps in district heating systems, 
among others, on the outcomes of this work. For example, the decommissioning of older cracker furnaces 
within a steam cracker plant would reduce the demand for hydrogen as cracker fuel. In such situations, the 
post-combustion CO2 capture pathway could become increasingly competitive relative to the pre-
combustion pathway, as the latter is both capital-intensive and relies heavily on economies of scale.  
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While the developed frameworks were generalized for application to other carbon-intensive industries, the 
methods and tools developed in Papers II–IV are highly adapted to the respective industrial case study, 
which makes their transferability to other industries cumbersome. In this context, the frameworks developed 
in Papers III and IV pose additional challenges as they were designed to provide site-specific indications, 
which inherently limit comparability between studies within the same industrial sector. Nevertheless, some 
broader industry-specific trends could still emerge through their application. 

The site-specific techno-economic assessment method (Paper III) primarily focused on comparing mature 
decarbonization pathways available for near-term implementation at the steam cracker plant, given their 
lower uncertainties regarding technical performance and cost structures compared to emerging process 
technologies. However, the indication of the optimal decarbonization pathway for any industrial site remains 
contingent on the number of decarbonization options compared in the assessment. Therefore, the indication 
of the pre-combustion CO2 capture pathway as the optimal decarbonization pathway should be interpreted 
in relation to the other alternative considered in the study, i.e., the post-combustion CO2 capture pathway.  

Decarbonization measures, such as direct process electrification or installation of substitute production 
technologies, are likely to affect the material and energy balances at a specific site. Take, for example, the 
electrification of a steam cracker furnace or changes to the feedstock slate of the cracker plant. Cracker 
electrification would increase the availability of fuel gas, which would have to be exported or repurposed as 
feedstock for low-emissions hydrogen production. Furthermore, it could directly impact the available excess 
heat within the plant, as demonstrated in a case study by Wiertzema et al. [32] on an oxo-synthesis plant 
with electrified syngas production. Therefore, the consequences of process changes in terms of changes to 
heat and material flows at existing sites must be accounted for in the generalized assessment framework.   
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7 Conclusions 

This thesis presents a generalized assessment framework for enhanced early-stage identification of optimal 
decarbonization pathways in carbon-intensive industries, accounting for their site-, plant-, and system-level 
contexts. This framework integrates a set of methodological approaches, each addressing specific limitations 
of incumbent process integration and comparative ex-ante techno-economic assessments. The main 
contribution of the thesis lies in the development and demonstration of this framework to varied industrial 
contexts, enabling the identification of exergy- and cost-optimal decarbonization pathways that facilitate 
decision-making toward near-term implementation.  

At the systems level, the inconsistencies between the plant owner and the end-user perspectives on the choice 
of decarbonization technologies were addressed. By extending system boundaries and applying exergy as a 
figure of merit, the framework enables a more consistent comparison of CO₂ capture technologies with 
inherently different exergy demands (Paper I).  

At the plant level, the limitation of pinch-based methods, which consider only heat transfer processes, was 
addressed by combining exergy-pinch analysis with ex-ante techno-economic assessment. This framework 
enables the identification of process modifications that maximize exergy utilization when retrofitting 
decarbonization technologies to existing unabated process plants, yielding configurations with minimal 
exergy losses and lower CO₂ avoidance costs (Paper II). 

At the site level, a site-specific techno-economic analysis method was developed to enhance early-stage ex-
ante assessment methods (Paper III). This framework reveals site-specific factors and technology-specific 
attributes that influence technology selection and provides tools to both quantify and qualitatively assess 
them through a retrofitability matrix, thereby enhancing comparative assessments of decarbonization 
technologies at specific industrial sites.  

Finally, to overcome existing deployment barriers for low-emissions hydrogen, an integrated system 
combining distinct low-emissions hydrogen production technologies was proposed and evaluated with a 
generalized optimization framework (Paper IV). This framework enables the identification of cost-optimal 
hydrogen supply configurations and system operation while accounting for site-level constraints, 
technology-specific limitations, and energy market uncertainties. This provides the basis for deriving 
stepwise deployment strategies for the timely and cost-effective introduction of hydrogen production 
technologies at petrochemical clusters. Some general conclusions can be drawn from the applications of the 
developed frameworks to industrial case studies: 

• The amine-based CO2 capture process clearly demonstrates a significant advantage over the hot-
potassium carbonate capture process for enabling BECCS, as it inherently offers greater product 
flexibility (i.e., the ability of the plant to vary the relative output of heat, electricity, and negative 
CO₂ emissions) with higher preservation of electric power output relative to the unabated bio-CHP 
plant. 

• Post-combustion CO2 capture process is the only practicable decarbonization pathway available for 
a state-of-the-art propylene production technology due to process constraints. However, 
straightforward retrofit of such plants is prohibitively expensive due to the highly diluted flue gases 
(<3 vol.% CO2).  
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• The decarbonized propane dehydrogenation configuration identified through the developed 
framework incorporates an industrial gas turbine immediately upstream of the air heater in the air-
regeneration train. This integration pre-concentrates CO₂ in the flue gases prior to entering the 
amine-based capture plant, thereby reducing energy demand for solvent regeneration, resulting in 
substantially lower avoidance costs and higher relative CO₂ avoidance. 

• The impact on current or potential production has the largest influence on the total cost of 
retrofitability. Significant cost escalation could be avoided by synchronizing CCS deployment with 
scheduled maintenance shutdowns during turnaround years to minimize the possibility of 
unforeseen forced downtime. 

• The qualitative retrofitability assessment revealed pertinent site-specific factors such as sufficient 
access to external infrastructure such as the electricity grid and CO2 supply infrastructure, the 
flexibility to adapt to future feedstock switches, the importance of decoupling the decarbonization 
technology and the process plant's lifetime, and the possibility of reaching 100% carbon recovery 
towards CO2 utilization pathways as factors that could tip the favor from one decarbonization 
technology to another. 

• The post-combustion CO2 capture pathway is not expected to play a significant role in the 
decarbonization of steam cracker plants, given its significantly lower CO₂ emissions avoidance 
performance. It is limited to a maximum equivalent CO2 avoidance of 85% while the pre-
combustion CO2 capture pathway process attains a maximum equivalent CO2 avoidance of 96%. 

• Co-location and integration of distinct hydrogen production technologies could mitigate 
deployment barriers and investment uncertainty facing low-emission hydrogen by providing 
operational flexibility and system redundancy. Through technology diversification, hydrogen 
supply at the cluster remained unaffected by limited access to renewable electricity and grid 
transmission capacity 

In summary, the generalized assessment framework can be utilized to acquire a comprehensive early-stage 
indication of the optimal decarbonization technological pathway. At the systems level, it is imperative to 
consider end-users' perspectives to avoid the selection of sub-optimal decarbonization technology and, in 
general, to achieve exergy-efficient energy systems. At the plant level, it is essential to consider modifying 
exergy-destructive operations, such as fuel combustion for high-temperature heat, with either direct process 
electrification or direct process-to-process integration of an industrial gas turbine. Finally, site-level 
considerations provide the possibility of obtaining enhanced cost estimates for different decarbonization 
technologies at specific industrial sites. These cost estimates not only provide insights into the hidden costs 
of decarbonization, often not considered in academic or advanced cost-engineering studies, but also facilitate 
informed technology selection. Moreover, integrating these enhanced site-specific cost estimates with the 
technology-specific cost of retrofitability into energy-systems level studies can improve the level of detail 
translated to higher-level analyses, such as national-level marginal abatement cost curves, or the evaluation 
of cascading cost of decarbonization pathways on the final consumers, providing critical information for 
policymakers in this domain. 
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8 Recommendations for future work 

The generalized assessment framework (Figure 1-1) developed in this thesis provides a basis for future 
comparative assessments for early-stage identification of optimal decarbonization pathways suitable for 
implementation at the studied industrial site. Given that this framework is built upon a combination of 
methodological frameworks with select industrial case studies that best highlight the limitations in existing 
process integration and techno-economic methods, future research efforts should prioritize adopting these 
frameworks across a wider range of industries.  

The reasons for this are threefold. First, this would broadly validate the relevance of the proposed frameworks 
for other industries. Second, this would enable identification of site-specific differences both within and 
between industries, as well as potentially differing perspectives between the plant owner and end-users 
regarding optimal decarbonization pathways. Third, application of the frameworks in other industrial 
contexts could potentially reveal further limitations of the developed frameworks, apart from those 
mentioned in Section 6.4, which should then be addressed to enhance the robustness of the generalized 
assessment framework. In addition to these broader recommendations, some specific directions for future 
work are outlined below. 

• The case study in Paper I demonstrated how underlying market conditions in a DH system could 
potentially favor sub-optimal decarbonization solutions at the plant level. Although such disparities 
may be inconsequential in industrial contexts with limited interaction with local energy systems, 
future efforts could focus on identifying similar disparities between plant- and systems-level 
perspectives on competing decarbonization pathways, contingent on either incumbent or proposed 
policies within this domain.  

• The framework methodologies developed in Papers III and IV could be extended to include 
emerging technologies, such as e-crackers and advanced thermochemical recycling technologies 
[117,143], as well as carbon dioxide removal technologies62 at the cluster level. Such extensions 
should be guided by the hybrid-costing method63. It is also important to ensure that key technology-
specific attributes, such as physical footprint, are available or can be reasonably estimated. 

• Careful curation of site-specific data is warranted to better understand the similarities and 
differences among industrial sites, which are typically heterogeneous even within the same industry 
category. This would enable the formulation of well-informed assumptions, thereby simplifying the 
site-specific techno-economic analysis. In particular, applying object detection in aerial imagery to 
identify assets and categorize layouts, could provide early estimates of available space for retrofitting 
technologies at existing industrial sites. 

 
62 Such an integration would enable mitigation of residual industrial CO2 emissions by utilizing the large amounts of industrial 
waste heat, access to the electricity grid and potential future access to shared infrastructure for CO2 capture, utilization, transport 
and storage. Specifically, the adsorption-based direct air capture technologies that require low-grade waste heat at around 80–100°C 
(1600 kWh/tCO2) and electricity (400 kWh/tCO2) [166]. 
63 A hybrid-costing approach integrates engineering–economic and experience-curve methods for advanced technologies, accounting 
for future cost trajectories based on technology maturity and anticipated learning rates [36]. 
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• The stepwise deployment strategy outlined in Paper IV could be evaluated quantitatively using a 
multi-stage stochastic programming approach, incorporating uncertainties regarding technology 
readiness, infrastructure availability, and price developments. This would enable a realistic 
assessment of the deployment potential of low-emissions hydrogen production and other emerging 
technologies at existing petrochemical clusters. This framework could also be to address broader 
questions on infrastructure planning for CO₂ transport, hydrogen networks, and electricity grids. 
In addition, the framework could be extended with deep uncertainty methods64, applied either at 
the plant or system level, to craft robust and adaptive strategies that account for a broad spectrum 
of uncertainties potentially impeding the transition toward sustainable industrial decarbonization.  

 
64 Stenström et al. [167] applied Decision-Making under Deep Uncertainty (DMDU) methods to demonstrate how robustness 
against uncertainty could support investment decisions in BECCS deployment. 
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Nomenclature 

Symbols65 
AVOEX  Avoidable exergy loss 
INEEX  Inevitable exergy loss 
EXtotal  Total exergy loss 
Ω   Energy level (ratio of exergy and energy) 
H   Energy input 
COC  Opportunity costs 
Cnetw  Cost of all CO2 interconnections  
CFD  Cost of forced downtime 
CPD  Cost of premature decommissioning 
Ctot   Total system cost 
𝑝𝑝𝑛𝑛,𝑡𝑡   hydrogen produced by technology 𝑛𝑛 at time step 𝑡𝑡 [MWh/h] 

𝑐𝑐𝑡𝑡
𝐶𝐶𝐻𝐻4  natural gas price at time step t [€/MWh]  

 
Subscripts 
avo   avoided 
reb   reboiler temperature 
source  heat source 
ss-cap  site-specific cost of CO2 capture 
ss-avo  site-specific cost of CO2 avoidance 
l   linear 
nl   non-linear 
 

 
65 See Table S.3 in the Supplementary Materials of Paper IV for the full description and nomenclature of 
the optimization model. 
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Appendix A.  

 

 

Figure A1: Ω-H diagram of the a) the reference air-regeneration train without the CC plant, b) PC1  configuration 
and c) PC2 configuration. Diagonal and cross-hatched regions indicate the  avoidable and inevitable exergy losses, 
respectively. Note the increase in the X-axis scale in PC2 configuration, with the integration of the industrial gas 
turbine. The red-dashed vertical line indicates the total exergy input to the previous process configurations, as 
depicted by the X-axis scales in sub-plots (a) and (b), prior to this modification. Source: Paper II. 
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