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Abstract

Space heating accounts for 30% of the total energy use in the EU, and to reduce
costs and meet climate goals, efficient operation that maintains comfort must
be developed. Hydronic heating is popular and attractive, as it is compatible
with efficient heat production and distribution. The operation of hydronic
systems typically provides good comfort, but high peak loads and overheating
are common, particularly in older, poorly insulated buildings.

Recent deployments of sensors have improved dynamic control of the supply
temperature via air temperature feedback, as used in model predictive control
(MPC). Although this has led to reduced overheating, static configurations
still limit performance. This thesis explores modeling of building thermal
dynamics to improve two such configurations—district heating price models
and flow rate balancing—enabling cheaper and more efficient operation.

District heating price models incentivize desirable operation of hydronic sys-
tems, and with cost-optimizing control (economic MPC), these incentives have
an immediate effect. While price models often target total energy consump-
tion, limiting peak loads also benefits district heating companies. Penalizing
peak demand encourages shifting loads in time by exploiting building ther-
mal inertia. By simulating optimal control, we show that strong peak-demand
penalties can reduce overall peak load in a district heating network by 10-20%
compared to models without such incentives.

Within a hydronic system, all radiators share a centrally controlled supply
temperature. To ensure uniform temperatures and heat supply across zones,
flow rates must be balanced through statically configured valves. The effect
of adjusting those valves is often not obvious, as the zonal temperature varia-
tions depend on the weather. With a thermal dynamics model, we show how
zonal variations relate to the angle between two parameter vectors. Using op-
erational data, we demonstrate weather-independent evaluation of balancing
by comparing this angle before and after adjustments.

The proposed methods are compatible with existing equipment, enabling
immediate real-world implementation.

Keywords: Hydronic heating, dynamic modeling, optimal control, hy-
dronic balancing, load shifting
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CHAPTER 1

Background

1.1 Introduction

Transforming energy utilization from wasteful and unaware to efficient and
clever has rarely been more relevant than today. To reach the long-term goal of
climate neutrality, which the European Union (EU) aims for in 2050 [1], energy
efficiency is arguably crucial to enable fully sustainable solutions. However, in
2022, when Russia invaded Ukraine and through the widespread energy crisis
that followed, it became clear that streamlining energy usage is an urgent
matter here and now. Since then, energy issues have become extraordinarily
relevant to financial and security concerns, reminiscent of the 1973 oil crisis.
Two winters in a row, the EU members have agreed to drastically reduce the
gas demand by 15% [2], [3]. Together with peaking energy prices, these actions
have had a particular impact on the European heating sector [4], and room
temperatures have reportedly been decreased [5]. While those measures may
have mitigated the situation in the short term, they were never desired by the
users and will not form any definitive solution to the underlying problems.
Given these challenges, the development and deployment of heating sys-
tems that can sustainably deliver thermal comfort is crucial for achieving
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more efficient and resilient energy use. Hydronic systems — centrally heated,
water-based heating solutions [6] — are well-suited to this transition due to
their compatibility with high-efficiency heat sources such as heat pumps [7],
[8] and district heating networks [9]. In Sweden, hydronic radiator systems
predominantly supplied by district heating account for the majority of heat
delivery in residential and service sectors [10], [11]. While the Swedish con-
figuration is widely regarded as both efficient and environmentally friendly —
often cited as a model for other countries [12] — the sector has not been unaf-
fected by increased operational costs, as competition for energy resources has
intensified [13]. With an aging building stock that, to a large extent, remains
energy-inefficient [14], [15], improved control has been highlighted as a key
step for further progress [16].

In a Swedish context, heat transfer from the district heating network to
the hydronic system is primarily regulated by controlling the supply tempera-
ture at the building’s substation [17]. An excessive supply temperature causes
overheated thermal zones and leads to unnecessary energy consumption [18].
Conversely, too low a supply temperature can result in underheated zones and
discomfort. In recent years, Swedish housing companies have deployed indoor
air temperature sensors and remotely accessible actuators at a large scale, en-
abling supply temperature control with feedback from the zone temperatures
[19]. These improvements in the control of the supply temperature has led to
reduced overheating and more stable indoor climates, achieving better energy
efficiency without compromising thermal comfort.

Despite these recent improvements, there are significant challenges yet to be
solved. With the substation forming an interface between the district heating
network and the hydronic system, the supply temperature control manages
the inter-system energy flow, as illustrated in Figure 1.1. On the district
heating side, production must meet the aggregated heat demand of many
substations — but the demand is shaped by local supply temperature con-
trol decisions. To coordinate production with this demand, energy suppliers
rely on pricing mechanisms that incentivize demand-side behavior consistent
with cost-efficient generation [20]. Production is typically more expensive and
less efficient during peak load periods [21] — such as during cold weather.
However, if price models do not reflect these costs—by, e.g., penalizing high
demand—even advanced supply temperature controllers that optimize oper-
ational costs have no signal to reduce peak loads for supporting system-wide
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Figure 1.1: Energy flow. Conceptual map of hydronic systems in a district heat-
ing network, illustrating how energy flows through the system. Flow
rate balancing influences the intra-distribution of energy between ther-
mal zones in a hydronic system, while price mechanisms are applied
at the substation level and primarily affect heating power supply over
time.

efficiency.

Another challenge, not addressed by the employment of feedback control,
is that, besides the supply temperature, the flow rates also affect the radia-
tors’ heat output. By balancing the flow rates, each radiator can output an
appropriate amount of heat such that air temperatures are uniform across the
building [22]. Balancing flow rates is typically achieved by manually config-
uring valves at various positions in the pipe network. Improper valve config-
uration leads to flow imbalances—some zones receive insufficient flow (under-
flow), while others receive excessive flow (overflow). In such scenarios, local
thermostatic radiator valves (TRVs) cannot fully correct the discrepancies.
Consequently, the centrally controlled supply temperature must be increased
to compensate for underheated zones, which in turn overheats the zones with
excess flow, resulting in significant energy waste [23].
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Both in designing price mechanisms and balancing flow rates, the complex-
ity of hydronic systems and district heating networks demands substantial
expert knowledge [24]. Even experienced professionals often have to rely on
trial-and-error, as predicting the effects of new price models or rebalanced flow
rates remains difficult [25]. Moreover, the consequences of these interventions
are not always immediately visible, as system performance depends on time-
varying conditions such as outdoor temperature [26]. A new price model or
flow rate balancing may seem successful after a week in mild weather, only
to reveal significant shortcomings when colder conditions arrive. As a result,
evaluating and refining these strategies requires long development cycles, and
outcomes are often suboptimal: indoor temperatures vary across zones, and
price models may fail to promote favorable demand-side behavior.

In summary, the distribution mechanisms within both the hydronic system
(i.e., flow rate balancing) and the district heating network (price model design)
constrain the energy efficiency and comfort performance that any supply tem-
perature controller can achieve. This thesis investigates model-based strate-
gies to support and accelerate the design, decision-making, and operational
processes associated with these distribution mechanisms. In particular, dy-
namic models of the building heat dynamics are used for studying price model
design and flow rate balancing. Further, a system perspective is adopted for
developing mechanisms that work well together with optimal supply temper-
ature control, striving to maximize the overall system performance.

1.2 Contributions

This thesis is based on two papers, Paper A and Paper B, each with a distinct
scope, yet both centered around hydronic system operations with optimized
supply temperature control.

Paper A explores price models in district heating networks, offering in-
sights valuable to district heating suppliers aiming to leverage supply temper-
ature controllers in the substations to improve overall system efficiency. The
main contributions of this paper are:

¢ A simulation study demonstrating that price models incorporating peak
demand penalties can incentivize load-shifting strategies, resulting in
peak demand reductions of 10-20% with only a minor increase in total
energy consumption (1-2%)
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o Further exploration of load shifting strategies in both time and space
through coordinated supply temperature control across all demand points.
By avoiding simultaneous peaks in different substations, the simulations
indicate an additional peak reduction potential of up to 6%.

Paper B develops modeling and methods informed by sensor data to im-
prove hydronic balancing conditions and thereby reduce temperature vari-
ations between thermal zones and mitigate costly overheating. The main
contributions of this paper are:

¢ The development of a method for evaluating flow rate balancing with re-
spect to thermal comfort, independent of weather conditions and supply
temperature settings. Data from a residential heating system demon-
strates how a well-balanced configuration, according to the evaluation
method, aligns with low temperature variation.

e A model-based framework for recommending flow rate rebalancing, in-
formed by operational data collected from indoor air temperature sen-
sors. Applying this to the same residential heating system data shows
that the framework successfully anticipates the effect rebalancing has on
the thermal conditions.

1.3 Thesis QOutline

The structure of the thesis is as follows: Chapter 2 explains the relevant
aspects of the operations of hydronic systems and the challenges associated
with this. Chapter 3 provides an overview of modeling approaches for thermal
dynamics, which form the basis of Papers A and B. Chapter 4 describes how
the modeling tools can be utilized for supply temperature control and flow rate
balancing. Chapter 5 gives a summary of Papers A and B. Chapter 6 provides
the most important conclusions from this thesis and outlines possibilities for
future work.






CHAPTER 2

Hydronic System Operations

The structure and operational practices of hydronic systems can vary depend-
ing on factors such as the system’s age, regional context, and heat source. This
section outlines the basic characteristics of radiator systems supplied by dis-
trict heating as they typically are configured in a Swedish context. Section 2.1
describes the key components and available control mechanisms. Section 2.2
gives an overview of the desired behavior and performance goals addressed in
Papers A and B. Section 2.3 explains how control mechanisms are typically
implemented in current systems and how they can be leveraged to meet the
performance goals.

2.1 System Components

In the hydronic system, supply water is heated in a district heating substation,
pumped to radiators located in thermal zones where it deposits heat and
thereby is cooled, and then returned to the substation for reheating. This
section briefly reviews the main components, their functions, and the control
mechanisms.
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Figure 2.1: Substation structure Schematic illustrating the district heating sup-
ply used for domestic hot water (DHW) and space heating (SH) on the
secondary side. It includes two heat exchangers and valves controlling
the primary flow. Supply and return temperatures are measured on
both sides, and total heating power is monitored by a heat meter on
the primary side.

Substation

At the substation, heat from the district heating transfers to the building’s
hydronic system via a heat exchanger in a hydraulically separated manner [17].
The part that belongs to the district heating network is commonly referred
to as the primary side, while the part that belongs to the hydronic system
is referred to as the secondary side. The district heating water is also used
for domestic hot water (DHW) via its heat exchanger. The water in the
hydronic system, on the secondary side, is circulated by a pump mounted in
the substation. A typical layout for a substation is visualized in Figure 2.1.
The district heating supplier charges the consumer—typically the housing
company that owns the hydronic system and substation—based on data col-
lected by sensors on the primary side, as illustrated in Figure 2.1, primarily
through the heat power meter. The primary side’s supply temperature is cen-
trally controlled at the district heating plant and cannot be adjusted at the
substation. Heat transfer from the primary to the secondary side is managed
by adjusting the flow rate on either side of the heat exchanger. In Sweden,
the most common variant is to maintain a relatively constant flow rate on the
secondary side, while the primary side flow rate is regulated via a control valve

10
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[17]. The opening of that valve is controlled with a setpoint for the supply
temperature to the radiator system on the secondary side. By contrast, in
other countries—such as Denmark—it is common to regulate heat transfer by
varying the pump speed and thereby the flow rate on the secondary side. Re-
gardless of whether the regulation is implemented on the primary or secondary
side, the consumer effectively controls the total amount of heat delivered to
all thermal zones.

Pipe Network

The most common distribution network structure consists of two parallel
pipes: a supply pipe and a return pipe [6]. Although less common, alterna-
tive piping structures—such as single-pipe or three-pipe systems—also exist.
With the two-pipe structure, the supply pipe transports heated water from
the substation to the radiators, while the return pipe carries the cooled water
back. Each radiator has its inlet connected to the supply pipe and its outlet
to the return pipe. In multi-storey buildings, a typical layout involves main
pipes in the basement from which riser pipes are branched from a main pipe,
such that radiators on vertically stacked positions are supplied by the same
riser, which is visualized in Figure 2.2.

At the bottom of each riser, there is typically a balancing valve, riser valve,
used to adjust the flow rate in all radiators connected to the riser [23]. The
most common type is valves that are manually configured with a static valve
opening to maintain a constant hydraulic resistance [27]. These valves are
equipped with measurement nipples that enable occasional flow rate mea-
surements using an external device. However, such measurements are not
performed regularly, but rather on an as-needed basis. Manually configurable
balancing valves still dominate in the existing building stock [24], although
valves with dynamically controlled resistance have become available recently.
These devices actively measure the pressure on the supply and return pipes
and adjust the resistance to maintain a constant differential pressure [28].
While automatic valves can improve system performance, they still need to
be configured, and also impose higher initial investment costs [29].

11
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Zone 2 Radiator valves

Substation

Figure 2.2: Two-pipe system Structure of a two-pipe system in a multi-storey
building with risers. Riser valves are mounted on the bottom of the
return pipe at each riser, while radiator valves are mounted on the
return pipe from each radiator.

Radiators and Thermal Zones

In each radiator, the hot supply water is cooled to the return temperature
through heat exchange with the surrounding air in the thermal zone. In a two-
pipe system, all radiators receive water at the same inlet temperature—the
supply temperature set centrally at the substation—while the flow rate can
vary between radiators. These flow rates are configured through the riser and
radiator valves, as shown in Figure 2.2.

Additionally, radiators are usually equipped with thermostatic radiator
valves (TRVs), which are dynamically clamped to adjust the flow rate with
feedback from the local air temperature. The most common variant is mechan-
ical TRVs, which are based on an expansion valve mechanism [30]. Nowadays,
there also exist electronic TRVs, which clamps using a stepper motor [31],
although they are reportedly not common in the Swedish building stock yet
[32].

While it was relatively uncommon just a few years ago [18], it is now more
or less standard practice to monitor the air temperature inside the thermal

12
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zone using a sensor mounted on the wall in the hall of each apartment [19].
Although indoor climate conditions may vary between rooms, the hallway
is chosen because it serves as a representative location: ventilation design
typically ensures that air from all rooms circulates through this central point,
making the measured temperature a good proxy for the apartment’s overall
thermal condition.

2.2 Challenges and Opportunities

Housing companies are responsible for ensuring a comfortable indoor climate,
while utility suppliers charge based on the amount of heat energy consumed
at the substation. As a result, the operation of hydronic heating systems
typically seeks to balance three interrelated objectives: indoor comfort, en-
ergy consumption, and operational cost. These objectives are tightly cou-
pled—Dboth comfort and cost are directly influenced by energy use. More
broadly, the goal is to enable an energy-efficient heating solution overall. This
section briefly outlines how these objectives present both challenges and op-
portunities for improvement.

Demand-Side Behavior for District Heating

District heating systems rely on various types of boilers, generally categorized
into base and peak capacity units [21]. Base capacity units are cost-effective
and typically use environmentally friendly fuels, such as residual waste, but
are unable to respond to sudden changes in heat demand. In contrast, peak
capacity units are more responsive but are often fossil-fueled and expensive.
Therefore, the system’s overall energy performance depends on the extent to
which peak capacity is utilized.

While overall heat demand is strongly influenced by weather, several studies
have demonstrated that the thermal inertia of buildings can be leveraged for
load shifting—i.e., reducing peak demand by shifting heat loads to earlier or
later periods [33]-[35]. Figure 2.3 illustrates such a strategy: by preheating
before the coldest period, peak demand is reduced, compared to a strategy
that fixes the indoor temperature, without compromising indoor comfort. Al-
though this approach benefits the district heating system by reducing peak
demand, housing companies may not adopt it unless there is a financial up-

13
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Figure 2.3: Load shifting Illustration of how load shifting reduces peak demand
through temporary overheating. Based on a given outdoor air temper-
ature profile, the figure shows indoor temperatures simulated for two
control strategies: a conventional control strategy (black solid line) and
a load shifting strategy (orange dashed line).

side to doing so. Most of the current price models primarily reflect long-term
costs [20], but incorporating mechanisms to encourage short-term load shift-
ing could improve both energy efficiency and the competitiveness of district
heating compared to alternative heating sources, e.g., heat pumps.

Overheating

The Public Health Agency of Sweden recommends operators to aim for an
indoor temperature between 20-23°C to stay within the acceptable range of
18-24°C [36]. Many apartments are substantially warmer than these recom-
mended levels. An investigation in 2021 found that about 25% of Swedish
apartments are warmer than 23°C [37]. This indicates that while comfort
levels are generally high, such overheating means poor energy performance.
While the introduction of feedback controllers can mitigate overheating of

14
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Figure 2.4: Zone temperature variation Measured zone temperatures of
a Swedish heating system with 70 apartments during the winter
2023/2024. Q1 to Qs denotes the first to third quartiles. The zone
temperatures vary within an interval of 4°C, while the median temper-
ature is around 22°C.

the average indoor temperature [19], significant temperature variation between
thermal zones may persist due to improperly balanced radiator flow rates [38].
Figure 2.4 shows operational data from a Swedish heating system, in which
some zones reach 25°C and others are simultaneously near the lower acceptable
limit. By reducing the temperature variation, energy usage and costs can be
reduced since fewer zones become overheated as a side effect.

2.3 Conventional Practice of Control and
Configuration

The heating power output in a radiator depends on the flow rate and the sup-
ply temperature, and both are utilized in practice for controlling the heating
power supply. The way they are used differs in control scope: flow rates can
be adjusted individually for each radiator, while the supply temperature is
uniform across the entire system. This section discusses current operational
practices and highlights the remaining gaps that must be addressed to over-
come the challenges outlined in Section 2.2.

Supply Temperature Control

Regulating the supply temperature is the primary method to regulate the ra-
diators’ heat output [18]. Traditionally, this is achieved using weather compen-
sation, where the supply temperature is determined in open-loop as a function
of the outdoor air temperature [39]. The principle of weather compensation

15



Chapter 2 Hydronic System Operations

Weather compensation
Feedback control

02 09 16 23 30 06 13 20 27 03 10 17 24
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2020

Figure 2.5: Feedback control Average zone temperature from a residential heat-
ing system showing how switching from pure weather compensation,
with high and time-varying average temperature, to an extension in-
cluding feedback control steadied the average temperature at a lower
level.

is to correct the supply temperature for the thermal disturbance imposed by
the weather conditions—colder outdoor temperatures lead to higher supply
temperatures.

The traditional weather compensation setup lacks feedback from the indoor
air temperature of the thermal zones, meaning that the supply temperature
curve remains fixed regardless of whether zones are overheated or underheated.
Research on utilizing feedback control in heating systems has grown signifi-
cantly since the 2010s [40]. In Sweden, large-scale deployment of air temper-
ature sensors has enabled feedback control to become an established practice
for maintaining comfort in an energy-efficient manner [19]. Compared to tra-
ditional open-loop weather compensation, feedback control reduces the energy
use by minimizing the overheating [41]. Figure 2.5 shows a successful example
when weather compensation was extended with feedback control, which led
to a steady average zone temperature and reduced overheating. However, it
is important to note that this improvement primarily addresses the average
temperature across zones. The variation in zone temperatures, as shown in
Figure 2.4, is not resolved by this control shift.

Research on feedback control has mainly focused on model predictive con-
trol (MPC), typically formulated as optimizing the energy consumption while

16



2.8 Conventional Practice of Control and Configuration

maintaining constraints on the indoor climate, based on a predictive model of
the system’s heat dynamics [40]. While simpler controllers—such as Proportional-
Integral (PI) control—can achieve similarly stable indoor temperatures with-
out requiring a thermal model [42], the main advantage of MPC lies in its
ability to optimize control actions with respect to an arbitrary cost function.
This capability is relevant for demand-side management, where MPC can align
the heat demand profile with the operational objectives of the district heating
network. This includes the potential to control the indoor temperature in a
time-varying manner, rather than being held constant [31], [43], as illustrated
in Figure 2.3. Realizing this potential, however, depends on the availability of
a cost function—the pricing mechanism—that accurately reflects the desired
demand-side behavior.

Hydronic Balancing and Flow Rate Control

As reviewed in Section 2.1, radiator flow rates are governed by the stati-
cally configured balancing valves and the thermostatic radiator valves (TRVs).
In the absence of any valves at all, radiators located closer to the substa-
tion—with shorter flow paths and lower hydraulic resistance—receive dispro-
portionately high flow rates. Balancing valves are therefore installed to in-
troduce additional resistance, ensuring a more equitable distribution of flow
across all radiators [22].

In constant flow rate systems, radiator flows are entirely determined by
the fixed settings of the balancing valves. However, even in variable flow
rate systems—where TRVs dynamically adjust flows in response to heat de-
mand—proper hydronic balancing remains essential. TRVs are not designed
to handle significant under- or overflows, and without balanced baseline con-
ditions, their control performance degrades significantly [30], [44].

The appropriate flow rate for a given radiator depends on both its heat
output capacity and the thermal loss characteristics of the zone it serves.
Conventionally, radiator flow rates are calculated using data from the con-
struction plan, which characterizes the heat demand in each zone. Based on
these calculations, each balancing valve is assigned a prescribed flow rate.
However, because all valves are part of a hydraulically interconnected net-
work, the configuration of each valve affects the pressure distribution—and
thus the flow rates—throughout the entire system. Adjusting one riser valve,
for instance, may unintentionally impact the flow in different risers. As a re-

17
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sult, valve configurations must be coordinated and performed collectively to
achieve system-wide balance [45].

The standard balancing procedure begins with measuring the valve flow
rates when all balancing valves are fully open. Technicians then rank the
valves by the ratio of measured to prescribed flow rates, starting with the
lowest ratio, which usually corresponds to the path with the highest inherent
resistance. Balancing proceeds pairwise: the first valve is matched with the
second by gradually restricting the latter until their ratios align. The process
continues sequentially (valve two with three, three with four, etc.) in an
iterative, cascading manner until target flow rates are achieved throughout
the network.

However, the prescribed flow rates often fail to immediately produce satis-
factory indoor climate conditions, since the construction plan does not fully
map to the real thermal conditions in the building. Consequently, a rebalanc-
ing phase is usually required, during which valve configurations are fine-tuned
based on observed zone temperatures rather than prescribed flow rates. Be-
cause repeating the full balancing procedure is too labor-intensive, this phase
usually involves small, localized reconfigurations, reducing flow to overheated
zones and increasing flow to underheated ones.

Thus, balancing is a labor-intensive and time-consuming task, which has
been cited as a key reason for the significant variation in zone temperatures
often observed in practice [24]. In Sweden, some housing companies have
even stopped performing full-system balancing at regular intervals, opting
instead for incremental modifications in response to specific comfort issues
[46]. Recent work has proposed improvements to the balancing procedure to
reduce the number of required measurements [27], but these do not address
the more fundamental issue—that prescribed flow rates based on construction
data often fail to ensure satisfactory thermal comfort.
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CHAPTER 3

Modeling of Thermal Dynamics

Thermal dynamics modeling can be classified into white-box, gray-box, and
black-box approaches [47]. White- and gray-box models are based on physical
principles and technical documentation, while gray- and black-box models rely
on data-driven techniques. Gray-box models, which combine physical insight
with data-based estimation, have gained popularity in recent literature.

This chapter provides a brief overview of modeling approaches, with an
emphasis on reduced-order gray-box models. The structure is as follows: Sec-
tion 3.1 presents the fundamentals of physical modeling for heating systems
and the data requirements. Section 3.2 introduces a reduced-order gray-box
model for a single thermal zone. Building on this, Section 3.3 extends the
model to incorporate hydronic radiator behavior. Section 3.4 generalizes the
approach to a multi-zone context. Finally, Section 3.5 outlines the procedure
for estimating the model coefficients.

3.1 Physics-Based Modeling

The temperature dynamics in a building are primarily driven by two thermal
processes: thermal leakage from the warm indoor air to the colder exterior,
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and heating power supply from the warm water in the radiators. These pro-
cesses are mediated by thermal masses such as the building envelope and
radiator surfaces. A detailed representation of these dynamics is typically ex-
pressed by a system of linear differential equations—one for each heat transfer
interaction (e.g., from indoor air to the inner wall surface), or through an
equivalent RC-model [47].

To formulate these dynamics in a white-box manner requires comprehensive,
up-to-date information about the building’s physical characteristics, includ-
ing its structure and materials. Although initiatives like Building Information
Modeling (BIM) have been launched to maintain detailed information across
the entire building lifecycle [48], older buildings often lack this level of doc-
umentation [49], [50]. In practice, the available documentation is non-digital
and limited to original design or retrofit phases.

The lack of accurate technical documentation has, however, been mitigated
by the collection of operational data, as enabled through increasing deploy-
ment of air temperature sensors, and the adoption of gray-box models—where
coefficients of physical models are fitted to the operational data [47].

3.2 Reduced-Order Gray-Box Thermal Modeling

In a gray-box setting, the model selection is informed not only by physical prin-
ciples but also by statistical considerations, such as the bias-variance tradeoff
[61]. Although measurements of air temperatures are increasingly available,
the temperatures of intermediate elements (e.g., walls or radiators) are not
measured directly. Consequently, in a detailed modeling setup, such interme-
diate temperatures must be modeled as latent states, which effectively leads to
second-order or higher-order dynamics and a larger number of parameters to
estimate [52], [53]. Reduced gray-box models-where such intermediate states
are omitted—can be advantageous as they reduce estimation variance.

The most reduced model that can be constructed in this manner is a first-
order model. While this is a simplification of the underlying physics, it has
nevertheless been shown to provide fair approximations [54], [55] and has
proven useful for model-based control [56], [57]. For a single thermal zone,
the most reduced form of a dynamic model that describes the aforementioned
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thermal processes is the first-order system
y(t) =0 (w(t) —y(t)) + C D(t) 3.1)

where y(t) is the indoor air temperature at time ¢, §(t) is its time derivative,
C' is a heat transfer coefficient, ®(¢) is the heating power output from the
radiators, 6 represents the thermal leakage through the building envelope,
w(t) is the outdoor temperature. In the formulation (3.1), other disturbances,
e.g., internal heat gains driven by activity from the occupants, are omitted
and will be discussed further in Section 3.5.

Although (3.1) is derived for a single thermal zone, it is often used as a
lumped model of an entire building where y is the average temperature and
® is the total heating power in the substation. Given measurements in the
substation, the total heating power is given by

¢ = Gtot Cp (u - ’I"), (32)

where gio¢ is the flow rate in the heat exchanger at time ¢, ¢, is the spe-
cific heat capacity of water, u is the supply temperature, and r is the return
temperature.

3.3 Hydronic Radiators

Similar to the substation, the heating power output from a radiator is
O = qraa ¢p (T — 1), (3.3)

where T; is the radiator’s supply temperature, T; is its return temperature,
and ¢ is its flow rate. Unlike the substation, however, these quantities are
typically not measured per radiator in real time. Nevertheless, in two-pipe
systems, the radiator supply temperature T; is approximately the substation
supply temperature u [6], and flow rates ¢yaq are known and configured during
hydronic balancing. While TRVs may modulate flow dynamically, the flow
rate generally fluctuates around this nominal setting [22].

The return temperature 7, depends on ¢aq, 15, and the zone temperature
y, and must therefore be modeled. Assuming a one-dimensional radiator of
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length L, the energy balance at the position = € [0, L] gives

dT
CpQrad e h(y—1T), (3.4)

where h is a heat transfer coefficient and ¢, is the specific heat capacity of
water. Solving (3.4) with inlet condition T'(0) = Ts = w gives the return
temperature

T = (u—y) exp(_Lh)er. (3.5)

Cp Qrad

The corresponding radiator heating power output becomes

® =g, (1o (20 ) ) 0=, (36)

Cp Grad

which is nonlinear in gyaq but linear in both u and y. Substituting this into
the thermal dynamics in (3.1) gives

9(t) = 0 (w(t) = y(t) + v(graa) (u(t) —y(?)), 3.7)

where the lumped heating power coefficient is

V(Grad) = C Grad ¢p (1 — exp ( —Lh )) : (3.8)

Cp Qrad

Although not being the main focus in this work, there are approaches for
more accurate modeling, such that the heat transfer coeflicient & is treated as
temperature-dependent

ho (y—1T)", (3.9)

where n is the radiator exponent, typically around 0.2 - 0.4 [58], [59]. This
formulation leads to a nonlinear system that typically requires spatial dis-
cretization of the radiator and results in dynamics that are non-linear in the
supply temperature Ty, which complicates analysis compared to the simplified
form in (3.7).
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3.4 Multi-Zone Formulation

3.4 Multi-Zone Formulation

As discussed in Section 3.2, single-zone models like (3.7) have frequently been
used for modeling the average indoor climate. A single-zone model cannot cap-
ture temperature differences between zones, caused by improperly balanced
radiator flow rates, since it lumps all zones together. To model zone-specific
dynamics in a building with Z zones, the single-zone model in (3.7) is extended
to the multi-zone system

y(t) = diag(0) (Tw(t) — y(t)) + diag(v(graa)) (u(t) — y(1)), (3.10)

where 0, v(qraq) € R?, with gaq € R? being all radiator flow rates, are
zone-wise leakage and heating power supply coefficients, i.e., each zone has its
own coefficients. The inter-zone transfer is neglected in (3.10), which can be
justified for the case during normal operation when all zone temperatures are
within 20-25°C.

(3.10) highlights the two different ways of controlling the thermal dynamics:
real-time control of the supply temperature T in the substation or balancing
the flow rates g, which will impact the heating power supply coefficients v(q),
as given in (3.8).

3.5 Estimation of Thermal Coefficients

The coefficients 8 and v(q) in (3.10) can be estimated using measurements of
y, u, and w sampled at t = 0, At, ..., NAt by minimizing the mean squared

error
N—-1

min »  [|§(n At + At | nAt) — y(n At + At)| (3.11)

n=0
where the one-step prediction is given by discretizing the continuous-time
dynamics in (3.10) using the Euler forward method, giving

gt + At | t) =y(t) + Atdiag(0) (Tw(t) — y(t))

_ ) (3.12)
+ Atdiag(v(q)) (Tu(t) —y(t)) + o(t + At | t),
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where v(t) denotes an unmeasured disturbance, e.g., internal heat gains. If
the disturbance v(¢) is modeled as white, then

d(t+ At |t) =0. (3.13)

However, in practice, especially during normal operation of heating systems,
v(t) is not white [60]. In that case, one can introduce a parametrized model
for v(t), such that also the color of the disturbance is estimated with the
prediction error minimization in (3.11). However, as for the bias-variance
tradeoff, the introduction of a disturbance model gives more parameters to
estimate and, consequently, higher variance in those parameter estimates.
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CHAPTER 4

System Optimization and Control

Building on the thermal modeling introduced in the previous Chapter 3, this
chapter takes a mathematical approach to describe how the comfort and en-
ergy performance depends on the supply temperature control and hydronic
balancing. In Section 4.1, the precision of control of the comfort is analyzed,
illustrating how supply temperature control and hydronic balancing mecha-
nisms influence the system’s ability to track a reference indoor temperature.
Section 4.2 provides a concise overview of the hydraulic principles underlying
radiator flow rate adjustments via valve configurations. Finally, Section 4.3
discusses how supply temperature control can be formulated as Economic
Model Predictive Control (MPC), offering a more practical representation of
operational conditions and enabling better integration within a district heat-
ing network.

4.1 Precision of Comfort Control

Feedback from the thermal zone air temperatures enhances supply tempera-
ture control by mitigating temporal variations in the average indoor temper-
ature. However, in a multi-zone system, the centrally controlled supply tem-
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perature cannot alone compensate for temperature deviations in each zone
individually. Therefore, achieving uniform comfort across all zones requires
properly balanced flow rates, which eliminates temperature variation between
zones. This section builds on the multi-zone thermal model introduced in
Section 3.4, adopting a linear control framework to analyze how feedback and
balancing jointly influence the precision of comfort control.

Error Dynamics

To analyze the control precision, we use the multi-zone thermal dynamics in
(3.10), rearranged as

y(t) = —diag( + v(graa)) Y(t) + O w(t) + v(graa) u(t)- (4.1)

With the goal to maintain the reference temperature y,of in every zone, the
control error is defined as

e(t) = Lyrer — y(b), (4.2)

Using the dynamics for a multi-zone system in (4.1), the error dynamics are

(1) = L (1yres — y(1)
S0
= diag(9 + V(qrad)) y(t) - Ow(t) - V(qrad) u(t)
= dlag(e + V<qrad>) y(t) -0 U}(t) - V(qrad) U(t)
+ (0 + V(qrad)) (yref - yref)

= 7dlag(0 + V(qrad)) e(t) + 0 (yref - w(t)) + V(qrad) (yref - u(t))
A

(4.3)

From a control perspective, (4.3) represents a single-input multiple-output
(SIMO) system with the supply temperature u(t) as the input and the zone
errors as the outputs. Since it is physically reasonable to assume 0 < 6
and 0 < v(@paq), the matrix A in (4.3) has strictly negative eigenvalues, i.e.,
the dynamics are inherently stable such that stabilization through control is
not necessary. There are, however, disturbances acting on the system — the

26



4.1 Precision of Comfort Control

weather and unmodeled disturbances such as internal heat gains — which are
favorably rejected with the control mechanisms.

Weather Compensation and Impact from Balancing

Weather compensation is a feed-forward control strategy designed to reject the
major disturbance—namely, the outdoor temperature—by utilizing real-time
measurements. However, the effectiveness of this control approach depends
on the system’s balancing conditions. Under poor balancing, the effect of
the outdoor temperature cannot be uniformly compensated across all zones,
resulting in inter-zone temperature variation. With improved balancing con-
ditions, the weather compensation can be configured with lower heat output
and still ensure comfort in all zones.
The weather compensation control law is

U(t) = Yret + Fu(Yret — w(t)), (4.4)

where F, is the feed-forward gain for weather compensation. When substi-
tuting (4.4) into the error dynamics in (4.3), the resulting dynamics become

é(t) =Ae(t) + 0 (yret — w(t))
+ V(Qrad) (yrcf — Yref — Fwy(qrad)(yrof - ’U.)(t))

=Ae(t) + (0 — Fuy v(graa)) (yret — w(t)) .
d(t)

(4.5)

This formulation demonstrates how the dynamics depend on the past error
e(t) and the effective weather disturbance d(t). To minimize d(t), the optimal
feedforward gain F), is retrieved by minimizing the norm

OTV(qrad)

F, = argFmin 10 — v(@raa) Fuwlly = & (4.6)

v [v(grad)

By substituting this optimal value of F,, into d(t), as given in (4.5), the
remaining disturbance becomes

Tl/
d(t) = <0 a(qra(ﬁgV(qrad)> (yref - w(t)). (47)

 [v(Graa)
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Given this minimized weather disturbance, the inter-zone temperature varia-
tion will depend on the balancing conditions as manifested by the heat supply
coefficient v(gpaq). To illustrate this, consider a two-zone system with 8 = 1

and v(@rad) = [0.9 1.1]T

- ([ S -
- ([ﬂ —0.99 [2?]) (Yret — w(t)) (4.8)

=[] s =i

such that the effective disturbance becomes

which means one zone experiences persistent overheating and the other per-
sistent underheating. Because this disturbance is driven by the continuously
acting outdoor temperature, the balancing conditions described by v(gyaq)
results in a sustained temperature variation between zones.

By contrast, consider the case where v(graq) = [0.9 0.9} T, i.e., parallel to

0 = 1. The effective disturbance then becomes

d@:(ﬁ}—ﬁﬁiﬁ;ﬁﬂ)@ﬁ—wm>
B (H -t [83]) (Yrer —w(?)) (4.9)

il

such that the disturbance is fully rejected in all zones through weather com-
pensation. This highlights the importance of hydronic balancing: by configur-
ing radiator flow rates g,,q such that the heat supply vector v(graq) is aligned
with the thermal leakage vector 8, the disturbance can be minimized.

From an operational perspective, low temperature variation between zones,
given from good balancing conditions, means that the reference y,ef in (4.4)
can be set low while still maintaining thermal comfort in all zones. This is
illustrated in Figure 4.1.
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Figure 4.1: Balancing conditions Simulation demonstrating the benefit of good
balancing conditions for weather compensation. With better balancing,
the reference yref can be lowered while still ensuring that each zone
temperature is above the lower limit at 20°C.

Feedback Control

Feedback control is enabled through the deployment of air temperature sen-
sors. Unlike weather compensation, which targets only the outdoor tempera-
ture disturbance w, feedback control can, in addition to reduce the impact of
outdoor temperature on the indoor air temperature, also reject other distur-
bances described by v in (3.12) but not modeled in (4.1). Such disturbances
can include internal heat gains, human occupancy, and measurement noise.

The effect by deploying feedback control is that temporal variations in the
zone temperatures are mitigated, such that they are, in general, closer to
the reference temperature y,.. However, just as with weather compensation,
feedback control alone can not compensate for temperature variation across
zones.

Adding a linear feedback term from the measured error e(t) to the weather
compensation law in (4.4) gives

u(t) = Yref — Fw(yrcf — w(t)) — FeTE(t), (410)

where F, is the static feedback gain. The controllability matrix of the error
dynamics in (4.3),
[A Av(graq) - - - AZilu(qmd)] , (4.11)

is of rank Z whenever (6, + v;) v; # (0; + v;) v; for any pair of zones i # j
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where v(qrad) = [v1, .. .,llz]T. However, in practice, coefficients are often
very similar between zones, i.e., (0; + v;)v; =~ (0; + v;) v;, and the rank is
virtually always close to one. From a more practical perspective, there is only
one control variable, the supply temperature u, which cannot compensate for
poor balancing conditions but only for the average temperature error. This
is illustrated with the following example of two zones and a feedback gain
F] = [1/2 1/2]. For an observed error e(ty) = [1 I]T at time ¢g, the
control input becomes

u(tO) = Yref — Fw(yref - w(to)) — [1/2 1/2] |}:|

= Yref — Fw<yref - w(tO)) - 17

(4.12)

such that, compared with pure weather compensation without feedback, the
feedback mechanism reduces the supply temperature u(tg) to mitigate uniform
overheating across zones.

.
However, if the observed error is instead e(tg) = [I —1] the control input
is

U(to) = Yref — Fw (yref - w(to)) - [1/2 1/2] |:_11:|

= Yref — Fw (yrcf - U}(to)),

(4.13)

which is identical to the pure weather-compensation case in (4.4). This illus-
trates that, in general, static feedback is effective when all zones are uniformly
too hot or too cold—but cannot, in general, address simultaneous overheating
in some zones and underheating in others.

Despite this limitation, feedback control improves the system’s responsive-
ness to the unmodeled disturbances and reduces temporal fluctuations. As a
result, the supply temperature reference ¥y, can be lowered further than in
the case of pure weather compensation, while still maintaining comfort. This
is illustrated in Figure 4.2.
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Figure 4.2: Feedback control Simulation demonstrating the benefit of employing
feedback control. By reducing temporal variation, the reference yyor can
be lowered while still ensuring comfort. The left plot corresponds to
the right-hand case in Figure 4.1.

4.2 Flow Rate Balancing

As discussed in Section 4.1, properly balanced radiator flow rates g.,q are es-
sential to minimizing temperature variation across zones, a relationship gov-
erned by the heat supply coefficients 1(g;,q). However, as noted in Section 2.3,
achieving such balancing by manually adjusting valve settings is a challenging
task. This is because all radiators are hydraulically connected, and the flow
rates are mutually dependent across the system. In this section, we formal-
ize the hydraulic model used to compute radiator flow rates as an implicit
function of the valve configurations.

From a hydraulic standpoint, flow distribution is configured by adjusting
valve resistances to compensate for fixed resistances in the piping and radiator
network. The governing principles of the system are:

1. Mass conservation at each junction, meaning the total inflow equals the
total outflow.

2. Pressure balance around each closed loop, meaning the net pressure drop
is zero.

These principles are analogous to Kirchhoff’s current and voltage laws for
electrical circuits [61].
To illustrate this, consider the simple two-pipe system depicted in Fig-
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Figure 4.3: Example heating system Toy example of a simple two-pipe system
with two radiators.

ure 4.3, which includes pipes s1—s5, valves v; and vs, and radiators r; and rs.
The mass conservation principle yields the following flow rate equations:

Gsy = GQu; T Qs

Quy = Q4ry

qr, = Qsy

sz = qus (4.14)
Quy = qry

Ary = Qsy

Gss + s, = Qs -

The pressure balance principle gives:

0= Appump + Aps1 + Apvl + Apn + APSS + Apss
0= Appump + Apsl + ApSQ + Apvz + Aprz + AP54 + Ap35 (4 15)
N .

Apvl + Aprl + Ap83 = Ap32 + Apvg + Apr2 + Ap84
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where the pump is assumed to provide a constant pressure increase Appump-
Each pressure drop Ap is modeled as a quadratic function of flow rate ¢:

Ap = —kq?, (4.16)

where k is the hydraulic resistance. The resistance is fixed for pipes and
radiators, but can be adjusted in valves via their opening positions.
For straight pipes, the resistance k is commonly calculated using the Darcy-

Weisbach equation [6]:
8plf
k= w2 ds’
where p is the fluid density, [ is the pipe length, d is the diameter, and f is
the friction factor. The friction factor f depends on the Reynolds number and
pipe roughness, and is often approximated using the Colebrook equation [6]:

1 251mdp < >
Vf dpgNf o 3.72d)°

which is valid across both laminar and turbulent flow regimes. Other empirical
models with the same general form as (4.16) exist for specific components such
as bends and T-junctions [22].

Taken together, (4.14), (4.15), (4.17) and (4.18) define a nonlinear system
whose variables are the flow rates gg,,...,¢ss, Quvi» Qus» @ry, and gr,, and the
valve resistances k,, and k,,. Consequently, changing the valve setting for v,
(i.e., modifying k,, ) will not only affect the flow rate through radiator r;, but
also indirectly influence the flow through ro due to the interconnected nature
of the hydraulic network.

(4.17)

4.3 Economic MPC

The controllers based on weather compensation in (4.4) and feedback in (4.10)
are linear and primarily designed to minimize the control error e relative to
the reference temperature y,..¢. However, this objective does not fully capture
operational priorities. In practice, housing companies seek to minimize heating
costs while ensuring indoor comfort for residents. Framing supply temperature
control as an optimization problem—with cost as the objective and comfort
as constraints—better reflects these priorities. As will be shown later, this

33



Chapter 4 System Optimization and Control

perspective becomes increasingly advantageous under complex price models
that are gaining importance in the evolving energy sector.

General MPC Formulation

Simplifying the thermal dynamics to a single-zone model, the supply temper-
ature control can be formulated as an optimal control problem over the time
horizon T"

minimize J(®D) (4.19a)
u(t),y(t), ®(t),t € [0,T]

subject to y(0) = yo (4.19b)

g(t) =0 (w(t) — y(t)) + C (1) (4.19¢)

®(t) = @ (u(t) — y(t)) (4.194)

L(t) <y(t) <U(1) (4.19¢)

Here, the objective function in (4.19a) represents the total heating cost over
the control horizon based on the heating power output trajectory ®(¢). The
constraint (4.19b) sets the initial indoor temperature. Equation (4.19¢) de-
scribes the thermal dynamics of the building with a lumped single-zone model
corresponding to (3.1). The heat output is computed using (4.19d), which cor-
responds to (3.6) and (3.8). The comfort constraint (4.19e) ensures that the
indoor temperature remains within the allowable bounds L(t) and U(¢).

Minimum Consumption Control

Traditionally, district heating price models have charged customers based
solely on the heat energy consumed. This corresponds to the cost function

J(®) = /0 T(ID(t)dt (4.20)

Under such a price model, the optimal control strategy is to maintain the in-
door temperature as low as permitted by the comfort constraint (4.19e), which
ultimately boils down to the linear controllers described in Section 4.1. Given
such a linear controller that perfectly tracks a constant indoor temperature,
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i.e., y(t) = 0, the thermal dynamics in (4.19¢) reduce to

0

9(t)

—

0 (w(t) —y(t)) + C (1) (4.21)
=

_9

o(t) = 5 (W(t) —w(®)).

0

Thus, when the indoor temperature is constant, ®(¢) is smaller the lower the
indoor temperature y(t) is. Therefore, given (4.19) and (4.20) with a time-
constant lower bound L(t) = L, the optimal indoor temperature equals the
lower comfort bound y(t) = L. The supply temperature u(t) obtained from
such a formulation can be calculated by substituting the hydronic radiator
approximation from (4.19d) into (4.21), yielding

D ey~ y(1)) = & le) — wit))
<
) o (4.22)
u(t) = y(t) + e (y(t) —w(t))
v(q) 0 Cw
y(t) + 5 gy W) —w()

This expression is of the same form as the weather compensation controller
in (4.4). In other words, the optimal control policy resulting from the MPC
formulation in (4.19) with the consumption objective in (4.20), given the initial
temperature yo = L, coincides with the weather compensation controller in
(4.4).

If instead the initial temperature satisfies L < yg < U, the optimal control
trajectory resemble that of the feedback controller in (4.10), as it gradually
reduces the indoor temperature toward the lower bound. If the initial tem-
perature is too cold, yo < L, or too warm, U < yg, the comfort constraint in
(4.19e) becomes infeasible. In practice, this situation is typically handled by
relaxing the comfort constraint.
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Load Shifting through Minimum Peak Demand Control

Although the MPC formulation in (4.19) reduces to the linear controllers
discussed in Section 4.1 under certain typical operating conditions, it is inher-
ently more general. The objective function L(®) is not limited to minimizing
total energy consumption, as in (4.20), but can incorporate arbitrary pricing
schemes. For example, it can model time-varying heating costs—an increas-
ingly popular approach in the control of heat pumps connected to electricity
grids, where electricity prices vary hourly [62]. Moreover, the comfort con-
straint in (4.19¢) can include time-varying temperature bounds L(t) and U (¢).
This is particularly relevant in buildings with intermittent occupancy, such as
commercial or institutional facilities, where thermal comfort is only required
during working hours.

While time-varying tariffs remain uncommon in district heating, utility
providers have started to explore alternative price models, as the traditional
consumption-based cost (4.20) does not accurately reflect the actual opera-
tional costs of district heating. In particular, production during peak load
periods is significantly more expensive, as discussed in Section 2.2. To better
align incentives with operational realities, price models often charge both the
total energy consumption and the peak heating power, corresponding to

T

)= Aeon | @ o D(t), 4.2
J(®) = A ; (t)dt + Ap i max, (t) (4.23)

where Acon is the energy price per kWh, and Apcax denotes the price per kW
of peak demand.

Under the cost function in (4.23), the optimal control strategy retrieved
from (4.19) may differ significantly from the minimum consumption case.
Specifically, the controller may permit some degree of overheating to reduce
peak demand later. This strategy, known as load shifting, leverages the build-
ing’s thermal inertia by preheating before the outdoor temperature drops,
followed by a discharge phase during the cold peak. While load shifting
effectively reduces the peak demand—thereby lowering the second term in
(4.23)—it results in higher total energy use, since overheating increases ther-
mal losses to the environment. Figure 4.4 illustrates this trade-off by com-
paring two control strategies: one that minimizes only energy consumption,
corresponding to the cost function in (4.20), and one that minimizes only peak
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4.8 Economic MPC
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Figure 4.4: Consumption-peak demand tradeoff Illustration of load shifting
under minimum peak demand control, compared to minimum con-
sumption control. The outdoor temperature follows a negative step
profile, and the lower comfort bound is set to L = 21°C. The mini-
mum peak demand controller applies a preheating strategy to reduce
heating power during the coldest period, resulting in an increased total
heat energy use of 68 kWh (118 — 50 kWh).

demand, corresponding to (4.23) with zero energy cost weight Ao, = 0 and a
nonzero peak demand cost 0 < Apeak. Due to the tradeoff between consump-
tion and peak demand, the optimal extent of load shifting depends on the
balance between the two cost components Acon and Apeak-

An important distinction should be made between the type of overheating
discussed here and the overheating addressed in Section 4.1. In Section 4.1,
overheating in certain zones is an undesired side effect of trying to prevent un-
derheating elsewhere due to temperature variation across zones. In contrast,
the formulation in this section is based on a lumped single-zone model, as
given in (4.19), which does not capture spatial temperature variation within
the building. Under this single-zone model, poor hydronic balancing—leading
to significant temperature differences between zones—cannot be explicitly rep-
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resented. Instead, such conditions necessitate conservative comfort margins:
the lower bound L(t) in (4.19¢) may need to be set higher to ensure that no
individual zone falls below the actual comfort threshold, which is even lower.
Conversely, good balancing conditions allow for precise comfort control and
may permit a higher degree of load shifting, as the upper bound U(t) can be
set high without risking uncomfortable overheating.
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CHAPTER b

Summary of Included Papers

This chapter provides a summary of the included papers.

5.1 Paper A

Henrik Hikanson, Magnus Onnheim, Emil Gustavsson, Mats Jirstrand
Effects on District Heating Networks by Introducing Demand-Side Eco-
nomic Model Predictive Control

Published in Energy € Buildings,

vol. 309, no. 114051, Mar. 2024.

© 2024 The Authors. Reprinted from [63] .

This paper investigates how different price models from district heating sup-
pliers influence optimal demand-side control strategies in substation operation.
The studied price models include two components: total energy consumption
and weekly maximum heating power (peak demand), with varying relative
cost weights. The demand-side control is formulated as an optimal control
problem that minimizes heating costs while maintaining indoor temperatures
within specified comfort bounds. Simulation results show that strong pe-
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Chapter 5 Summary of Included Papers

nalization of peak demand leads to control strategies that exploit the build-
ing’s thermal inertia by allowing temporary overheating, resulting in slightly
higher energy consumption. At the highest peak demand penalty, the peak
can be reduced by 10% at the cost of only a 1% increase in total consump-
tion compared to a baseline with no peak penalty. Additionally, the study
explores time-varying comfort constraints and coordination across multiple
substations. These strategies can achieve peak demand reductions of up to
20% with comparable energy consumption.

HH contributed with ideas, implementation, writing, results, and analysis.
MO and EG contributed to the idea generation, implementation, analysis, and
writing. MJ contributed to writing.

5.2 Paper B

Henrik Hikanson, Magnus Onnheim, Jonas Sjéberg, Mats Jirstrand
Model-Assisted Hydronic Balancing in Residential Heating Systems us-
ing Operational Sensor Data

Accepted in Energy € Buildings, June 2025 .

This paper explores methods for leveraging modeling and operational data
to improve hydronic balancing and ultimately reduce temperature variation
between thermal zones. A method for evaluating the performance of the ra-
diator flow rates is suggested that is based on parameters of a model for the
thermal dynamics in all zones. The proposed evaluation method is demon-
strated using data collected during a rebalancing event, where radiator flow
rates were adjusted by reconfiguring valves. By identifying model parame-
ters before and after rebalancing, the method indicates improved balancing
conditions, which correspond to a measurable reduction in temperature vari-
ance. Furthermore, methods for calculating valve reconfigurations are devel-
oped through hydraulic modeling of the pipe network. Applying this method
to pre-rebalancing data successfully predicts that the implemented rebalanc-
ing would enhance balancing conditions. Additionally, the method suggests
alternative rebalancing strategies that could potentially yield even greater im-
provements.

HH contributed with ideas, implementation, writing, results, and analysis.
MO, JS, and MJ contributed to the idea generation and writing.
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CHAPTER O

Concluding Remarks and Future Work

This thesis has presented insights and methods aimed at enabling energy-
efficient operation of hydronic heating systems while maintaining occupant
comfort. A central focus of the work has been to ensure that the proposed
methods are suitable for real-world implementation by relying solely on equip-
ment already installed in many buildings.

One of the two main contributions of the thesis are insights in the design
of district heating price models to incentivize load shifting. The simulation
study presented in Paper A demonstrates that, by appropriately weighting
tariffs, it is possible to provide housing companies with financial incentives to
reduce peak demand. The second major contribution lies in the data-driven
modeling of radiator flow balancing, which aims to simplify the balancing
procedure. Paper B introduces a weather-independent evaluation method and
an optimization framework for determining suitable valve adjustments, both
of which are demonstrated using real operational data.

To summarize, the results from this thesis shows that, by adopting the
modeling techniques and utilizing the data already available from the existing
systems, the energy performance of hydronic heating systems can be improved
without compromising occupant comfort.
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6.1 Future Work

This thesis has focused on solutions compatible with currently installed equip-
ment, but significant potential remains in exploring the use of emerging equip-
ment technologies. One example would be connected TRVs at each radiator,
which enable more precise monitoring and control. A direction for future
research would be to conduct a cost-benefit analysis to compare the added
capabilities of such equipment with its financial and operational implications.
Another area for further exploration is system identification using opera-
tional data. When collecting data under normal conditions, the ability to
excite the system is limited, as occupant comfort is always prioritized, and
system identification becomes challenging. Future work could investigate how
to combine these competing objectives by designing control input signals or
operational strategies that ensure acceptable comfort levels while simultane-
ously improving the data quality needed for effective system identification.
Finally, this work has primarily adopted the perspective of the housing com-
pany—focusing on district heating price models and hydronic balancing—but
there are broader system interactions. For instance, coupling the price model
with a district heating plant model could provide insight into the true opera-
tional costs and benefits for the energy utility. Additionally, while improved
hydronic balancing can reduce costs for housing companies, it may also en-
hance the system’s capacity for load shifting. Understanding the value this
creates for the district heating provider would open up new opportunities for
collaboration and optimization across the entire energy supply chain.
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