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Fig. 1. A visualisation of the WHOOP fitness tracker and its accompanying app used in this study. The tracker
does not have a display, so all interactions take place in the mobile application. The main focus of the study
is the participant’s interaction with the so-calledWHOOP Coach, a conversational agent embedded in the
mobile app.

While Personal Informatics (PI) tools utilise data visualisations to communicate behaviour, users often struggle
to make sense of their data and translate it to actionable insights. Conversational Agents (CAs) offer potential
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for improved access to PI data, yet their role in PI tools remains under-explored. We conducted a two-week user
study with journals, interviews and logging with = = 36 participants using a novel commercial fitness tracker
with an embedded CA. We identified the give and take principle as essential for meaningful sensemaking with
a CA—a dynamic resulting in more effective interactions given users’ inputs (give) are met with prompts that
are sufficiently specific and built upon prior data engagement (take). A critical point was how users perceived
the CA during their initial interactions, with first impressions often determining further engagement. We
contribute insights into how CAs can support or hinder the PI experience, offering implications for future PI
system designs.

CCS Concepts: • Human-centered computing → Empirical studies in ubiquitous and mobile comput-
ing.

Additional Key Words and Phrases: Fitness tracker, conversational user interfaces, conversational agent,
chatbot, personal informatics, sensemaking, metrics, give and take
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1 Introduction
Personal Informatics (PI) systems seek to empower users to track and reflect on their personal
data with the goal of fostering self-awareness and wellbeing [36]. However, making sense of this
data and identifying actionable insights can be challenging, as reflection often does not occur
automatically, but needs to be encouraged [124]. Moreover, it can be hard to interpret one’s data
without contextualising [125]. While the PI experience is often seen as solitary, a small body of PI
work has explored PI as a social activity [1, 25]. Thus, one promising direction for interpreting data
appears to be ‘social sensemaking’ [106], where sharing data with others facilitates meaningful
dialogues, encourages question-asking, and promotes drawing comparisons.

While previous studies have focused on human-human interactions, it is increasingly important
to examine PI systems that include human-agent interactions, given the proliferation of Conversa-
tional Agents (CAs) in commercial devices over the past decade. This has led to research starting to
integrate CAs into PI tools [80]. CAs can offer more human-like, and thus more engaging interac-
tions [66], introducing a new approach to personal data exploration. Therefore, as CAs continue to
proliferate in mobile and wearable devices—with and without Large Language Models (LLMs)—it is
increasingly important to study how users interpret and interact with these agents in applications
that collect personal data, like PI tools. The question remains of how CAs can be effectively and
meaningfully incorporated into these systems.

The integration of Artificial Intelligence (AI) into PI systems poses multiple challenges related
to design, interaction, and sociotechnical factors [88]. For example, self-tracking tools rely on
individual user datasets, which are often too small for typical ML models to generate personalised
insights [39]. Furthermore, although data from larger groups of users could enable the CA to offer
more insightful recommendations and suggestions, there is a high risk of offering biased and,
therefore, flawed advice for people with more unique health conditions (e.g. medical conditions,
disabilities) and minority groups [98]. Strömel et al. [127] found that textual data representations
created by ChatGPT enriched the sensemaking process and guided users to focus, while reinforcing
comparative mindsets. This presents a critical challenge of how PI-related CAs should be designed
responsibly to enhance user experience while aligning capabilities with users’ ethical values and
beliefs [92]. Thus, it remains a challenge for Human-Computer Interaction (HCI) to explore how
such technologies can be employed in an effective, ethical and usable manner.
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This study was prompted by the market debut of the first commercial LLM-based PI tool, WHOOP
Coach.1 WHOOP, an established subscription-based fitness tracker vendor, enabled a chat feature
in their application where users could, quoting WHOOP, ‘choose what you want to focus on, or where
you need more support, and WHOOP will coach you based on your body and your goals, providing
individualised advice, insights, workout recommendations, nutrition coaching, fitness plans, and more.’
WHOOP Coach offered an opportunity to explore in what ways a CA could help users gain a
better understanding of their fitness data. To the best of our knowledge, this is the first study that
explores the continuous use of a CA system in PI. We explore how and why users employ a CA
in personal tracking and their perceptions thereof. We present a central finding of our inquiry:
effective PI sensemaking with a CA depends on what we term the give and take principle. This
principle encapsulates a design requirement involving two key elements: ‘data availability’ (give)
and ‘prompt specificity’ (take). When the user self-tracks a sufficient amount of personal data and
articulates specific questions, the CA is more likely to generate personalised responses tailored to
the user’s needs.

To this end, this paper contributes: (1) a within-subject empirical study with = = 36 participants
which describes the lived experiences of using a CA in a fitness tracking concept; (2) findings on
how a CA can aid in the interpretation of tracker metrics and how it influences users’ perceptions
of their behaviours and routines; and (3) design considerations for the future development of CAs
as interaction styles in PI tools.

2 Related Work
Here, we discuss HCI literature on conversational agents, how sensemaking has played a role in a
user’s PI journey and how users interact with metrics and data visualisations in PI tools in order to
situate our work.

2.1 Conversational Agents for Wellbeing and Coaching Purposes
In HCI, different models have been developed with the goal of aligning the design of technologies
with their users, such as Norman’s action cycle [97] or Abowd and Beale’s general interaction
model [3]. However, as these models have been created with tangible or Graphical User Interfaces
(GUIs) in mind, they often fall short in the context of users interacting with CAs. Per their nature,
CAs have specific affordances that hinder the mapping of existing best practices from, for instance,
GUIs [94] and require context-specific heuristics to inform usable design [75]. Building on existing
HCI literature, models such as the CUI Expectation Cycle [92] and the Human-Agent Speech Inter-
action Model [144] have been developed to account for the unique presentational and perceptual
effects that Conversational Agents (CAs) have on users.

Understanding their specific affordances is a crucial step to developing CAs that meet user
expectations, which are often shaped by the overall increasing fidelity of available devices [135],
further pushed by advancements in contemporary LLMs [71]. In successful cases, contemporary CA
interactions can be promising aids in context- and domain-specific tasks, like healthcare [114, 140].
In this work, we follow recommendations of this existing body of work to explore the effects of
CAs when coupled with fitness trackers.

HCI has long recognised wellbeing as a key design goal. With the rise of chatbots and CAs) over
the last decade, a plethora of applications have emerged that employ CAs for wellbeing. These
interfaces can help users navigate complex tasks by providing cognitive scaffolding [42, 109, 110,
139], and have been proven effective in guiding users through reflective practices to promote
wellbeing and support mental health [18, 20, 70, 78, 79, 87, 105]. For instance, Kim et al. [67]

1https://www.whoop.com
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illustrate the potential of CAs in addressing teenagers’ emotional needs primarily by being good
listeners, respecting their users’ privacy by keeping secrets, and providing sufficient background
when presenting information.

Depending on the setup, CAs leverage their interaction style to offer users novel and exciting
ways to interact with technology. For instance, focusing on smart speakers, Reicherts et al. [111]
showcased the appropriateness for CAs to expand their capabilities from prompt-based machines
and become proactive conversational partners in social settings. By acting as fact-checkers, re-
minders, or health assistants, such as detecting recurring symptoms like coughing, this study
highlights how benevolent CA interactions can positively affect users’ wellbeing. Building on
this work, Zargham et al. [145] illustrate the caveats of CA proactivity and offer guidance for the
development of interactions that meet user expectations. Importantly, but not surprisingly, CA
proactivity is mainly welcomed when expected and the context affords it, or if delivered information
is of certain priority or urgency. In any case, users desire agency and prefer limited proactivity that
announces itself first. Ruitenburg et al. [114] explored how CAs can assist couples in which one
partner has dementia, experiencing reality disjunctions that lead to disagreements and possible
conflicts. The work shows that CAs can help as fact-checkers, conflict defusers, or storytellers to
maintain truth, comfort and connection between partners. Though these works consider neither
physical activity nor health, they imply that a CA can indeed take different roles, such as that of a
coach, as long as the interactions meet their users’ expectations. Addressing this gap in this work,
our aim is to connect these strands to explore a CA’s capabilities as a coach in fitness trackers.

Although prior research has proposed that LLMs can take on the role of a ‘coach’ [13], and AI
features are increasingly integrated in more devices, it becomes critical to deepen our understanding
of how users interact with and perceive these advancements, especially when their health and
wellbeing is concerned. For such AI systems to be effective, they must address longstanding
challenges, including lack of explainability in AI-generated recommendations [72], and the presence
of biases regarding sensitive attributes, including but not limited to, language [59, 113], age [63], and
race [90, 133]. Concurrently, it has been shown that users can ‘blindly’ trust AI systems regardless
of whether or not it is warranted [69]. Generally, overreliance on AI poses negative impacts on
cognitive abilities, such as decision-making and critical thinking [146]. Transparency becomes
especially meaningful given it is ‘contextually appropriate’ [26, 28]. This highlights a need for a
greater understanding of how to design transparent CAs to minimise the risk of deception and
to ensure that users can make informed decisions. In light of these risks, the limited real-world
adoption of previous health-oriented CAs [2] substantiates the need for more knowledge on how
we can employ these technologies in everyday contexts in both a safe and appropriate manner.

2.2 Goal Setting through Reflection on Data Representations
One recurring problem with PI tools is that ‘assumptions’ about the user’s health goals and
motivation to track are embedded within the device [120]. A commonly embedded assumption in
PI devices is that the user always wants to improve their ‘performance’ and ‘health’ (e.g. [6]). A risk
of performance-based foci in PI tools is that a user’s behaviour may be framed negatively when
they do not achieve their self-defined goals or the goals set by the device (e.g. [83]). Past work has
also suggested that positive framing is overall a more desirable design technique than negative
techniques, e.g. [23, 27, 37]. Proposed solutions include the option to track only the necessary
data to achieve the corresponding goal, which is named goal-directed self-tracking [121], as well
as to have default assumptions along the lines of ‘maintaining’ health. Although an excessive
focus on goal-setting can become problematic, goal-setting can also be approached in different,
arguably non-problematic, manners. For example, by giving users more control over the device
through customisation features (e.g. [77]), though ‘true’ customisation is considered to remain
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challenging [126]. CAs could provide a promising way forward, providing means of receiving
personalised recommendations with varying degrees of consideration for goal setting. However,
they have to be explored in more depth to gain a deeper understanding of how those kinds of
interactions with CAs would look like.

Agapie et al. [4] argued that reflective practices are one of the most effective ways to help
people set goals, whereby a person may go through different stages of reflection, like those stages
described by Fleck and Fitzpatrick [43]. Reflection refers to the introspective process in which
individuals examine and evaluate their own thoughts, emotions, and behaviours [51]. In general,
positive reflection can improve mood, increase the capacity to enjoy life, support the maintenance of
relationships, help process past events, and contribute to the development of self-identity [86]. Still,
even reflection on negative experiences can lead to health benefits [101]. However, it is important
to distinguish between reflecting on negative experiences and rumination [131], which involves
persistent cycles of negative thoughts and emotions that can stem from reflection [131] and often
stand in contrast to the positive aspects of reflective practice [131].

Reflective practices are vital for acquiring a better understanding of one’s personal data and,
therefore, one’s behaviour [14]. Reflection is a means towards inquiring about one’s goals from a
higher-level perspective [22], facilitated through perspective developments and changes [8, 43]. For
example, users may forcibly adopt ‘data interpretation approaches’—albeit flawed—when too few
data points are provided, or when too much information is provided without contextualising them
or showing their relations [52]. Herrewijnen et al. [52] refer to these phenomena as construction
and deconstruction, respectively. Overall, the authors urge for detail in data representations while
making the data points’ connections explicit, rather than continuously adding more data points
without situating them in the representation as a whole [52]. However, more research is needed
to understand data sensemaking processes better. Research has demonstrated that technology-
mediated reflection can enhance wellbeing [60]; thus, a plethora of HCI researchers have focused on
exploring technology-mediated reflection and how to design for it (e.g. [9, 12, 60, 102, 115, 116, 119]).
However, reflection can be a challenging activity and often does not occur automatically but needs
to be encouraged [124]. In the PI community, it has not yet been explored whether CAs could be
an effective means of instigating reflection and aiding sensemaking, as there is a lack of empirical
contributions on these phenomena in the context of personal health and fitness data that has been
self-tracked by the user. Although prior user studies (e.g. [67, 70, 78, 79]) have investigated how
CA interaction plays a role in user wellbeing, it remains a challenge to study how users exhibit
health-reflective behaviours with a CA through data sensemaking behaviours, like goal setting.

2.3 Sensemaking and Interpreting Metrics in Personal Informatics Systems
In the HCI community, PI research has focused on topics like how users set goals (e.g. [4]), how
their self-tracking motivation changes over time (e.g. [38]), how to support people in transition
periods after lapsing with technology usage (e.g. [37, 38, 96], how they adapt their health routines
according to the data (e.g. [34]), and how they reflect on their data (e.g. [10, 12, 84]). However, in the
literature, it has been reported that users are not always sure how to connect the quantitative data
to their holistic real-life goals [96], and that the quantification of behaviour is not always considered
appropriate [29]. Interpretation issues can also arise when there is a mismatch between how the
data are measured and the user’s lived experience of the metric which the tool aims to communicate
(e.g. [32]). In addition, users may experience goal-setting with PI tools as overwhelming [35] for a
variety of reasons.

In their work, Strömel et al. [127] incorporated ChatGPT into a web application by which
participants were requested to import their personal data from applications like Fitbit, Garmin or
Strava. Then, ChatGPT either created textual explanations of the participants’ data or bar graphs, or
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both were presented [127]. Their objective was to examine whether unconventional representations
of personal data can compensate the disadvantages of more traditional representations [127].
However, they argue that LLM models still have a tendency to hallucinate, attributed to lacking
world knowledge [147]. This hallucination risk is especially relevant for LLM models applied in
PI, considering that the usage of personal health data already poses similar issues [68], showing
a clear gap in how technologies should ‘interpret’ and ‘contextualise’ metrics for more sensible
communication of the personal data without ‘making stuff up’. Quoting Goyal and Fussell [50,
p. 288]: ‘Sensemaking involves foraging for information pieces that could connect with each other,
resulting in multiple initial hypotheses’, the sensemaking process involves translating factors from
the past (connecting pieces together) to informed expectations for the future. In other words,
sensemaking is a means towards attaining a mental model that depicts the state of affairs and
knowledge [104]. However, the construction of such mental models for the interpretation of PI
data remains to be examined in great detail.

One promising area where users could potentially benefit from AI is in the data sensemaking
process. Making sense of one’s personal data takes a considerate amount of time and energy—
not only to achieve goals and engage with data but also to develop the skills needed to interact
effectively with PI tools [24, 25, 107]. Moreover, different types of metrics are perceived differently by
users [64], perpetuating the assumption that we need more measures to support or even strengthen
the sensemaking procedure. With the rise of complex metrics, like sleep, strain (energy used), and
recovery (body battery), it is crucial to acquire more in-depth knowledge of whether users find
these metrics intuitive and actionable within their health routines. Arguably, users may question
the extent to which metrics are accurate and realistic representations of their lived experiences.
Related to the hallucination phenomenon, users may question if the data is unveiling their objective
experience of the self or about ‘me’—the subjective experience of the self—which are both relevant
to the sensemaking approach. In other words, is there a potential (mis)match between the CA’s
interpretation of the user’s data and the user’s lived experience? This work explores the consequences
of using a CA as a part of PI experience.

2.4 ResearchQuestions
Following the research gaps we identified in the HCI literature on AI applications, conversational
agents, data sensemaking processes, and reflecting on complex metrics, we introduce four research
questions to guide our research:

• RQ1: What purposes do users have for using a CA in PI?
• RQ2: How are the interactions with a CA enacted?
• RQ3: How do users perceive and feel about interacting with their tracking data through a CA?
• RQ4: What are the design considerations for CAs as an interaction style in PI systems?

3 Method
In this section, we describe how we examined the purposes for which participants interacted
with the CA, the nature of their interactions, and how they perceived the CA’s responses. To
explore these aspects, participants interacted with a CA and their chosen metrics. Based on these
findings, we developed design considerations to inform the design of future CAs that support the
data sensemaking process. This study employed data source triangulation by collecting data from
multiple sources—interviews, daily diaries, and users’ interaction logs with the CA—to provide a
comprehensive understanding of interaction phenomena (e.g. [73, 100]). The study began in July
2024 and concluded in February 2025. Since WHOOP operates on a subscription-based model, we
provided participants with pre-made accounts. A total of ten individual user accounts were used in
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Fig. 2. An overview of the study structure, including when participants were given particular documents,
when certain meetings were held, and when participants were interviewed about their experiences with the
tracker. Besides those study elements, the participants could fill in a daily journal continuously throughout
the entire experiment. The kick-off meeting was held on day 1 of the experiment, the mid-term interview on
day 8, and the post-hoc interview on day 15.

the study. Notably, the WHOOP Coach was an entirely new product at the time of the study, thus
it was impossible for any of the participants to have prior experience of using the system.

This user study was conducted in compliance with the ethical regulations of the first author’s
affiliation and local jurisdiction.

3.1 Study Structure
This study was conducted over two weeks, divided into two phases. Figure 2 provides a simplified
overview of the study structure. To examine the impact of the WHOOP Coach feature, participants
were randomly assigned to a condition where the feature was either enabled or disabled in the first
week, then switched in the second week.

3.1.1 Study Preparation. Before the start of the study, participants received a study instructions
document, which included a consent form, a link to the daily journal and a link to an instruction
video. Upon signing the consent form, the researcher and the participant selected a day and time
for the kick-off meeting.

3.1.2 Week 1. The first week started with a kick-off meeting between the researcher and the
participant. The researcher asked if the participant had time to read the instruction document; if
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not, the author explained the study structure. Next, the first author handed the WHOOP fitness
tracker over and helped them install the WHOOP app and log into the account assigned to that
participant. Then, the participant was shown an instruction video on how to use the WHOOP
tracker if they had not watched it upon receiving the study instructions document (see Appendix A
for details on the video’s content).

The instruction video did not contain any information on how or what they could use the tracker
for, as we did not want to bias the participants using particular metrics. Instead, we wanted their
decision-making and behaviour with the tracker to be as natural as possible.We wanted to let them
choose and interact with the metrics of their desire. After the instruction video, the participant was
asked if they had any further questions regarding the study and the WHOOP tracker.

During the kick-off meeting, depending on the participants’ time availability, they were either
interviewed on their health routines and preconceptions about artificial intelligence, or given a
form with the same questions. The form allowed them to complete it in their free time. Participants
were encouraged to complete the form as soon as possible, but could elect to provide it later. The
questions pertained to long-term habits and prior technology usage and thus the completion time
was not a factor.

After the kick-off meeting, the participants engaged with the WHOOP tracker at their own
discretion, using it as frequently and in any manner they preferred. Participants were informed
they could reach out with questions at any time during the study.

3.1.3 Week 2. After the first week, the researcher scheduled the mid-term interview with the
participant, either online or in person. After the interview, the researcher changed the setting of the
WHOOP Coach, turning the Coach feature either on or off, depending on the participant’s randomly
assigned condition order. If the participant participated in the study remotely, the researcher could
log in to their account and change the coach’s setting. Thereafter, the participants were again free
to use the WHOOP tracker however they wanted. After the participant used the tracker for one
more week, the researcher and the participant met one last time to have a final post-hoc interview
about the participant’s experiences with the tracker.

3.2 Apparatus: The WHOOP Fitness Tracker and the WHOOP Coach
The WHOOP fitness tracker is marketed as a PI tool designed for goal setting and achievement,
activity planning and management, and personalised recommendations. The WHOOP Coach is
powered by OpenAI’s GPT-4 [138]. Before incorporating the device into the study, the first author
used and experimented with it for approximately nine months. Based on these observations, the
tracker provides a wide range of metrics, some of which are relatively unique. Two particularly
noteworthy metrics are “strain” and “recovery,” which are prominently displayed at the top of the
WHOOP app’s home screen. These metrics are visually represented as circles that fill up or deplete
depending on the user’s activity.

At the time of the study, the WHOOP Coach feature was embedded on the home screen, directly
below these two primary metrics, functioning as a separate tool. As a result, users could easily
ignore it if they chose to. When opened, the CA typically automatically provides a summary of
the user’s data and activities, such as a daily overview. Additionally, it offered a set of predefined
questions that users could select, prompting automated responses. Users also had the option to
type their own questions. All interactions with the CA were text-based. Illustrative screenshots of
the WHOOP mobile application and its WHOOP Coach feature are presented in Figure 3.

Opting for a commercial fitness tracker rather than building our own system is an intentional
decision as it increases the study’s ecological validity (e.g. [16, 128, 134]). Our goal was to study CA
interactions in real-world settings (see [112]), which necessitates the use of a robust prototype to
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(a) (b) (c)

Fig. 3. Three screenshots of the WHOOP mobile application. Subfigure (a) shows the main homepage of
the app, with the strain and recovery metrics at the top visualised in blue and yellow circles, respectively.
Below the strain and recovery, an overview is provided of the activities the user did that day: dance, walking,
volleyball, and sleep. Subfigure (b) visualises the health and stress monitor, and the positioning of theWHOOP
Coach’s and its daily outlook : directly below the My Day header. Below the WHOOP Coach, data on Today’s
Activities and Tonight’s Sleep is given. Subfigure (c) is a screenshot of the beginning of a session with the
WHOOP Coach. When opening the daily outlook window, the Coach starts the conversation by presenting a
summary of the user’s week and personalised recommendations. All three screenshots are taken at different
points in time when the first author was exploring the WHOOP before the start of the official study.

ensure participant engagement throughout the study. The WHOOP tracker, being a commercially
developed and robust product, was expected to facilitate a more reliable and ecologically valid user
experience compared to a custom-built prototype. At the time of the study, the WHOOP Coach
feature had only recently been released, offering a timely opportunity to employ it in our study
with a low probability that participants were already familiar with or had previously used the
system.

3.3 Interview and Diary Protocols
Each participant took part in at least two and at most three semi-structured interviews. The first
interview, which was optional, took place before the study; participants could choose to complete a
survey instead. The second interview was conducted midway through the study, one week after
the start, and the final interview was held at the end. The mid-study and post-study interviews
followed a similar protocol to examine how participants’ opinions evolved over time.

3.3.1 Daily Diary. Participants were given a link to a questionnaire—which functioned as a daily
diary—and were asked to use this same link for the whole duration of the two-week study whenever
they made any special observations of the WHOOP app, or had any particular opinions to express.
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Table 1. Overview of the participants’ demographics information, including their participant ID (PID), gender,
age, what types of tracking devices they have used (including devices they are currently using), what brand
of tracking devices, and their total tracking experience in years (yr), months (mo) and weeks (wk).

PID Gender Age Type(s) of device(s) used Tracking device(s) used Total ex-
perience

P1 Female 29 Fitness tracker Fitbit 2 - 5 yr
P2 Female 24 NA NA NA
P3 Female 22 NA NA NA
P4 Male 57 Fitness tracker Garmin Instinct 1 yr
P5 Male 26 Smartwatch; Smart ring;

Smart scale
Apple Watch; Oura Ring;
Withings Scale

> 5 yr

P6 Female 27 Fitness tracker Apple Watch 2 - 5 yr
P7 Female 29 NA NA NA
P8 Female 32 NA NA NA
P9 Male 29 NA NA NA
P10 Female 42 Fitness tracker Fitbit 2 - 5 yr
P11 Male 25 Fitness tracker Xiaomi Mi Smart Band Few mo
P12 Female 27 Smartwatch Apple Watch 2 - 5 yr
P13 Female 26 Smartwatch Apple Watch 2 - 5 yr
P14 Female 61 Smartwatch Apple Watch 2 - 5 yr
P15 Male 27 Smartwatch Apple Watch 2 - 5 yr
P16 Female 26 Fitness tracker Garmin Forerunner 1 mo
P17 Female 29 Fitness tracker Garmin Vivoactive 2 - 5 yr
P18 Female 32 Smartwatch Garmin Smartwatch Few mo
P19 Male 32 NA NA NA
P20 Male 26 Fitness tracker Garmin Forerunner 2 - 5 yr
P21 Female 36 Smartwatch Apple Watch 2 - 5 yr
P22 Female 30 Smartwatch Apple Watch 1 yr
P23 Female 23 NA NA NA
P24 Female 57 NA NA NA
P25 Male 28 Smartwatch Apple Watch > 5 yr
P26 Male 28 Fitness tracker; Smart scale Garmin Forerunner; Garmin

Index S2
> 5 yr

P27 Female 28 Smart ring; Fitness tracker;
Smartwatch

Oura; Garmin; Fitbit; Apple
Watch

2 - 5 yr

P28 Female 23 Fitness tracker Knauermann Neo 2024 Few mo
P29 Male 31 NA NA NA
P30 Male 32 Self-tracking app Strava Few mo
P31 Female 26 Smartwatch Apple Watch 1 yr
P32 Male 28 Smartwatch Withings ScanWatch 2 2 - 5 yr
P33 Male 26 Self-tracking app Teamfit; Food-tracking app Few mo
P34 Female 25 Self-tracking app Teamfit < 1 mo
P35 Male 26 NA NA NA
P36 Male 25 Fitness tracker; Self-tracking

app
Garmin Forerunner; Strava 2 - 5 yr
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This diary was optional to fill in. Three questions were included in the diary to stimulate the
participants to reflect on their tracker use:

(1) What observations did you make regarding the WHOOP tracker and its mobile application?
(2) What are your thoughts and opinions regarding those observations?
(3) How did you use the WHOOP tracker and its mobile application today (or the last couple of

days)?

Participants were encouraged to include any remarks and opinions in the diary.

3.3.2 Pre-Study Interview. The goal of the short pre-study interview during the kick-off meeting
was to gain insights into the participants’ activity levels and health habits prior to the study, as
well as into what kind of prior experience with tracking technologies they had. If they had used
tracking technologies before, we inquired about the types of technologies they had used, in what
types of situations they utilised the technology, and what expectations they had regarding the
technology’s functionalities. Additionally, we asked whether or not they had concrete fitness or
health goals in mind, regardless of whether they used tracking technology.

Finally, we interviewed them on potential preconceptions about tracking different types of health
metrics and artificial intelligence. We asked them if they had used AI before, and if so, in what
kinds of situations and applications. An additional goal was to get the participants’ opinions on AI,
with the expectation of observing a change in their opinions over the course of the study.

The pre-study interview duration ranged from 9 minutes, 44 seconds–59 minutes, 21 seconds
(" = 19.40, (� = 16.41). The pre-study interview protocol is provided in the auxiliary material.

3.3.3 Mid- and Post-Study Interviews. The mid- and post-study interviews consisted of two parts.
Initially, the participants were asked to elaborate on their thoughts about WHOOP (compared
to previously used tracking technologies, if applicable), what kinds of functionalities they were
interested in most, as well as in what kinds of contexts they were inclined to use WHOOP. If the
participants had the CA functionality turned on that week, the researcher would ask them about
their experiences with the CA. These included what kinds of questions the participant would ask
the CA, what suggestions the CA would typically provide, and whether and how the participant
incorporated the CA’s insights into their routine.

In the second part of the interview, the participants were asked about their usage of the WHOOP
tracker in more detail to gain more insight into their sensemaking processes in relation to their
metrics of choice. Some other questions include how their routine was influenced, how they
interpreted those metrics and to what extent these reflected their reality. Both interviews were
concluded by asking the participants if the WHOOP tracker offered all the functionalities that they
would want and expect from a fitness tracker, and the participants were given the opportunity to
make any final remarks.

The duration of the mid-term interviews ranged from a minimum of 10 minutes, 47 seconds
and maximum of 91 minutes, 52 seconds (" = 34.04, (� = 16.99), whereas post-study interviews
ranged from a minimum of 8 minutes and a maximum of 60 minutes, 53 seconds (" = 36.77,
(� = 14.33). We provide the interview guide followed for both the mid- and post-study interview
in the auxiliary material.

3.4 Data Analysis
In this section, we describe how we analysed the data collected from the interviews, the daily
diaries and the history chat logs. From the pre-study interview, we acquired an overview of the
participants’ opinions and uses of AI.
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3.4.1 Sample Overview: Pre-Study Interview Analysis. To acquire a general overview of the sample’s
perceptions of AI’s added value and their reasoning for using AI, the first author first open-coded
participants’ answers. Then, the second author coded with those pre-defined categories and added
new ones when necessary. These codes were discussed among the first, second and last authors,
and revised accordingly. The first author then used affinity diagramming to group the codes. Our
results showed that the participants had mainly pragmatic and productive grounds for using AI.
The most prominent pragmatic uses included writing, programming and data retrieval. Regarding
productive reasoning, we found cognitive offloading, efficiency, and comfort and accessibility as
the main rationales for using AI. Many participants also expressed that AI had no added value for
them.

We also analysed participants’ prior experience with AI. First, the first and second authors coded
the data with the categories ‘low’, ‘moderate’ and ‘high’ experience. Cohen’s Kappa was calculated
to determine the inter-rater reliability (IRR) between the two authors: ^ = 0.79, which suggests
satisfactory agreement [44, 74]. The overall percentage agreement between the two authors was
86.11%. The sample had mixed previous experiences with AI. In the auxiliary materials, we provide
an overview of how the first two authors coded the data and our calculation of Cohen’s Kappa.

3.4.2 Qualitative Analysis of WHOOP Coach Experiences. Qualitative data was collected through
the mid- and post-study interviews, the daily diary, and the participant’s history logs with the CA.
The audio-recorded interviews were transcribed verbatim. Screenshots of all history logs with the
CA were taken, also transcribed verbatim.

The interviewswere codedwithATLAS.ti [48] software. Two authors first coded around 10% of the
full dataset to establish a coding tree. Therefore, six mid- and post-study interview transcriptions
(three of each), and two daily diary entries, were open coded by the first and second author
separately following Blandford et al.’s guidelines [15]. The codes that emerged in the first coding
round were discussed among the first, second and last authors. From this discussion, a coding tree
was established. The second author then coded five additional interview transcripts and three CA
histories. The first author coded the remaining data. Then, the first author conducted thematic
analysis to identify the main patterns and themes in the participants’ perceptions of the WHOOP
Coach and metric usage [15]. Lastly, the first, second and last authors iteratively discussed the
results of the thematic analysis to reach consensus on our understanding of the data.

The interviews, daily diaries and WHOOP Coach history logs were all analysed in one batch,
composing a shared coding tree for all data sources. This is in line with guidelines on the data
source triangulation process, typically referred to as the merging step [30].

3.5 Positionality Statement
The authors of this work have lived, gained education, and worked in Europe for most of their lives,
with backgrounds shaped by WEIRD (Western, Educated, Industrialised, Rich, and Democratic)
contexts. All authors have academic expertise in HCI, with some rooted in the academic tradition
of Computer Science and others in Social Science. They share a general interest in physical activity
and approach technology design from interdisciplinary perspectives.

We acknowledge that our positionality has influenced the framing of this research, including
our assumptions about user interactions with technology. While we have sought to incorporate
diverse perspectives, our lived experiences as able-bodied researchers from European countries
shape our interpretations. Recognising the role of cultural and disciplinary backgrounds in shaping
research, we encourage further studies that integrate perspectives from regions and communities
with different relationships to technology, physical activity, and digital infrastructures.
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Purposes

Interpreting metrics Goal setting Sensemaking

Interaction

Ambiguity Objectivity Relation to real life

Perception

(Non-)personalised 
responses Extreme opinions Performance focus First impressions 

and trust

Fig. 4. A schematic overview of the themes and sub-themes constructed based on our qualitative inquiry. As
shown in the visualisation, Purposes encompasses Interpreting Metrics, Goal setting and Sensemaking.
Interaction encompasses Ambiguity, Objectivity, and Relation to Real Life. (Non-)Personalised Re-
sponses, Extreme Opinions, Performance Focus and First Impressions and Trust are part of the Perception
theme.

3.6 Participants
In Table 1, we provide an overview of the participants of this study. We recruited = = 36 participants.
We reached data saturation with our current sample, whereupon we stopped additional participant
recruitment, as our qualitative analysis stopped yielding new insights after analysing the collected
data from 33 participants. The sample consisted of 21 females (58.33%), and 15 males (41.67%),
with an age range of 22–61 (" = 30.53, (� = 9.22). We recruited participants from eight different
European countries, through convenience and snowball sampling. They were either interviewed in
the first author’s native language or English. The sample consisted of people with a wide variety of
backgrounds, life contexts, occupations, health, and sports routines. The sample was also relatively
diverse in terms of prior experiences with personal informatics tools, with some having used
wearables for several years and others not having used them at all.

4 Findings
In this section, we present the findings of our qualitative analysis based on the daily journal
entries, the history logs of the conversations with the chatbot Coach, and interviews. Based on our
qualitative inquiry, we constructed three themes: Purposes, Interaction, and Perception, and
ten sub-themes: Goal setting, Sensemaking, Interpreting metrics, Ambiguity, Objectivity,
Relation to real life, (Non-)Personalised responses, Extreme opinions, Performance focus,
and First impressions and trust.The three main themes map toRQ1,RQ2, andRQ3, respectively.
The structure of the themes and sub-themes is illustrated in Figure 4. In the following, we describe
these themes and their corresponding sub-themes with excerpts from our data sources.

4.1 RQ1: Purposes
Our analysis showed that participants exhibited specific kinds of usage patterns with the Coach.
This theme describes how users interacted with metrics, and how this was facilitated through the
CA as an interaction style.
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4.1.1 Interpreting Metrics. Participants employed three main actions—how they used the metrics—
through the CA. Namely, participants queried it through: Interpreting Data, referring to what the
metric entails, what it is supposed to represent and how to interpret its values; Contextualising
Metrics, referring to how how to contextualise the data in the context of one’s life circumstances and
routines, including how measured metrics are translated to the corresponding metric(s) and how to
connect these metrics together; and Interpreting Behaviour, referring to how the metric is influenced
by one’s behaviours, and consequently resulting in gaining insight into one’s behavioural patterns
and progression. We present each of these below.

Interpreting Data. Participants’ willingness to consult the CA on how to interpret the metrics
typically stemmed from a source of doubt and uncertainty. They were typically unsure about the
meaning of the metrics, how to interpret their values, and even how their data was generated. This
is evident in P17’s uncertainty about how their sleep performance was calculated:

‘So I felt that like the app was already offering quite a lot of information that I could
read. And I also read them more than once. So like when I was not 100% sure how, I
don’t know, my sleep performance was measured, I was reading the information text
about it again and how this is like calculated.
That’s my performance across the day, for example. And I was just hoping that the
chatbot would give me more sources to read up on this, which go beyond the app, but
it did not offer. So I was just like, “yeah, sure.”’ (P17, post-hoc interview)

Sometimes, participants would simply ask how a number, score or percentage was calculated:
‘So I was trying to get more ideas about how to improve my sleep, for example. And I
was like, do you have other ideas? Can you tell me a little bit more? I was also using it
to get more data into how something is calculated.’ (P17, post-hoc interview)

Contextualising Metrics. In order to make sense of their personal data, participants frequently
relied on contextualisation. This involved linking different metrics to understand their interconnec-
tions and placing them within the broader context of their daily lives. By identifying relationships
between variables, they aimed to uncover how one factor influenced another. For instance, P17 used
the CA to explore the relationship between their sleep performance and the tracker’s estimation of
the day’s strain goal:

‘In both instances [when I looked at the app, in the morning after waking up and at
night before going to bed], I used the chatbot at the beginning to just make sure that I
understood the data correctly, that I can relate them a little bit more. So like, how does
my REM sleep phase relate to my sleep performance, to my sleep debt? How does it
relate to the app’s interpretation of how good my performance will be this day? So I
was really trying to understand all these different instances and how they relate to
each other. And for this purpose, I was trying to use the chatbot as well to make sense
of the data. But it didn’t really help that much.’ (P17, post-hoc interview)

During one interview, P24 described the Coach as ‘enlightening’ in multiple ways. They noted, for
example, that it explained how the recovery score was partially influenced by the manual journal
entries. The following excerpt in P24’s history logs illustrates this interaction:

‘P24: What behaviors contributed to my Green Recovery?
WHOOP Coach: Hey P24! Here are the behaviors that have positively impacted your
Green Recovery over the last 90 days:
• Magnesium Supplement: Logged 21 times as a “yes” with a significant positive impact

of 9 on your recovery.
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These behaviors have been key in boosting your recovery. Keep them up for continued
success! Any other questions about your recovery or fitness goals?’ (P24, Coach history)

Interpreting Behaviour. Participants often sought to understand which behaviours influenced
their metric values, especially when uncertain. In their daily diary, P22 reported that they used the
Coach to gain insights into how to achieve their strain goal, by asking about the impact of specific
workouts and the reasoning behind it.

‘Now it seems more doable. I also played around with their AI chatbot which was quite
useful to understand the impact of different workouts on my strain goals (e.g., the
chatbot broke down which workouts I could include today to achieve my strain goal
with workout type and duration; this was really helpful).’ (P22, daily diary)

The following example illustrates how participants used the CA to understand their behaviour by
identifying specific factors influencing their sleep data:

‘P24: What factors affect my deep sleep?
WHOOP Coach: Here are some factors impacting your deep sleep over the last 90
days: [Coach provides some details on the participant’s metrics.] Minimizing alcohol
and maintaining activities that boost recovery can help improve your deep sleep. How’s
your routine been lately?
P24: How does magnesium affect my recovery?
WHOOP Coach: The data for magnesium’s impact on your recovery wasn’t found.
Make sure to log it consistently in yourWHOOP app to get insights. Are you considering
adding magnesium to your routine?’ (P24, Coach history)

4.1.2 Goal Setting. One of the most common reasons participants used the Coach was to plan and
manage their daily routines, such as sleep and workouts. We observed that participants’ planning
and management behaviours were supported by both implicit and explicit goal-setting strategies.
Progress toward these goals was often facilitated by seeking advice and suggestions on how to
achieve them. Within this theme, we observed that participants asked the CA for guidance on
establishing more efficient and effective routines to reach their objectives.

At the start of the study, some participants had pre-defined health goals and maintained daily
routines to achieve them. Additionally, participants sometimes aimed to meet the goals set by the
tracker. For example, in the excerpt below, P22 describes asking the Coach for suggestions on
setting up a workout plan in order to reach WHOOP’s strain goal.

‘Now that I added my actual weightlifting routine, I feel like the strain goals become a
lot more achievable. In the past days, WHOOP strain measurements made me question
my activity level and how much I would need to workout to achieve them. Now it
seems more doable. I also played around with their AI chatbot which was quite useful
to understand the impact of different workouts on my strain goals (e.g., the chatbot
broke down which workouts I could include today to achieve my strain goal with
workout type and duration; this was really helpful).’ (P22, daily diary)

Similarly, P11 highlighted having used the Coach to perfect their bicycle routine. While P22 pointed
towards asking the Coach for advice on achieving the goals suggested by the tracker for the user,
P11 had a self-made workout routine and asked the Coach for advice to perfect it. For P11, the
Coach was a way to get easy and efficient access to health and sports advice, applied to their current
routine.

‘I remember that I used [the Coach] to plan a one-hour bicycle routine at the gym,
which was nice. Then I just made some small adjustments but it was pretty nice. […]
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And because I had one doubt about the metrics I used, so I asked the WHOOP Coach
about this.
It was something like “give me a one hour bicycle routine in the gym to either burn
fat or for cardio,” or something like that. To know how to have a routine with the
bicycle, so how much time for a certain resistance to be able to do a certain amount of
cardio. So effectively planning my usage of time on the bicycle. The WHOOP Coach is
faster than Googling it, that would have taken me more time than googling it. I also
wanted an accurate response, which is more accurate than just clicking on the first
link in Google. Because I also trusted the Coach because it is already tailored to sports
and physical activity. Also, I was in the gym when I asked the Coach about a bicycle
routine, so that meant the Coach was faster than Googling it.’ (P11, post-hoc interview)

In this example, P11 specifically mentioned how they assumed the WHOOP Coach would be more
efficient in specifying a cycling routine, considering they were already in the gym, and did not
want to risk having to waste time on Googling.

4.1.3 Sensemaking. Our analysis revealed that participants engaged in sensemaking behaviours
when interacting with the Coach. A common pattern emerged in these practices, involving two key
aspects: 1) identifying patterns in personal data by interpreting individual data elements and their
connections, often through past records; and 2) using these patterns to plan and manage routines
and individual behaviours to achieve specific outcomes. In the following excerpt, P11 inquired
about how the values of the recovery metric, aiming to gain an understanding how the metric gets
influenced. This implies that the participant was aiming to get a sense of how to behave in the
future to prevent low recovery scores.

‘WHOOP Coach: Your HRV is 2% below average, resulting in a yellow Recovery. If
you can, spend some time on recovery activities to boost your health. What part of
your health data interests you today, P11?
P11: why my recovery yesterday was so low if I slept almost 8 hours?
WHOOP Coach: Hey P11! Actually, your Recovery yesterday was fantastic at 95%
(green)! Here are some details: [Coach provides some details on the participant’s
metrics.]
You nailed it with 56% of your sleep in restorative stages (REM and Slow Wave Sleep).
Keep up the great work!’ (P11, Coach history)

Participants also occasionally ‘experimented’ with the CA to better understand how to interpret
specific metrics. For example, P11 tried to assess how to interpret the strain and recovery metrics
by responding to the CA’s remark on that it needed data on his Bodypump sessions for accurate
interpretation.

‘P11: If I go to bodypump on a Saturday morning and I end at 11.00, is it enough resting
time if I go again on a Sunday at 17.00?
WHOOP Coach: It looks like you don’t have any Bodypump activities logged for the
last Saturday or Sunday. To give you the best advice, could you log your Bodypump
sessions in the app? This way, WHOOP can analyze your Strain and Recovery data
more accurately.
P11: Does it depend on the strain I’ve achieved and the recovery I’ve met?
WHOOP Coach: Absolutely! Your ability to handle another Bodypump session de-
pends on both your Strain and Recovery. […]
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With a yellow recovery on Saturday and green on Sunday, you seem well-prepared for
another session by Sunday at 17.00. Just listen to your body and monitor your Recovery
and Strain!’ (P11, Coach history)

4.2 RQ2: Interaction
In this section, we describe the patterns in participants’ interactions with the CA, accompanied by
a recurring issue with the CA: a lack of personalised advice and an abundance of generic responses
from the CA.

4.2.1 Ambiguity. When phrasing a question, participants benefitted from removing ambiguity
from their prompts by asking direct and specific questions. This helped eliminate double meanings
and led to clearer responses. For example, questions like ‘What are my best recovery strategies?’
and ‘How does magnesium affect my recovery?’ (P24, Coach history) are examples of concise and
straightforward prompts.

When asked about their CA usage, P28 noted that the CA’s responses were somewhat generic.
They implicitly mention how this could have been attributed to the casual nature of their inquiries,
such as asking about their day or possible areas for improvement. However, this also highlights
that participants may have different expectations of specificity, as some participants may find such
details sufficiently specific.

‘Like, it says, “oh, your recovery was”, I don’t know, “brilliant” or something. Today is
your level… Your aim for strain is this and this number, so… And I’m like, “yeah, hmm,
I’ll try it.”
But it wasn’t that I set it as my aim to be exactly like the thing it said. But it was
interesting to see what I can achieve in a day. […]
Most definitely I ask how the day was, what I could have done better. Yeah, that’s
basically… The things I ask. […] Like, they weren’t that specific. But like, overall, the
overview was… That was good.’ (P28, mid-term interview)

Remarkably, P24 was one of the few participants who leveraged the Coach’s default question
options, eliminating the need to generate their own questions. They actively engaged with the CA,
applying specificity in their responses, which, in turn, led to more tailored (and therefore, ‘specific’)
default question options aligned with their interests.

‘You automatically arrive in the chatbot programme and then you get to see follow-up
questions, so [questions like] “what is resting heart rate?” I would then sometimes ask.
Then it would of course automatically come up with things that is in such a database,
where they search for certain text [pieces] in the question, and then you can go over
all those follow-up questions.
Sometimes in the text, things are explained, and then based on that you get more
follow-up questions. I found the Coach quite enlightening. There were also videos
and tutorials, so then you have all these things that you can look at, and you can also
surprisingly read articles.’ (P24, mid-term interview)

4.2.2 Objectivity. Unlike P24, P26’s experience with the CA’s default question options was different,
as they engaged less with the system. Without frequent follow-up questions or shared personal
information, the CA’s responses remained more general.

In the following excerpt, P26 reflects on why they did not feel the need to respond to the CA’s
daily overviews:

‘I never asked the chatbot anything, I always [only] looked into like, the recommenda-
tions.

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 5, Article MHCI014. Publication date: September 2025.



MHCI014:18 Loerakker et al.

I think sometimes at the overview… I think the first notification that it sends you is
“get my outlook.” And then you get like the summary thingy. […] But I looked into it,
but then I never felt like… I felt it was like so superficial or so basic, that I never felt
the impulse to ask follow-up questions because I felt like it’s not gonna help me much.’
(P26, mid-term interview)

In some cases, participants engaged minimally with the Coach from the start. For instance, P29
mentioned that they generally rarely used the app as it was ‘too crowded’, which suggests that
an overload of data might have been a limiting factor. Although they noticed the default question
options provided, they did not find them compelling enough to sustain ongoing interaction.

‘The only thing that I missed, I think it’s like this beta [functionality] asking anything.
Probably I would use it more if I notice that there is something interesting.
Now, when I go into the app, I see that there are actually some [default] questions that
you can ask. So, it’s actually on my part that I should go into [it], but I didn’t go into the
details of this. So, yeah, I think… Yeah, again, the app is too crowded, too complicated.’
(P29, post-hoc interview)

This finding suggests that the CA has the potential to help users identify behaviours that positively
contribute to their routines and health, but its effectiveness depends on regular and consistent
engagement with the tracker—and the Coach itself.

4.2.3 Relation to Real Life. Interestingly, having a consistent workout routine did not determine
whether participants liked or disliked the CA. Sporty and active individuals expressed both positive
and negative opinions, often shaped by other factors. In the case of a negative or neutral opinion,
they typically argued something along the lines of: ‘Nobody knows my body better than I do. I already
possess the knowledge (from years of training) on what to do to improve my performance or health;
I don’t need a chatbot to tell me that’, quoting P4. They perceived the CA as offering little added
value to their well-established routines. Below, we quote P26, a triathlete, on this perspective:

‘I did [look at the CA] and sometimes I looked into them, but I felt mostly that the
information was sort of too basic. Nothing like super added value. In the sense of,
like, when it analyzed my sleep and then it told me “today is going to be a hard day,
you should hydrate more”. And it’s like “okay thanks, I know that already”. Plus I
also already used the… I was testing, I think I wrote it in a journal. I think Strava also
integrated some sort of like AI feature to analyze the training.
And that’s sort of what I was looking into and I feel like it fit more into my workflow
of like actually looking [into an analysis of my training].’ (P26, mid-term interview)

Notably, P26 compared their experience with the WHOOP Coach to Strava, which they used to
track their training. In the same interview, P26 explained how Strava’s AI feature offered more
abstract interpretations of their runs, providing session summaries through comparisons with their
own baselines.

Concurrently, several physically active and health-focused individuals recognised the benefits
of the Coach. For example, P11 and P22, who have a consistent workout routine consisting of
weightlifting, bodypump, tennis, padel, running, and volleyball, found the CA useful for setting up
training schedules (P11).

When asked why they used the CA less frequently, participants with less physically active
lifestyles often felt ‘uninspired’ about what questions to ask. Many remarked that they struggled to
come up with questions for the CA, as they did not have concrete health or exercise goals. In the
words of P12 (post-hoc interview): ‘I don’t know. I didn’t feel the need to use it, let’s say.’ Several
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participants also specifically stated that the chatbot could be useful for users with more ‘specific
questions and goals’ instead (e.g. P1, P5).

4.3 RQ3: Perception
This theme discusses participants’ perceptions of the CA, focusing on its ability to provide personal
or impersonal responses and its performance focus. We also present users’ most common reactions,
including extreme opinions, first impressions, and the CA’s impact on their trust.

4.3.1 (Non-)Personalised Responses. A common concern among participants was that the Coach
would provide ‘generic’, ‘unhelpful’ and ‘impersonalised’ responses to their prompts. Many empha-
sised that the Coach provides ‘unclear’ (health) suggestions or that it could not answer questions
when asked for specific details.

‘I have to say that the chatbot was also rather superficial. So, not really helpful. I mean,
interacting with it was like with any other chatbots as well. But I felt that just by
Googling and by asking ChatGPT, I would have had better results that were maybe
also more diverse because I feel that the chatbot is based so much on the data that is
already gathered in the app that it does not really provide more ideas or that they offer
like other links where you can click on and where you say like, oh, now I have like this,
I don’t know, this podcast or this review where some of your internal workings from
your body would get explained to you more. So I was just missing that if I really want
to dive really deep into one topic, that it would not provide me the means to actually
do so. And yeah, in the end, I mean, I even did Google it, how to improve my sleep
pattern.’ (P17, post-hoc interview)

In P10’s Coach history, we found that they asked the coach how to improve their current sleeping
routine (‘How can I improve my sleep quality?’). The Coach initially responded with a list of
suggestions in bullet points. Next, P10 followed up on one of the points (consistent bed times),
prompting the CA to provide another bullet-pointed response elaborating on consistency:

‘P10: Am I sticking to consistency?
WHOOP Coach: Great choice! A consistent sleep routine can do wonders. Here are
some tips to stick with it: [CA provides some details on the participant’s metrics.]
Your goal: Get to bed by 10:30 PM and wake up by 8:00 AM. Let me know how it goes or
if you need further support!’ (P10, Coach history, translated from P10’s native language
to English)

4.3.2 “Extreme” Opinions. Overall, participants had mixed perceptions of the CA Coach. Some
ignored it, while others found it useful. In our sample, opinions tended to be polarised, but the
reasoning behind them varied.The ignorance of the CA could potentially suggest that it is not clearly
designed in communicating its functionality and added value. Many users would only respond
once to the CA’s initial ‘daily overview’ message, sometimes not initiating any conversation at
all (e.g. P24, P26). For instance, P26 mentioned not feeling the need to respond to the CA’s daily
overviews. Notably, many participants actively ignored the CA despite having noticed it on the
home screen. Their reasons varied, but the most common were: 1) a general dislike of AI or CAs, 2)
making premature or incorrect assumptions about the CA, and 3) uncertainty about what to ask or
how to engage with it.

Many participants expressed a lack of interest in using the WHOOP Coach due to scepticism
towards AI and CAs (P5, P6), particularly in relation to health data (P5). P29 voiced feeling confused
about what to ask the CA and how to interpret the default question options.
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‘I didn’t know what to ask or what to talk about with the application for monitoring.
And then, yeah. So, I didn’t know… how should I interact with the chatbot? […]
Usually, if I want to use, for example, ChatGPT or something, usually I have a question
or inquiry that I want to know more about. So, if it had like some kind of… “ask me
these, and then I can answer them”, then I would be more motivated. Maybe one of
those questions about what I want to ask.
But I saw it, but I didn’t know what this is about. So, I just discarded it.’ (P29, post-hoc
interview)

Some participants reacted strongly to the implicit assumptions embedded in the CA’s functionalities,
such as its focus on increasing performance, as illustrated in the next excerpt. This emphasis on
performance is further explored in the following section (subsubsection 4.3.3).

‘So I was asking the chatbot, I was trying to read all the stuff, how it gets calculated
and so on. So I really spent a lot of time engaging with the data at the beginning.
“Oh, yeah, but today you are not going to be on top performance and today you have a
sleep debt of like 15 hours.” Yeah, but it’s not helping me to reduce this. So it just made
me mad.
It made me furious. It made me sad. It made me just like doubting or like whatever I
have learned so far and whatever my body is doing.’ (P17, mid-term interview)

4.3.3 Performance Focus. Some participants felt that the CA adopted a performance-based per-
spective, prompting a range of reactions. P17, for instance, attributed WHOOP’s negative framing
to its emphasis on continuous (improved) performance. Other participants also voiced this opinion,
like P1.

‘And I just felt that the whole interface and the whole thing that it told me like, “oh,
yeah, you’re sleep debt and your body battery is running low”. And “oh, yeah, you
are not at top performance”… it just initiate a feeling that I am doing bad, right? And
I think this is the whole thing: how it is presented. Because sleep debt is something
very negative, right? And just the name of it is also very negative. And then when it
tells me like, “oh, yeah, you will not be in top performance”, it reduces my motivation
because I’m looking at the data in the morning.’ (P17, mid-term interview)

Some participants noted that WHOOP may evoke negative feelings when indicating that a user is
not ‘performing well’ according to their metrics (e.g. P6), or potentially not reaching their goals.

Conversely, some participants found the CA’s functionalities helpful (e.g. P11, P22, P24). For
example, P22 commented that the CA helped them gain useful insights into achieving specific
health goals and described it as convenient.

‘It wasn’t a pop-up, but it was there. It’s just telling you, “hey, this is your strength goal
for today”. And then I had the chatbot […], that was super nice, because then I could
also just ask, “okay, this is my strength goal, what would be workouts that would be
helpful for me to achieve this?” And then it would just tell me, “hey, if you go for a 40
minute run, you would already be at a strain level of 9.8 out of the 12 that you want to
have.” So that would be something super easy.’ (P22, mid-term interview)

Notably, P22 was also one of the few participants who explicitly stated in their daily diary that
they noticed the CA’s absence in their post-hoc interview: ‘I don’t have the chatbot anymore which
frustrates me.’

4.3.4 First Impressions and Trust. Several participants were unsure about the CA’s added value
and functionalities, often making assumptions about its capabilities. This would often discourage
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participants from using it or even trying it. P1 chose not to engage with the CA, assuming it would
not be useful if they did not have a specific health goal.

‘I was just curious what it would tell me. Like, I opened it once and then it was like
“oh yeah, something something with my HRV and whatever”… And then I was like
“okay, anyways, that value might be skewed so…” and yeah, and then I didn’t continue
chatting, but I thought it would be quite cool if it was really very personalized somehow.’
(P27, post-hoc interview)

The quote above illustrates how the success (or failure) of the first interaction with the CA is
crucial to the user’s overall impression. P27, for instance, expressed disinterest, citing a lack of
personalisation (subsubsection 4.3.1).

In line with this, P9 assumed that AI tends to be more ‘positive’ by default, influencing their
perception of the Coach’s reliability.

‘And asking too much when you have, like, other struggles… and I tried to do that a
little bit with the WHOOP Coach but it did not feel attached enough to my individual
perspective. And because it’s like AI, I am never really sure if it’s accurate enough.
Because AI always tends to give it a more positive spin than it actually is, because
it doesn’t want to demotivate you. So it never really feels super reliable to me.’ (P9,
mid-term interview)

Additionally, P17 specifically mentioned how a lack of interpretation and contextualisation of the
data (see subsubsection 4.1.1) resulted in them distrusting the CA, believing that it would not be
able to provide valuable insights.

‘But if the information does not help me from before and it just does not fit to my own
personal felt experience, that is like where I mistrust everything related to WHOOP,
which is the data gathered a little bit, the chatbot, which only refers back to this data
and this information that have already read. And this is why I needed to go outside of
this bubble to trust the results more.’ (P17, post-hoc interview)

5 Discussion
Our two-week user study with participants using the WHOOP fitness tracker and its integrated
CA allowed us to gain insights into how users interact with the CA, and specifically, the purposes
they had for interacting with data (RQ1) and the nature of these interactions in practice (RQ2).
Additionally, we gained insights into our participants’ impressions of the CA in light of these
purposes and interactions (RQ3). Finally, we derived concrete design considerations for CAs in PI
tools to enhance their effectiveness and usability as an interaction style (RQ4).

5.1 ‘Give and Take’: The Trade-Offs of CAs in PI Sensemaking
Our study on health recommendations provided by a CA raises questions about the usefulness
of the abstraction of raw data in PI systems. As previously discussed, WHOOP utilises a range of
metrics, encompassing both objectively measured and derived metrics, following the definitions
of Bentvelzen et al. [11]. This diversity underscores the need for a theoretical framework for
designing such metrics in alignment with users’ life contexts and prior experiences.

The CA explored in this study functioned as an alternative option for interpreting and inter-
acting with PI data. Our findings highlight how participants used the CA to engage with specific
metrics, summarised with the Purposes theme, and how the CA supported interpretation (subsub-
section 4.1.2), goal setting (subsubsection 4.1.3), and sensemaking (subsubsection 4.1.1), ultimately
supporting users in planning and managing their health routines. However, the ways in which users
approached sensemaking, goal setting, and data interpretation varied substantially. The sub-themes
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within Purposes are not exhaustive; rather, they were often intertwined rather than isolated, influ-
encing each other dynamically. For example, in P11’s case, an activity categorised as ‘interpreting
data’ also exhibited elements of ‘interpreting behaviour’, demonstrating the complexity of the
sensemaking process (RQ1).

Our findings indicate that CAs have the potential to serve as an efficient and effective sensemak-
ing tool, with some participants finding theWHOOP Coach convenient, insightful, and personalised.
However, unlocking this potential was not straightforward. In reality, most participants were un-
derwhelmed by the CA’s performance. The primary issue was its generic and impersonal responses,
as described in the Interaction theme (RQ2). Specifically, the Ambiguity theme (subsubsec-
tion 4.2.1) highlights how vague and ambiguous response prompts often resulted in uninformative
and unclear outputs. Our findings demonstrated that users faced a dilemma: if the CA made too
many assumptions about the user, it risked generating ‘hallucinations’, erroneous inferences based
on incomplete understanding, as observed in LLMs [53]. In the WHOOP Coach’s case, it some-
times made unwarranted assumptions about a user’s routine planning, even when they had not
selected a specific training or recovery plan. Conversely, if the CA made too few assumptions, it
provided overly generic and impersonal responses, lacking meaningful insights. This balance was
explored in the Objectivity theme (subsubsection 4.2.2). Additionally, Relation to real life
(subsubsection 4.2.3) captured users’ ability to contextualise and integrate data into their daily
routines, which is an essential aspect of successful sensemaking (RQ2). When the CA failed to
support these interactions effectively, users perceived it negatively, as detailed in Perception. We
discuss this aspect in more detail below (subsection 5.2).

Importantly, the challenge of balancing personalisation with objectivity is a well-documented
issue in CA design [76, 148], and our findings reinforce these concerns. At the same time, excessive
anthropomorphism can create feelings of unease and undermine trust [33, 92], while insufficient
personalisation leads to disengagement, as was demonstrated by our findings. Based on the analysis
of our collected data, we propose what we call the give and take principle: we argue that CAs
are particularly prone to negative user perceptions when they fail to balance user engagement
with the CA’s responsiveness. The ‘giving’ aspect refers to the user actively engaging with their
data and providing meaningful prompts, while the ‘taking’ aspect refers to extracting valuable
insights from the interaction. Our findings suggest two key factors affecting this balance: 1) a lack
of specificity when framing the prompts, and 2) insufficient prior engagement with the personal
data (RQ2). This aligns with previous research on information retrieval in CAs, where Zhang et al.
[148] found that users of news-oriented CAs reported usability limitations, including inefficiency
and lack of effectiveness. Similarly, Mildner et al. [92] emphasised the importance of managing
users’ expectations to facilitate successful interactions. Our findings suggest that user expectations
must be aligned with prompt quality – essentially, what you give is what you get (RQ1, RQ2).
Ultimately, this tension reveals a clash between participants’ purposes for using certain metrics
(why they use them), requiring a degree of specificity and input, and the CA’s inability to realise
those purposes and failing to meet these expectations due to overly generic responses, limiting its
usefulness for meaningful sensemaking (RQ1, RQ2).

5.2 Contrasting Views and Long-Term CA Engagement
Our study demonstrated that the purposes and interaction styles of the users influence their eventual
perception of the CA. To this end, the theme Perception (subsection 4.3) describes how the overall
experiences with the CA is dependent on the context of their sensemaking process. In general, we
found that CAs in a PI tool do not make positive or memorable impressions. Remarkably, users’
perceptions could be broadly categorised as the following: very positive or very negative, with
little middle ground (subsubsection 4.3.2). Our data suggests that these extreme opinions were
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often shaped by users’ initial impressions, which directly influenced their trust in the CA (see
First impressions and trust, subsubsection 4.3.4). A key factor behind these polarised reactions
was users’ difficulty in understanding the CA’s functionality and limitations, leading to incorrect
assumptions about its capabilities (RQ3).

In traditional PI tools, personal data is typically represented through visual formats such as
graphs and numerical summaries. However, alternative interaction styles with data have also been
explored, including ambient light-based feedback (e.g. Crimson Wave [45] and Ambient Cycle [56],
for menstrual cycle tracking), data physicalisation (e.g. LOOP [118] and SweatAtoms [65]), and
even tangible objects representing bodily functions(e.g. the Curious Cycle [21]). While traditional
data representations are generally easier to interpret, new ways to interact with personal data, like
interacting with the WHOOP Coach, introduce unfamiliarity and abstraction, requiring users to
adapt to new ways of making sense of their data. In addition, they may adopt different kinds of
interaction styles. We argue that a CA represents yet another unique form of data representation—
one that is narrative-driven, relying on multidirectional textual interactions. This shift from visual
to textual modality may explain users’ confusion and initial uncertainty, similar to how users
respond to other unconventional PI data representations (RQ3).

Further complicating user engagement, participants frequently described the CA as too focused
on performance (Performance focus, subsubsection 4.3.3) and not personalised enough ((Non-
)personalised responses, subsubsection 4.3.1). This aligns with prior research in the PI community,
where users have noted that self-tracking devices often embed implicit assumptions about their
goals and behaviours (e.g. [120]). Not unfamiliar to PI research either is that users perceived that
the model tended to provide suggestions related to the improvement of performance and health.
This could suggest that WHOOP’s LLM model is likely a non-PI model, meaning that the model
has not been trained on PI data. This presents a clear research gap in CA research in PI contexts,
also previously pointed out by Strömel et al. [127]. Developing a dedicated PI LLM model could
potentially offer more relevant interactions for PI system users.

On a similar note, we observed that the CA’s suitability varied based on user characteristics.
Generally, physically active users weremore likely to find value in the CA, yet this user characteristic
was not a guaranteed predictor of positive engagement. As discussed in subsection 5.1, the CA’s
effectiveness still depended on factors such as how well users framed their prompts and engaged
with their data. This finding is fairly unsurprising, considering participants observed a bias in the
model towards performance, which is arguably more aligned to the needs and goals of users who
already prioritise fitness (RQ3). We speculate that when this alignment occurred, users experienced
an ‘illusion’ of personalisation, where the CA’s responses appeared tailored to their goals, even
when they were actually generic.

These findings further reinforce the relevance of the give and take principle. Users who engaged
more actively with their data, by providing clearer prompts and interacting with the CA more
consistently, were better able to extract useful insights. Likewise, physically active users inherently
generated more data for the CA to interpret, which in turn improved the relevance of its responses.
Similarly, users with well-defined goals were able to structure their queries more effectively. This
suggests that while CAs in PI tools may not be universally beneficial, they do hold potential for
specific user groups who can leverage their functionality more effectively (RQ3).

5.3 Design Considerations for CAs in PI Systems
Based on our analysis, we address RQ4 in this section. We present considerations for design and
research that guide further exploration into how CAs can help drive the PI experience to benefit
user wellbeing.
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Design Consideration 1: Navigating Giving and Taking—Sharing Data with the CA Benefits Long-
term Sensemaking. Firstly, as discussed in subsection 5.1, we introduce the concept of a give and
take interaction with a CA in PI, suggesting that users can only benefit from accessing their data
through a CA if they provide the CA with additional data. At the same time, users may not always
use the opportunity to extract useful information from the CA—the taking. This may be due to
biases on the user’s end, bad first impressions, or biases in the CA model.

Although some sensitive attributes are increasingly taken into consideration in Machine Learning
(ML) systems for mobile and wearable computing, like gender, age and physiology, other biases
related to race, nationality and language may still persist within these systems [141]. Yfantidou
et al. [142, p. 17] reports that in PI, there is still ‘significant underrepresentation of minority groups
across all protected attributes and measured behavioral differences—not necessarily realistic—for
users with diabetes, joint issues, unhealthy BMI, non-white users, and females.’ Such biases in PI
systems can have detrimental consequences, including delayed diagnoses or even misdiagnoses [98],
reinforcement of stereotypes [85], perpetuation of health disparities [89], and lack of healthcare
access and resources [123]. It has been reported that GPT-4 displays racial, cultural and gender
biases (e.g. [46, 129, 143]), showing potential for such biases to manifest in the WHOOP Coach
system behaviour as well. Given that it is unknownwhat data ChatGPT—and by extension GPT-4—is
trained on, it is hard to uncover where potential biases could originate from [117].

Given the prominent occurrence of negative opinions about the CA, there is a need to gain a
better understanding of the power of first impressions and whether more long-term engagement
with PI data changes users’ pre-formulated notions of the new interaction style. This is particularly
pertinent given that participants were often discouraged from using the CA due to pre-defined
assumptions, thus refraining from interaction. This suggests that there is a need for future systems
to clearly communicate potential benefits and ways of interacting with CAs so that the benefit of
long-term sensemaking with the CA becomes apparent to users. Users should also be made aware
of potential biases the LLM may have, especially in the case of long-term usage. Therefore, future
CA designs should consider informing the user both of the benefits of increased and longitudinal
engagement, and potential risks.

Design Consideration 2: CA Design Should Explicitly Focus on the Interpretation of Derived Metrics.
One of the CA’s core strengths is that it offers another approach to interpreting complex metrics
(like derived metrics [11]). CAs have the potential to offer human-like support. More so, a CA’s
response can be ‘tailored’ according to the user’s needs and expectations, and therefore offering a
gateway towards customised support. Agapie et al. [4] remark that receiving support from others
can be considered a form of ‘customised support’, given the empathic support [19], the opportunity
to get to see things from a different perspective [93, 99], and the opportunity to get to know
ourselves better through others [77]. However, comparisons can yield benefits or drawbacks to
the PI journey. For instance, excessive comparing can result in negative thought cycles [95], an
overly critical mindset [82], and extreme competitiveness [95, 108]. At the same time, it presents
opportunities for positive social interactions [103, 130] and aiding the sensemaking process [58].
This highlights that CA design should focus on providing accurate, contextualised explanations of
tracker metrics, while preventing the user from overly comparing themselves to suggestions the
CA makes.

Design Consideration 3: Managing Ambiguity as a Key Design Dimension. In subsection 5.1, we
argue that ambiguity in prompts is not merely a challenge but a crucial design dimension for future
CA in PI. Our analysis highlights that achieving an appropriate level of ambiguity is essential for
balancing specialisation and generalisation in CA-generated responses. Rather than assuming a
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fixed optimal level, designers must account for how ambiguity shapes interaction, influencing
whether responses are tailored or broadly applicable.

In related literature, Gaver et al. [47, p. 233] propose that ambiguity can compel users to ‘interpret
situations for themselves, it encourages them to start grappling conceptually with systems and
their contexts, and thus to establish deeper and more personal relations with the meanings offered
by those systems.’ More concretely, Turmo Vidal and Duval [132] identify three interactive design
qualities to foster ambiguity as a resource to cater for the plurality of bodies: 1) versatility; 2)
appropriation; and 3) adaptability. Respectively, these qualities engender 1) meaningful usage for
multiple purposes; 2) user co-construction and participatory design practices of the interactive
experience [57]; and 3) dynamic use and sensemaking processes according to varying contextual
factors [136, 137]. These recommended design elements are in line with the results of our study, as
participants related their CA interactions with real life and made sense of their data through the
CA in a variety of manners.

Future CA designs should integrate mechanisms that help designers manage ambiguity in
prompts. This includes offering structured ways to shape prompt formulation while maintaining
transparency about how different levels of ambiguity affect outputs. Managing ambiguity effectively
in design aligns with findings in psychology, particularly construal level theory [81], which suggests
that varying levels of abstraction influence interpretation and decision-making.

Design Consideration 4: Managing the CA Relationship Over Time. While this study spanned
two weeks, the question remains how interactions with a CA evolve over extended periods of
use. Sustained engagement and the capacity to support long-term user needs present a critical
design challenge. Participants were concerned about whether CAs can effectively support ongoing,
evolving relationships rather than isolated interactions. For instance, the Coach discouraged
participants from engaging if it either made too many or too few assumptions. We observed a
lack of faith in the CA’s ability to be flexible and change its responses according to a given input,
suggesting it may present itself as overconfident and persistent to the user. Arguably, AI’s power is
in its ability to connect pieces of information together, uponwhich it can derive ‘tacit’ knowledge [7].
Although confident AI can result in increased human performance (e.g. [5]), this seems to bear less
significance for health applications where there is no one-size-fits-all answer.

Our findings suggest that many participants were unable to fully leverage the CA’s capabilities
over time. To address this, future CA designs should incorporate mechanisms that actively scaffold
long-term engagement. This may involve periodic prompts encouraging continued interaction,
delivered through notifications or other attention-directing design elements. Additionally, instead
of relying solely on a fixed set of default prompt suggestions, CAs could display its capacity to
be flexible by dynamically adjusting the types of recommended interactions, fostering sustained
engagement and adaptation to evolving user needs.

Design Consideration 5: Addressing the Embedded Performance Focus in Commercial LLMs. Current
commercial CA implementations, such as WHOOP’s use of OpenAI models (though the specific
model is not disclosed), appear to embed a strong emphasis on performance.This inclination towards
performance-framed responses can be problematic, as it risks steering individuals towards behaviour
that prioritises optimisation over their actual intentions. While CAs integrated into PI tools often
frame interactions around improvement, this does not mean they should exclusively promote
performance-driven goals. De-Arteaga et al. [31] pose that algorithmic aversion and automation bias
are two extreme phenomena, whereby algorithmic aversion degrades the effectiveness and quality
of decision-making through overreliance on algorithmic recommendations, whereas automation
bias is the principle of excessive overriding. On the one hand, the Coach’s lack of personalisation
poses particular challenges for users who over-comply, especially given this embedded performance
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focus. On the other hand, participants’ complete non-compliance was often a result of their taking
notice of this shortcoming. How do we design CAs that endorse a healthy degree of trust?

To ensure that CAs in PI support broader aspects of wellbeing, custom or fine-tuned models
are needed. Rather than imposing an implicit focus on performance, future CA systems should
dynamically align with the goals users disclose and adapt to their behavioural patterns. This would
help prevent misalignment between user expectations and the system’s responses, fostering a more
supportive and personalised interaction. PI systems have the potential to encourage self-compassion
rather than solely reinforcing improvement-focused narratives, as highlighted by prior work on
designing for self-compassion in PI [84].

5.4 Limitations and Ways Forward
This study comes with several limitations, which we acknowledge here in this section. First, we used
convenience and snowball sampling for this experiment, resulting in a non-randomised sample in
which participants may share certain commonalities. The research was conducted in the European
Union and included participants from various countries and cultural backgrounds. However, the
sample primarily consists of adults in their twenties and thirties.

To mitigate potential biases, we aimed to include participants with diverse gender identities,
educational backgrounds, levels of experience with tracking technologies, and degrees of physical
activity in their routines. Despite these efforts, we acknowledge that our sampling methods may
have influenced the results. Cultural differences shape how users perceive and interact with
technology, and regional variations in technological advancement affect familiarity with digital
tools. In line with this, we asked participants about their general opinion of AI and their prior
experience with it; but overall, a large percentage of our sample was familiar with the technology
or had incorporated it into their routines, which we attribute to the recruitment of mainly young
adults with relatively high technological affinity. We recognise that previous use of CAs and AI
may have influenced our sample’s expectations and interactions with the Coach. While we sought
to account for factors such as gender, education, occupation, and upbringing, the study does not
fully represent perspectives from regions with significantly different technological infrastructures
or cultural attitudes toward AI and CAs. Future research should include a more diverse participant
pool to improve the generalisability of these findings.

Furthermore, the within-subjects design of the experiment—whereby participants were exposed
to the CA in one week whereas the CA was concealed in another—may have primed participants to
notice the difference between the two weeks, hence influencing their responses in the interviews.
Moreover, due to the exploratory nature of this study by making the purposeful decision to not
prone users towards using the CA, but rather let them explore the tracker naturally, may have
resulted in fewer participants getting the ‘chance’ to interact with the CA. On the one hand, some
participants may have started using the CA eventually if given a longer use period. On the other
hand, we argue that a lack of interest to use the CA is an indication of their long-term needs and
tracking behaviour, resulting in valuable insights nonetheless. Consequently, this was also reflected
in the participants’ reasoning for not using the CA, with participants providing a multitude of
arguments and opinions.

WHOOP did not support the deletion of personal data from the account; in other words, to “start
from scratch” by collecting new data without history of the old data, without having to delete the
entire account and subscription. This proved to be an obstacle as participants reused the trackers in
the study. As such, participants could not start their two-week experiment without the WHOOP
being ‘influenced’ by prior data collected by other participants. Considering the WHOOP adapts,
i.e., the recovery and strain metrics according to history data, the participants’ metrics will have
been construed according to others’ data, and hence, their perceptions of their data may have
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been influenced accordingly. This may, in turn, influence the generalisability of our findings, as the
conditions in which the study took place were not perfectly identical for each participant. Some
participants were given a tracker that had not been used as much by others before, whereas others
did. However, although a few participants noticed this, the overwhelming majority of participants
were either not aware of this or were not bothered by it. In addition, the overall goal of the study
was to get users’ perceptions and experiences with a CA, which may be partially influenced by
the ‘accuracy’ of the data, but not entirely. Future PI research may also consider recruiting larger
samples and conducting studies of longer duration. Nevertheless, it is not uncommon for empirical
PI research to have smaller sample sizes than ours (see [49, 54, 55, 62, 84]).

Third, the two-week period may not have been a sufficient amount of time for the participants to
get to know all the features of the WHOOP app. Although we aimed for participants to have an as
natural experience as possible, as we did not nudge them towards using particular functionalities,
a two-week period cannot capture the full picture of what long-term wearable interactions and
reflections look like in a variety of contexts. Overall, a short period of time cannot grasp all lived
experiences with long-term CA interactions in combination with derived metrics. Yet, we decided
on a two-week study and not longer, as it has been argued that shorter diary studies result in
more active engagement (e.g. [40, 41]). In the past, it has been reported that the median duration
of (health) diary studies is 17 days [61], with one to a few weeks being the most typically chosen
duration for a diary study [122], showing that twoweeks is a reasonable middle ground. Nonetheless,
the PI community needs longitudinal in-the-wild studies of longer duration to assess how CAs
as interaction styles influence PI behaviour and data perception over time. Notwithstanding, we
collected data until we reached saturation, showing that the findings of our study bear some degree
of generalisability (e.g. [17])—or at least transferability of knowledge [91]—for future CA designs
in PI systems.

Lastly, the WHOOP tracker is a commercial product that regularly gets software updates. Since
the study was done over an extended period of time, the app was updated several times in terms of
interface design and (accessibility) of functionalities. We recommended participants to allow the
updates to ensure the app would continue running efficaciously throughout the study. For instance,
at the start of the study, the step count metric was not readily available on the homepage, while
it was offered as a beta version in October 2024. This introduction of the metric is also reflected
in participants’ answers, as some who participated early on in the study were confused, or even
annoyed, by the absence of step count, whereas participants recruited at a later time would not
voice this opinion. Although this introduces some differences in opinions and observations of the
app’s functionalities, the main goal of the study was to get a broader understanding of participants’
overall perceptions of the app’s derived metrics and CA functionality. Hence, we infer that these
updates will likely have had little effect on participants’ experiences.

6 Conclusion
In this paper, we studied the user experience of a text-based Conversational Agent (CA) in the
WHOOP fitness tracker, called the WHOOP Coach. We conducted a qualitative study with = = 36
participants to capture user experiences with the integrated CA, paying special attention to how the
users’ understanding of fitness tracker metrics was affected by the CA. The analysis revealed that
receiving generic, impersonal responses was a common issue. We attributed this to the give and take
principle, affirming that participants were a lot more likely to receive informative suggestions and
tips from the CA with increased engagement, and that specific question framing associated to one’s
behaviours were more likely to produce useful responses. The give and take principle showcased
that CAs for PI sensemaking should aim to strike a balance in their design: to promote users to
sufficiently engage with the tracker (give), and to intuitively inform users on how to effectively use
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a CA as an interaction style to be able to acquire meaningful insights from it (take). We provide
design considerations and critical insights on the integration of CAs in Personal Informatics tools.
This work contributes to our understanding of the sensemaking process of metrics in self-tracking
tools and guides future potential use of CAs in PI experiences.
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A Instruction Video Content
The instruction video used in the study contained the following explanations and contents:

• Aesthetic: The video approaches the participant in a more ‘personal’ manner, with the first
author being present in the video. Initially, they explain the goal of the study. Besides videos
of themselves, the first author also voiced over videos of the tracker and screenshots of the
WHOOP app.

• Charging: How to charge the WHOOP tracker with the battery pack, as well as what the
different-coloured lights communicate.

• App: How to connect the tracker to the WHOOP app with its built-in Bluetooth connection,
including what to do when the Bluetooth does not work automatically.

• Personalisation: How to personalise the app according to some basic bodily information,
including weight, height, and gender.

• Metrics: A mention of some basic metrics that are included in the app, like sleep, heart rate
variability (HRV), recovery, strain and menstrual cycle tracking.
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