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Abstract—Free space optics (FSO) and terahertz (THz) com-
munication are emerging as promising wireless technologies
to meet the high data rate and low-latency requirements of
6G access networks. However, assessing their techno-economic
feasibility is essential before widespread deployment. This paper
analyzes the cost and availability trade-offs of hybrid FSO–THz
deployments in mobile access networks, considering multiple
topologies and geographic scenarios. It also evaluates their use
as protection mechanisms under network failure conditions. The
findings provide practical guidance on target cost and perfor-
mance thresholds, helping equipment vendors and operators
design resilient and cost-effective 6G access solutions.

Index Terms—6G, THz communication, Free space optics,
Mobile fronthaul, Optical transport architectures, Point-to-
Multipoint, CapEx, Availability.

I. INTRODUCTION

As the rollout of 5G rapidly progresses, research has
intensified in recent years to enable the sixth generation
(6G) of mobile communication. The ITU recommendations
for IMT-2030 and beyond include high-resolution and inter-
active video experiences, intelligent networks, digital twins,
tele-diagnostics, and many other data-hungry and latency-
constrained applications [1]. To enable them, a 6G communi-
cation infrastructure should be capable of handling a peak data
rate of at least 1 Tbps, a user-experienced data rate of 1 Gbps
with availability of nine-nines and latency of <1 msec [2].
Optical fiber can support extremely high data traffic demands
with excellent reliability. However, its deployment remains
expensive, especially in difficult terrains, making it challenging
and less attractive for operators to deploy fiber resources
everywhere.

Consequently, alternative technologies that offer fiber-like
performance without equivalent deployment costs are actively
being investigated. Among these, free space optics (FSO) and
terahertz (THz) communications stand out for their ability
to support higher data rates than microwave and millimeter-
wave links thanks to their use of higher carrier frequencies.
However, FSO links are susceptible to low-visibility conditions
(e.g., fog, ambient light, and atmospheric turbulence) and
require precise alignment due to their strict line-of-sight nature
[3]. In contrast, THz links are significantly affected by rain
but require less stringent pointing accuracy [4]. Therefore,
a hybrid FSO-THz communication system can address the

complementary limitations of each technology, potentially
offering enhanced reliability as an alternative to fiber-based
mobile transport.

The ECO-eNET project, part of Horizon Europe Smart Net-
works and Services Joint Undertaking, focuses on developing
hybrid FSO-THz technologies, key enablers for meeting 6G
requirements [5]. It aims to enable on-demand connectivity
in the access segment by dynamically allocating network
resources and combining fiber with FSO-THz technologies
to enhance performance and efficiency. The project also ad-
dresses the control and management strategies necessary to
operate them. However, there is little clarity on potential cost
and availability parameters that these FSO-THz transceivers
must meet for practical applications.

This paper aims to bridge this gap by analyzing the cost
and reliability performance of FSO-THz technologies. This is
essential in understanding under which conditions they might
be viable in real-world deployments. To the best of our knowl-
edge, this is the first study that uses a practical setting. Our
analysis is based on the access segment of a mobile network
deployed by a South American operator where different geo-
types (dense-urban & suburban) are considered. In addition
to baseline deployment cost comparisons, we also explore the
potential of FSO–THz links to serve as backup under single
failure scenarios. These findings offer concrete insights on the
economic feasibility and performance benchmarks necessary
for adopting FSO-THz solutions in next-generation mobile
transport networks.

II. SYSTEM ARCHITECTURE AND DEPLOYMENT
SCENARIOS

The mobile transport network considered in this study
consists of three main segments: aggregation, pre-aggregation,
and access, as depicted in Figure 1. The pre-aggregation
segment comprises passive distribution nodes (PDNs) arranged
in rings, connecting the core network via metro aggregation
(MA) nodes to the access segment through fiber aggregation
(FA) nodes. MA and FA nodes house optical equipment and
layer-three processing capabilities, with data centers (DCs)
optionally located at either. In contrast, PDNs only contain
passive components for interconnecting FA nodes. In the
access segment, FA nodes connect to macrocells (MCs) and/or979-8-3315-9777-1/25/$31.00 © 2025 European Union



small cells (SCs) via fiber links. A more detailed description
of the network architecture is provided in [6].
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Fig. 1: Mobile transport network architecture comprising ac-
cess, pre-aggregation, and aggregation segments. Small cells
(SCs) and macro cells (MCs) are connected to fiber aggrega-
tion (FA) nodes through optical fiber links.

Our analysis focuses on the access segment, where the
potential of a hybrid FSO–THz technology is evaluated from
both cost and reliability perspectives. We consider two topol-
ogy options for the access segment architecture: point-to-point
(P2P) and point-to-multipoint (P2MP). We evaluate multiple
deployment scenarios for each topology in which the number
of hybrid FSO-THz links is varied, as discussed below. This
analysis helps quantify the impact of different proportions
of FSO-THz wireless equipment on the deployment cost and
availability performance within a given topology.

Figure 2 (a) shows an All-Fiber (AF) P2P scenario, where
all cell sites are connected to the FA node through optical
fiber links using gray transceivers. Networking devices (NDs),
placed at first-hop sites, aggregate traffic from second-hop base
stations and forward it to the FA node. Figure 2 (b) illustrates
an alternative P2P scenario, referred to as SC-Wireless (SC-
WL), in which all fiber-based SC links are replaced with hybrid
FSO-THz equipment. Figure 2 (c) presents an AF P2MP sce-
nario, which employs power splitters and multiplexers (MUXs)
to connect MCs/SCs to the FA node via optical fiber. Since
the power splitter distributes the input signal independently of
wavelength, colored transceivers enable wavelength-dependent
selectivity at the receiver. Figure 2 (d) depicts a SC-WL
P2MP scenario, where fiber-based SC links are replaced with
FSO-THz wireless equipment. The study also considers two
additional scenarios for both P2P and P2MP topologies. Due
to space constraints, these are not shown in Figure 2 but can
be easily derived from the illustrated cases. The scenarios
are referred to as 2-Hop-Wireless (2H-WL) and All-Wireless
(WL). In the 2H-WL scenario, all second-hop links, along
with SC links, are replaced by FSO–THz equipment. In the
WL scenario, all links in the topology, except those at 0-
hop sites, are replaced with wireless equipment, increasing
the overall reliance on FSO–THz technology across cell sites.
All scenarios assume a low-layer functional split (Option 7.2x

[7]), where the low PHY is processed at the base station, while
the high PHY is processed at DCs located at the FA nodes.
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Fig. 2: Topologies considered in the study. (a) and (c) show
an All-Fiber (AF) scenario for point-to-point (P2P) and point-
to-multipoint (P2MP) configurations, respectively. (b) and (d)
illustrate a SC-Wireless (SC-WL) scenario, where small cell
(SC) links are replaced with hybrid FSO–THz equipment.

To assess the potential benefits of FSO-THz links for cost-
effective failure recovery, the study assumes a single failure
scenario (i.e., at most one network element—transceiver, fiber
link, or network device—can fail at any given time). Three
protection schemes (see Fig. 3) are considered under this
assumption. The first one offers Transceiver & ND protection
(TRx & ND protection). Specifically, each transceiver and ND
is duplicated to provide backup in case of failure. However,
this scheme does not protect against fiber cut (Fig. 3(a)). The
second one offers Transceiver, ND, and Fiber protection (TRx,
ND & fiber protection). This approach adds fiber redundancy
to the previous scheme by duplicating each fiber link, ensuring
recovery from any possible single failure (Fig. 3(b)). The
third option offers Wireless protection. This scheme leverages
the beam-steering capability of the FSO-THz equipment to
dynamically re-establish connectivity when a fiber link or
component fails. Consequently, it is sufficient to equip the
FA node with as much wireless equipment as the maximum
number of MCs or SCs that could lose connectivity under the
single failure scenario assumption.

Figure 3 (c) shows how wireless protection works. If link-
2 or link-3 fails, wireless transceivers W1 & W2 can restore
connectivity to the affected cell sites via alternate paths using
(W6,W7) or (W4,W5). If the ND connecting link-6&5 to
link-3 fails, W1 and W2 can re-establish connectivity to the
base stations through W5 and W4. In cases where a link
is directly connected to a cell site without ND, only one
wireless transceiver at the FA node is required to restore the
connection in case of a link or component failure. For example,
if any network element along link-1 fails, W1 or W2 can re-
establish connectivity to the base station using W8. Compared
to the other protection schemes, wireless protection offers
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Fig. 3: Protection schemes under a single failure scenario:
(a) TRx & ND protection, (b) TRx, ND & fiber protection,
and (c) Wireless protection using beam-steerable FSO–THz
transceivers for dynamic link reconfiguration.

enhanced resiliency with minimal redundancy, owing to the
dynamic reconfiguration capabilities of beam-steerable FSO-
THz transceivers.

III. CAPEX AND AVAILABILITY MODELING

This section presents the capital expenditure (CapEx) and
the availability models used to evaluate the performance of
the architecture/topologies described in the previous section.
The CapEx value (expressed in cost units (CU)) is computed
as follows:

CapEx = Acopt +Acfib +Acwir + Comp. (1)

Acopt is the cost of the optical equipment, including
transceivers, splitters, optical multiplexers, and NDs. Acfib
represents the cost of deploying the fiber infrastructure, in-
cluding trenching. Acwir denotes the total cost of the FSO-
THz transceivers. The term Comp represents the cost of the
computing resources required at the cell sites and the DCs at
FA nodes for baseband processing.

The cost of a hybrid FSO-THz wireless transceiver (Cwir)
is computed using the linear cost model defined as:

Cwir = α× C10G, (2)

where α is a scaling parameter, and C10G represents the cost
of a 10 Gbps gray optical transceiver, expressed in CU.

To compute the availability of a connection between an FA
node and a cell site, we account for the mean-time-to-failure
(MTTF) and mean-time-to-repair (MTTR) values of all the
components along the path. This includes transceivers, mul-
tiplexers, splitters, fiber segments, and NDs. The availability
of a link is calculated as Alink = 1 − UAlink, where UAlink

represents the overall unavailability computed as the sum of
the individual unavailabilities of all components present along
the link, assuming no protection is in place.

The unavailability of an individual component is given by:

UAdevice =
MTTRdevice

MTTFdevice + MTTRdevice
(3)

To calculate the percentage of cell sites with availability
greater than a specific threshold, we define a parameter called
percentage availability, expressed as :

P (A) =
sites with A > Athres

total sites
× 100(%). (4)

IV. PERFORMANCE EVALUATION AND TRADE-OFF
ANALYSIS

This section presents the cost vs. availability performance of
the deployment scenarios mentioned in Sec. II. Two geo-types
are considered, i.e., dense-urban and suburban. These represent
two extremes in network topology characteristics, including
cell site density (MCs and SCs), average link distances, and
cell site capacity. The number of MCs and SCs at different
hops, the number of FA nodes, the distances between them
and the traffic requirements are taken from Table 2 in [6].
The total traffic across the network amounts to 29.3 Tbps and
66.4 Tbps for the suburban and dense-urban case, respectively.
This difference is due to the higher cell site density and
shorter hop lengths in the dense-urban scenario compared to
the suburban one.

For the P2P topology, we employ 25 Gbps and 100 Gbps
gray transceivers. For the P2MP topology, we use 25 Gbps
colored ones. The hybrid FSO-THz transceivers are assumed
to support adaptive bit rate, up to 100 Gbps. Their cost is
modeled as described in Eq. (2). The cost and the MTTF
values of all the network elements used in the performance
assessment work are from Table 3 in [6]. Results are obtained
through simulations using custom Python scripts that emulate
the network deployment.

Figure 4 shows how CapEx varies with the scaling factor
α for the P2P topology in suburban and dense-urban environ-
ments. The value of α at which each wireless scenario (SC-
WL, 2H-WL, WL) reaches cost parity with AF deployment
increases as more cell sites are replaced with wireless links.
This trend reflects the steeper slope and lower intercept in
CapEx curves for wireless-heavy configurations, indicating a
lower initial cost but greater sensitivity to the unit cost of
hybrid FSO-THz transceivers. In dense-urban scenarios, where
the number of cell sites is higher than in suburban areas, the
SC-WL configuration reaches cost parity with AF at approx-
imately α ≈ 180. This implies that, across both geo-types,
the cost scaling parameter α should remain below 180 for any
wireless deployment scenario to achieve a non-zero CapEx
gain over AF. For the P2MP topology, the α threshold at which
SC-WL achieves cost parity is even higher (figure omitted
due to space constraints), indicating that the most stringent
cost condition is governed by the P2P topology. Therefore,
the subsequent analysis focuses on P2P deployments for both
geo-types.

Table I summarizes the CapEx gains achievable with the
SC-WL configuration vs. the AF scenario for two different
α values. Results show that the CapEx gains in the dense-
urban case are more sensitive to α than the suburban geo-type,
primarily due to the higher number of SC links in dense-urban
deployments.
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Fig. 4: CapEx variation as a function of the cost scaling factor
(α) for different wireless deployment scenarios with a P2P
topology. (a) Suburban and (b) dense-urban areas.

TABLE I: CapEx comparison between SC-WL and AF sce-
narios in the P2MP topology for different values of the cost
scaling factor α across suburban and dense-urban geo-types.

Geo-type α AF [CU] SC-WL [CU] Gain (%)
Suburban 100 896,922 766,377 14.5%
Suburban 180 896,922 785,097 12.5%
Dense-urban 100 1,209,430 847,530 29.9%
Dense-urban 180 1,209,430 1,104,730 8.7%

Figure 5 presents the cost breakdown for all deployment
scenarios for P2P topologies in dense and suburban environ-
ments. The breakdown reflects the cost components defined in
Eq. (1) evaluated for α = 100 and α = 180, alongside the AF
baseline. The cost of computing resources remains constant
as it depends solely on the total number of cell sites and the
assumed functional split. In the AF scenario, the total CapEx
is dominated by Acfib driven by fiber deployment costs. The
figure illustrates the CapEx advantages of introducing wireless
links. As the number of wireless links increases, the cost
associated with fiber deployment decreases. This highlights
the cost-saving potential of wireless deployments, especially in
areas where fiber installation is challenging or expensive. The

Acopt component remains non-zero even in the WL scenario.
This is because 0-hop links, which connect cell sites located
at the FA node, are always assumed to be served by fiber in
this study.

⍺=180 ⍺=100

⍺=180 ⍺=100

Fig. 5: CapEx breakdown for all P2P deployment scenarios in
(a) suburban and (b) dense-urban geo-types.

Figure 6 shows how CapEx varies with α for the different
protection options described in Sec. II. Results indicate values
up to 180 provide non-zero CapEx gains. This is because the
level of resiliency offered by wireless protection is comparable
to that of the TRx, ND & fiber protection scheme in the event
of a single link or node failure, while avoiding the cost of
duplicating the fiber resources and optical transceivers.

Figure 7 shows the percentage of cell sites that achieve
different availability thresholds under various deployment sce-
narios. A constant MTTR of 4 hours is assumed for all
the devices. For the hybrid FSO-THz equipment, an MTTF
of 25 years is used, corresponding to the highest MTTF
value reported for microwave equipment in Table 3 of [6].
The AF scenario achieves higher or equal availability levels
than any wireless configurations across all thresholds. In all
wireless scenarios, 100% of cell sites reach an availability
above 0.99990 under the assumed MTTF value, with a subset
achieving values exceeding 0.99998. However, as the propor-
tion of wireless links increases, the percentage of sites meeting
the highest availability thresholds decreases. These findings
highlight a fundamental trade-off in 6G network design. While
the hybrid FSO-THz solutions offer high data rates and poten-
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tial cost advantages, their practical deployment requires high-
quality, reliable hardware to achieve ultra-high availability
levels traditionally associated with fiber-based systems.

V. CONCLUSION

This work provides key insights into the cost thresh-
olds and deployment feasibility of hybrid FSO-THz wireless
transceivers for 6G mobile communication networks. We an-
alyzed CapEx and availability variations resulting from using
different proportions of FSO-THz equipment in a real-world
network deployment, considering P2P and P2MP topologies
across two geo-types: dense-urban and suburban. In addi-
tion, we evaluated the potential of using hybrid FSO–THz
transceivers as an alternative to traditional transceivers and
fiber duplication for protection against single failures. The
results indicate that, for the deployment scenarios considered
in this study, the α must remain below 180 for hybrid
FSO–THz deployments to yield CapEx savings relative to
the AF baseline. While this threshold is specific to the case
analyzed, it provides a useful estimate of the cost conditions
under which these technologies become economically viable.
The findings offer practical design guidelines for equipment
vendors and network operators aiming to deploy cost-effective
and resilient 6G access networks using hybrid FSO–THz links,
either alongside or in place of fiber.
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