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ABSTRACT

Context. Dust grains are fundamental components of the interstellar medium (ISM), playing a crucial role in star formation as catalysts
for chemical reactions and planetary building blocks. Extinction curves can serve as a tool for characterizing dust properties, however
mid-infrared (MIR) extinction remains less constrained in protostellar environments. Gas-phase line ratios from embedded protostellar
jets offer a spatially resolved method for measuring the extinction from protostellar envelopes, complementing traditional background
starlight techniques.

Aims. We aim to derive MIR extinction curves along the lines of sight toward a protostellar jet embedded within an envelope and to
assess whether they differ from those inferred from dense molecular clouds.

Methods. We analyzed JWST NIRSpec IFU and MIRI MRS observations, focusing on four locations along the blue-shifted TMC1A
jet. After extracting observed [Fe 11] line intensities, we modeled the intrinsic line ratios using the Cloudy spectral synthesis code across
a range of electron densities and temperatures. By comparing observed near-IR (NIR) and MIR line ratios to intrinsic ratios predicted
with Cloudy, we were able to infer the relative extinction between the NIR and MIR wavelengths.

Resuilts. The electron densities (71,) derived from NIR [Fe 11] lines range from ~5 x 10* to ~5 x 10°> cm™ along the jet axis at scales
<350 AU, serving as reference points for comparing the relative NIR and MIR extinction. The derived MIR extinction results display
a higher reddening than empirical dark cloud curves at the corresponding n, values and temperatures (from a few 10° to ~10* K)
adopted from shock models. While both the electron density and temperature influence the NIR-to-MIR [Fe 11] line ratios, the ratios
are more strongly dependent on n, over the adopted range. If the MIR emission originates from gas that is less dense and cooler than
the NIR-emitting region, the inferred extinction curves remain consistent with background star-derived values.

Conclusions. This study introduces a new line-based method for deriving spatially resolved MIR extinction curves towards embedded
protostellar sources exhibiting a bright [Fe11] jet. These results suggest that protostellar envelopes may contain dust with a modified
grain size distribution, such as an increased fraction of larger grains (potentially due to grain growth) if the MIR and NIR lines
originate from similar regions along the same sight lines. Alternatively, if the grain size distribution has not changed (i.e., there is no
grain growth), the MIR lines may trace cooler, less dense gas than the NIR lines along the same sight lines. This method provides
a novel approach for studying dust properties in star-forming regions that could be extended to other protostellar systems to refine
extinction models in embedded environments.

Key words. stars: jets — dust, extinction — ISM: jets and outflows — infrared: ISM — infrared: stars

1. Introduction

Despite the dust-to-gas mass ratio of 0.01, dust grains are funda-
mental components of the interstellar medium (ISM), produced
during the final stages of stellar evolution and subsequently
processed in interstellar environments. These grains act as

* Corresponding author.

catalysts for chemical reactions, enabling the formation of com-
plex organic molecules and facilitating key processes essential
to star and planet formation (e.g., Johansen et al. 2014; Briigger
et al. 2020; Johansen et al. 2021; Boogert et al. 2015; McClure
et al. 2023). The earliest stages of planet formation begin with
the growth of dust grains, a process that appears to commence
early in the star formation sequence (e.g., Drazkowska et al.
2023). While JWST is only beginning to unravel dust grain
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properties through infrared observations along diffuse Milky
Way sight lines (e.g., Ay < 2.5; Decleir et al. 2025), the ques-
tion of how such dust properties endure as a protostar forms to
create a dense environment within a collapsing cloud remains
unclear.

At millimeter (mm) wavelengths, low spectral index values
(referring to the shallow slope of flux density across the mm
regime) are often interpreted as evidence for grain growth, sug-
gesting the presence of large grains in the disks and infalling
envelopes of the youngest protostars, with ages of ~10*~ years
(e.g., Miotello et al. 2014; Galametz et al. 2019; Cacciapuoti
et al. 2024). While the sizes of dust grains contributing to this
behavior remain less well constrained, models of dust polariza-
tion based on radiative alignment torques (RATSs) require grains
larger than ~10 pum to explain observed polarization levels in
protostellar envelopes at mm wavelengths (Valdivia et al. 2019;
Le Gouellec et al. 2019).

Across infrared (IR) to ultraviolet (UV) wavelengths, dust
grain properties are typically inferred from extinction curves
and/or solid-state features of the refractories and/or volatiles.
Extinction curves describe how dust grains absorb and scat-
ter light as a function of wavelength, providing a critical tool
for probing their composition, size distribution, and process-
ing in astrophysical environments. Observationally, extinction
curves are usually derived by measuring the attenuation of stel-
lar photospheric continuum emission along different lines of
sight, revealing how dust interacts with radiation in various astro-
physical environments (e.g., Cardelli et al. 1989; McClure 2009;
Gordon et al. 2009; Fitzpatrick et al. 2019; Gordon et al. 2021,
2023). Theoretically, extinction models connect these observa-
tional trends to underlying dust grain populations by adjusting
grain size distributions and compositions to match the observed
extinction laws (e.g., Weingartner & Draine 2001; Crapsi et al.
2008; Pontoppidan et al. 2024).

Cardelli et al. (1989) introduced a widely adopted UV to
near-infrared (NIR) extinction law derived from line-of-sight
observations of bright stars with known spectral types, show-
ing that the shape of the extinction curve depends on the
total-to-selective extinction ratio (Ry = Ay/E(B — V)), where
Ay 1is the total extinction in the V-band and E(B — V) repre-
sents the difference in extinction between the B and V bands.
Notably, the observed extinction curves revealed that extinction
in the NIR (4 ~ 1-5 pum) appears independent of Ry while
a larger dependence is found in UV (the so called FUV rise).
In the mid-infrared (MIR), McClure (2009) analyzed 5-20 um
Spitzer IRS spectra of background GO-M4 III stars and con-
firmed that extinction curves derived from stars behind dense
dark clouds exhibit higher levels of MIR extinction compared
to those behind less opaque clouds, which resemble the diffuse
interstellar medium (ISM). The higher extinction regimes corre-
spond to flatter MIR extinction curves relative to the NIR that
aligns closely with the Ry = 5.5, case B, curve in Weingartner
& Draine (2001).

From a modeling perspective, the observed extinction dif-
ferences relative to optical/IR across lines of sight in the UV
(4 < 0.16 um) and the MIR (5-30 pm) correspond to differences
in dust composition, grain size distributions, and the presence of
solid-state features such as refractories and volatiles. The Ry =
5.5 curve (Case B in Weingartner & Draine 2001) shows higher
extinction at A > 2 wm compared to the Ry = 3.1 case, attributed
to a decrease in small grains (<0.1 wm) and an increased frac-
tion of larger silicate and carbonaceous grains, resulting in the
observed flattening of the extinction curve in the MIR relative to
the NIR. This flattening effect is also consistent with the “KP5”
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extinction curve, which models extinction as a function of wave-
length for dense clouds and protostellar envelopes, including the
effects from ices (e.g., H,O, CO, and CO,) that introduce sharp
opacity features at specific MIR wavelengths (Crapsi et al. 2008;
Pontoppidan et al. 2024). The KP5 model assumes a grain size
distribution predominantly larger than 0.1 um, with an upper size
limit of 7 pm. This is consistent with the grain size distribution
from Weingartner & Draine (2001) and broadly consistent with
that measured for two lines of sight within a dense molecular
cloud by Dartois et al. (2024), using radiative transfer modeling
of the scattering wings of ice features towards two background
stars in Chameleon 1.

With the empirically derived MIR extinction curve from
McClure (2009) showing that denser lines of sight (Ax > 1)
are more closely aligned with the Ry, = 5.5 Case B curve, while
more diffuse sight lines (Ax < 1) resemble the Ry = 3.1 curve,
there is growing evidence that dust grains grow larger in denser
regions. Extending this trend, we consider whether this would
lead us to expect an even flatter MIR extinction curve in the
denser regions (Ax 2 2) surrounding a protostar (e.g., as its enve-
lope or disk) where grain size distributions (e.g., due to grain
growth) may differ from those inferred in molecular clouds.

As shown in the schematic in Figure 1, one way to probe MIR
extinction toward embedded environments is through protostel-
lar outflows, which emit strong atomic and molecular lines that
become attenuated by the surrounding dust. Unlike background
starlight methods, which require bright sources behind dusty
regions, gas emission lines provide a spatially resolved approach
to measuring extinction within the envelope itself. These out-
flows exhibit a hierarchical arrangement of nested structures,
commonly traced by species such as [Fe1r], Hy, and CO, dis-
tinguishing between collimated jets, wider molecular outflows,
and intermediate-angle disk winds (e.g., Harsono et al. 2023;
Pascucci et al. 2025; Tychoniec et al. 2024; Delabrosse et al.
2024; Caratti o Garatti et al. 2024; Le Gouellec et al. 2025).

Gas emission lines from protostellar jets are produced from
radiative shocks, where supersonic outflows collide with more
slowly moving material, creating sharp transitions at the shock
front (e.g., Frank et al. 2014). At this interface, gas is rapidly
compressed and heated, initiating a post-shock cooling zone
where atomic and molecular species become emissive (e.g.,
Hollenbach & McKee 1989). For the NIR and MIR [Fe 11] lines,
shock models predict that these lines become emissive at elec-
tron densities ~10°~10° cm™ and temperatures 27000 K (Nisini
2008; Giannini et al. 2015a; Koo et al. 2016). It is within this
cooling region that atomic and singly ionized species, including
forbidden line emission from Fe (i.e., [Fe11]), are collisionally
excited. These conditions allow [Fe I1] emission to remain strong
without being collisionally quenched, making it a reliable tracer
of the physical and chemical properties of protostellar jets.

For the purposes of this study, we focus on the Class I pro-
tostar TMC1A (IRAS 04365+2535), a ~0.4 My, ~2.7 L source
located in the Taurus Molecular Cloud at a distance of 140 pc
(Galli et al. 2019) and disk, viewed at an inclination of ~54°,
representing an evolutionary stage approximately 10° years after
the onset of star formation (Kristensen et al. 2012; Harsono et al.
2018). Its nested outflow structure consists of a central colli-
mated atomic [Fe II] jet, a wider-angle H, shell observed with
JWST (Harsono et al. 2023; Assani et al. 2024), along with an
even broader CO cavity observed with ALMA (Aso et al. 2015;
Bjerkeli et al. 2016; Aso et al. 2021). This outflow is embed-
ded within a dense envelope of gas and dust (Di Francesco et al.
2008), which dominates the extinction along the observer’s line
of sight. Previous NIR extinction measurements toward TMC1A
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Fig. 1. Schematic illustrating extinction sight lines in two contexts.
Top panel represents background star extinction studies through diffuse
and dense regions of a molecular cloud. Bottom panel (adapted from
Fig. 5 of van Dishoeck et al. 2011) shows a forming star embedded
in an infalling envelope, with bipolar line-emitting jets carving out-
flow cavities. The JWST NIRSpec/MIRI field of view probes <1000
AU scales, with the dashed line tracing the line-of-sight path through
the dense envelope, where most extinction occurs, toward the inner line
emitting jet.

show that extinction decreases with increasing distance from
the protostar, reflecting changes in extinction magnitude (col-
umn density) along different sight lines (Assani et al. 2024) also
seen in other sources (Erkal et al. 2021; Narang et al. 2023;
Delabrosse et al. 2024; Le Gouellec et al. 2024).

To compare relative NIR/MIR extinction along the jet as a
probe of changes in the dust grain size distribution (i.e., dust
growth) within the envelope, we adopted an approach that com-
bines excitation models with multi-wavelength embedded [Fe 11]
jet emission line data. We focused on line ratios rather than
absolute intensities, as ratios are less sensitive to uncertainties
in the emitting surface and source geometry. Emission lines
originating from the same upper energy level have traditionally
served as robust tools for measuring extinction magnitude, as
their intrinsic line ratios depend solely on radiative de-excitation
rates, determined by the Einstein A-coefficients, and are inde-
pendent of physical conditions such as density and temperature
(e.g., Nisini 2008; Giannini et al. 2015b). Extending this analysis
to include emission lines from different upper energy levels, we

leveraged excitation models to predict a range of intrinsic line
ratios across a broader wavelength span.

This approach enables us to compute extinction curves from
observational line emission data, compare them with the exist-
ing extinction laws, and identify potential variations in extinction
along different lines of sight. Using JWST NIRSpec IFU and
MIRI MRS spectroscopy, we aim to characterize the extinction
toward the TMC1A protostellar jet and assess how it compares
to extinction laws derived from diffuse and dense cloud envi-
ronments away from protostars. This study provides a spatially
resolved probe of dust properties in a protostellar envelope,
offering new insights into how dust evolves during early star
formation.

The paper is organized as follows. In Section 2, we describe
the JWST observations and data reduction procedures, detailing
the processing of NIRSpec IFU and MIRI MRS spectra and the
calculation of observed [Fe 1] emission line intensities along the
jet (Section 2). This is followed by a description of our excita-
tion model for [Fe11] in Section 3. In Section 4, we outline our
method for determining relative extinction between gas emis-
sion lines, beginning with extinction differences in the simpler
case of lines originating from the same upper energy level in
the NIR (Section 4.1). We then extend this analysis to the MIR
(Section 4.3), using electron density constraints derived from
NIR lines (Section 4.2) as a reference for comparing relative
extinction. Finally, we consider cases where NIR and MIR lines
trace different excitation conditions and examine how these dif-
ferences influence the derived MIR extinction curves (Section
4.3). In Section 5, we discuss the interpretations of our results in
the context of existing extinction laws and dust grain evolution,
and we conclude with a summary of our findings in Section 6.

2. Observations and data reduction

We present NIRSpec IFU and MIRI MRS observations of
TMCI1A. The NIRSpec data, originally introduced in Harsono
et al. (2023) (PID: 2104, PI: Harsono), focused on the [Fe 11] lines
discussed in Assani et al. (2024). The MIRI MRS observations,
presented here for the first time, were obtained on March 4, 2023,
as part of the JWST Observations of Young ProtoStars (JOYS)
Guaranteed Time Observations (GTO) program (PID: 1290, PI:
E. van Dishoeck).

The NIRSpec IFU data, obtained on February 12, 2022, were
reprocessed using JWST pipeline v1.11.4 (Bushouse et al. 2023),
incorporating updated calibration files (JWST_1123.PMAP)
(Greenfield & Miller 2016). This version improved cosmic ray
artifact handling, including snowball features, and enhanced flux
calibration compared to previous reductions (v1.9.6) used in
Harsono et al. (2023). Consistent with prior reductions, we
skipped the Stage 3 outlier detection step to avoid excessive flag-
ging of saturated pixels and strong emission lines (Sturm et al.
2023). The final spectral cubes were manually inspected, and
problematic spaxels were masked after continuum subtraction
and applying signal-to-noise (S/N) thresholds.

The MIRI MRS observations covered a wavelength range of
4.9-28.6 um with a total integration time of 600 seconds across
three sub-bands, each integrated with 36 groups in FASTRI1
mode and two dithers optimized for extended emission. The
data were processed using JWST pipeline v1.16.1 (Bushouse
et al. 2024), with jwst1303.pmap as the calibration reference sys-
tem. The Detector1Pipeline was applied to the uncal files with
default settings to produce detector images, which were subse-
quently calibrated using the Spec2Pipeline. During this step, the
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fringe flat was subtracted from the data, residual fringe correc-
tion was applied, and a pixel-by-pixel background subtraction
was performed using dedicated background detector images. A
custom bad-pixel correction was applied using the VIP package
(Christiaens et al. 2023). The final data cubes were created using
the Spec3Pipeline with the drizzle algorithm (Law et al. 2023),
processing each band and channel independently. Due to a tele-
scope mispointing, one of the two dither pointings in channel
1 did not cover the target, so only a single dither was used for
that channel, while both dithers were used for all other chan-
nels. Background observations were taken immediately prior to
the science exposures, using a single dither with 36 groups. The
absolute flux calibration uncertainty for the MIRI-MRS obser-
vations is estimated to be 5.6% + 0.7% (Argyriou et al. 2023).

To align the datasets, we determined the protostar’s position
by fitting a 2D Gaussian function to the point spread function
(PSF) in the NIRSpec and MIRI data. The PSF accounts for
diffraction effects caused by JWST’s hexagonal mirror structure.
For NIRSpec data, the centroid was calculated at wavelengths
greater than 4 um using the G395H grating, while for MIRI data,
centroids were derived independently for each spectral channel.
These centroids were then used to spatially align the datasets,
ensuring an accurate correspondence with the protostar’s posi-
tion across a range of wavelengths. After alignment, the data
were interpolated onto a common spatial grid using the 0.1”
pixel scale of the NIRSpec IFU data. This resolution oversam-
ples the native MIRI pixel scale (0.196-0.273"), however, it
does facilitate a uniform region selection and comparisons across
wavelengths.

This analysis focuses on [Fe1I] emission lines relevant to
our excitation models (Section 3), building on NIR detections
reported in Assani et al. (2024) and 4 new MIR [Fe11] lines. In
the NIR, we focus on the “a*D” transitions which are detected
across the jet and tend to be bright lines (I;/1; 644 > 1072). We
omitted lines that are heavily blended; specifically, the 1.748 um
line (blended with H,) and the 4.889 pum line (blended with
CO v=1-0). The final dataset includes all “a*D” transition detec-
tions, along with the MIRI-detected lines 5.34, 17.99, 24.52 and
25.99 um. A complete list of these lines, along with their atomic
properties, including energy levels, Einstein A-coefficients, and
critical densities, is provided in Table A.1.

The observed line intensities were measured at four distinct
locations along the blue-shifted axis of the TMCI1A jet, focusing
on the base of the jet (closer to the protostar) and the inten-
sity peaks previously identified in Assani et al. (2024). These
regions are shown as circular, color-coded apertures (diame-
ter 0.7”) overlaid on the moment-0 maps in the top panels of
Figure 2. This aperture size exceeds MIRI’s native pixel scale
(0.196-0.273”) and approximates instrument’s diffraction limit
across the relevant wavelengths (~0.2”at 5 um, ~0.7”at 18 pm,
and ~1”at 26 um; Law et al. 2023), providing consistent spa-
tial sampling across both NIRSpec and MIRI datasets while
minimizing undersampling effects at longer wavelengths.

To extract the line intensities, we summed over each aper-
ture at every spectral channel to produce a 1D spectrum for
each region (bottom panels of Figure 2). The line intensities
(in erg cm™2 s7! sr7!') were then computed by integrating the
continuum-subtracted spectra in frequency space over ~3—4
channels (corresponding to a velocity range of ~150-200 km/s),
tailored to encompass the full line while maintaining a consistent
integration range across apertures for each line (shaded regions
in the bottom panels of Figure 2). The resulting intensities
and line ratios (relative to the 1.644 um line) are reported in
Table A.2.
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3. The iron line emission model

To model the intrinsic line intensities for [Fe11], we used the
CLOUDY spectral synthesis code (Ferland et al. 2017; Chatzikos
et al. 2023), which simulates physical and chemical processes
in the ionized gas. We set up a single-zone calculation, assum-
ing a uniform density and temperature, over a grid of gas
densities and temperatures. We considered radiative decay and
collisional processes such as collisional excitation (where free
electrons transfer kinetic energy to bound electrons, raising them
to higher energy states) and collisional de-excitation (where col-
lisions lower excited atoms to lower energy states). We disabled
photoionization and Lya pumping in our model to remove con-
tributions from radiative excitation, as their influence on [Fe I1]
emission in jets remains uncertain. Since our technique for
inferring extinction curves involves only ratios of [FeII] lines
(controlled by the relative level populations of Fe*), which, in
turn, depend only on the density of electrons (the primary col-
lider) and electron temperature 7. in K, we followed Verner
et al. (1999). Thus, we adopted solar abundances (Grevesse et al.
2010) with a fixed, large Fe abundance (Fe/H = 100). This is
a simple technique used to leverage the complex machinery of
the CLOUDY code to isolate Fe* as the species of interest
for our analysis, enabling relatively straightforward excitation
calculations that depend only on n. and Te.

For this study, we adopted the Verner et al. (1999) [Fe11]
spectroscopic dataset, which includes 371 energy levels and
spans transitions from the infrared to the ultraviolet. CLOUDY
defaults to the Smyth et al. (2019) dataset, which extends to
high temperatures for UV and was found to best reproduce
the observed UV and optical [Fe1I] spectra in the case of an
AGN (Sarkar et al. 2021). Differences in the predicted line
ratios between datasets arise from uncertainties in Einstein
A-coefficients (~30-50%) and collision strength calculations,
which influence the final level populations. We find that Verner
et al. (1999) reproduces NIR and MIR [Fe11] line ratios with
electron density and temperature dependencies consistent with
previous non-LTE models used for protostellar jets and Herbig-
Haro (HH) objects (e.g., Giannini et al. 2015a; Koo et al. 2016).
Collisional strengths in the Verner et al. (1999) dataset for all
quartet and sextet transitions were taken from Zhang & Pradhan
(1995), with transition rates taken from Quinet, P. et al. (1996).
The model estimates a [FeII] line ratio of Iy 257/11 644 = 1.18,
which depends solely on the relative Einstein A-coefficients and
transition frequencies, remaining constant across 7, and 7. This
value is consistent with empirically derived intrinsic ratios of
1.11-1.20 (Giannini et al. 2015b) and is commonly used to esti-
mate extinction magnitudes (Assani et al. 2024; Erkal et al.
2021). Therefore, we adopted the Verner et al. (1999) dataset,
since a detailed comparison of infrared dataset performance is
beyond the scope of this study.

We adopted a model grid with electron densities (7, ~ 10 —
10° cm™3) and temperatures (5000-20 000 K), based on shock
studies indicating that NIR and MIR [Fel1] lines trace low-
ionization gas with temperatures above 7000 K and electron
densities of n, ~ 10°—10° cm™3 (e.g., Nisini 2008; Giannini et al.
2015a; Koo et al. 2016).

4. Differential extinction in NIR and MIR

We compared the observed line ratios with intrinsic ratios from
the excitation model to determine extinction differences between
the NIR and MIR. The extinction modifies the observed ratio as

Tobs = rmodel(ne, Te) X 10_0.4(AA_AM)’ (1)
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Fig. 2. [Fe 11] emission lines used in this study and detected with NIRSpec and MIRI, arranged in order of increasing upper energy (E /k). Top
panels: moment-0 maps (in units of erg s~! cm™2 sr™!), constructed by integrating the emission across the frequency range indicated by the shaded
regions in the corresponding spectra below. Although integration is performed in frequency space, the x-axis is displayed in velocity (km s~!) for
clarity. A 3-sigma threshold is applied. The maps are overlaid with circular, color-coded apertures (0.7") used consistently throughout this study.
Bottom panels: spectra (in units of erg s™! cm™ sr™! Hz™!) extracted from each aperture, with shaded regions highlighting the velocity range used
for integration, primarily focusing on blue-shifted emission. Each subplot includes the rest wavelength (4p), transition and upper energies (AE,

Ey), and Einstein-A value for reference.

where rqp is the observed ratio between a NIR or MIR [Fe 11]
line and the reference line, which in this study is the bright NIR
line at 1.644 pum; ryeqel 1S the intrinsic line ratio predicted by the
excitation model as a function of n. and 7,; and A, and A rep-
resent the extinction at the observed and reference wavelengths,
respectively. Rearranging these terms, we find that the difference
in extinction is given by

Tobs
Fmodel (Me, T)

AAy = A) — Apr = 2.5 loglo( 2)

Since AA, depends only on r,ps/Fmoder» it directly quantifies the
deviation between observed and intrinsic line emission ratios due
to differential extinction relative to the reference wavelength.

To compare the derived extinction differences with com-
monly used extinction curves, we can normalize AA, by the
extinction at the reference wavelength. The normalized extinc-
tion ratio is given by

A
Aref

AA,
+
Aref

Bi=

3
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The reference extinction, Ajgs4, is determined for each aper-
ture along the jet using observed [FeII] integrated line ratios
in the NIR, where commonly used extinction curves show min-
imal deviation across 1-2 pm (see Section 1). In this study,
we used the bright 1.257/1.644 line pair, which arises from
the a*D J=7/2 fine-structure state, to calculate A g following
Equation 1 in Assani et al. (2024), using S values (8 =
A1257/A1644) from established NIR extinction curves (e.g.,
Cardelli et al. 1989; Weingartner & Draine 2001; Pontoppidan
et al. 2024). The resulting A; 644 values for each aperture and
extinction curve are listed in appendix Table A.3. Starting with
the aperture closest to the protostar (Fig. 2, in purple) and mov-
ing outward along the jet axis (in yellow), we find Ajpsa =
4.11,4.23,4.00, and 3.57 (corresponding to Ay ~ 20-17), with
a standard deviation of ~10% between extinction curves and less
than 1% variation between Ry=3.1 and 5.5 within each curve.

To determine the extinction differences between MIR lines
and NIR lines (particularly the 1.644 pum line), we began by
establishing a robust reference extinction in the NIR. Here, the
reference, Aj 44, is required for two key reasons: to normal-
ize differential extinctions for comparisons with commonly used
extinction curves and to correct NIR line ratios for extinction so
that they can be used to determine the electron density. We first
analyzed the extinction differences of NIR lines that share the
same upper energy state as the 1.644 pm line (a*D J=7/2), as
their intrinsic ratios are independent of physical conditions. We
then used our derived Aje44 to compare our extinction differ-
ences to NIR extinction curves. This allowed us to derive AA, at
the wavelengths of these lines without uncertainty due to density
or temperature effects. Next, we extended our analysis to NIR
lines with different upper energy states from that of the 1.644 pm
line. After the extinction correction using our derived A; g44 and
existing NIR extinction curves, these lines were used to con-
strain the electron density (n.). This serves as a key reference
for evaluating extinction in the MIR, where both 7. and 7, influ-
ence the intrinsic line ratios. Finally, we compared NIR and MIR
extinction properties and assessed how potential differences in
the physical conditions (n,,T,) among NIR and MIR emitting
regions impact the interpretation of relative NIR/MIR extinction
and a comparison to other extinction curves after normalizing
with A ¢44.

4.1. NIR extinction constraints using lines from the same
upper energy level

To begin, we validated our line-based extinction method using
NIR [Fer1r] lines that share the same upper energy level as
the 1.644 um line (a*D J=7/2). These line ratios are insensi-
tive to variations in n. and 7., making them ideal for isolating
extinction effects. This provides a clean reference for computing
AA, without any uncertainty from physical conditions, before
extending the analysis to lines with different upper states.

The top panel of Figure 3 presents the observed (o, not
corrected for extinction) and the modeled (*) line ratios for
the a*D J=7/2 upper state across all four jet locations (see
Figure 2). The middle panel shows the relative extinction dif-
ferences (AA,) computed using Equation (2), referenced to the
1.644 pm line. Lines with 1 < 1.644 pum (e.g., 1.257, 1.321,
and 1.327 um) exhibit positive extinction differences (AA > 0),
indicating greater extinction compared to the 1.644 pm line.
Conversely, the 1.809 um line has a negative extinction differ-
ence (AA < 0), implying lower extinction. This confirms that the
extinction curve in the 1-2 pm range has a negative slope, where
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Fig. 3. NIR extinction of a*D J=7/2 lines relative to the 1.644 um line
(horizontal and vertical dashed lines.) Top: Observed (‘o’) and mod-
eled (‘*”) line ratios for all four jet locations in this study. Middle:
Difference in extinction relative to the 1.644 um line. Bottom: Derived
. values, normalized by the extinction at 1.644 wm, which is computed
as an average over existing NIR extinction curves. This is compared
with empirically determined NIR extinction curves, C89 from Cardelli
et al. (1989), and the modeled extinction curves, WD1 by Weingartner
& Draine (2001) and KP5 by Pontoppidan et al. (2024). We include
Ry = 3.1 and Ry = 5.5 for applicable curves to illustrate that NIR
extinction in the 1.2-1.8 pum range is largely independent of Ry and
shows minimal differences between independent studies. Dashed lines
mark the reference line ratio, extinction difference, and 8, value at 1.644
pm (horizontal) and the wavelength of 1.644 pm (vertical) in all three
panels.

shorter wavelengths suffer more extinction than longer wave-
lengths, consistent with previous NIR extinction studies (e.g.,
Cardelli et al. 1989; Mathis 1990; Decleir et al. 2022; Gordon
et al. 2023). Additionally, the extinction differences exhibit spa-
tial dependence across jet locations, with sight lines that are
closer to the protostar (B-purple, F1-blue) showing larger AA
values at 4 < 1.644 um. This pattern aligns with the finding
that total extinction magnitude decreases with distance from the
protostar along sight lines directed toward the TMCI1A jet, as
demonstrated in Assani et al. (2024). Consequently, normaliz-
ing by the total extinction at each jet location should account
for these differences, revealing a more intrinsic extinction trend
across locations.

The negative slope observed in our derived AA, values (mid-
dle panel) and the close agreement between our derived (8,
values and independent extinction curves and models (bottom
panel) confirm the consistency of the extinction curves in the
1.2-1.8 pm range. This consistency reinforces the reliability of
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using a gas line in this range, such as 1.644 pum, as a reference
for measuring relative extinction differences. Moreover, having
established a well-constrained extinction correction in the NIR,
we can use these NIR lines to probe the physical conditions of
the gas emitting these lines, specifically placing constraints on
the electron density (7).

4.2. Electron density constraints from NIR lines

We subsequently extended our analysis to all observed a*D tran-
sitions in the NIR to constrain the electron density (7.) at each jet
location (see Figure 2). The line ratios of a*D transitions, which
originate from states with similar but slightly different upper-
level energies (Eypper = 11446—12729 K) and distinct critical
densities (e ~ 4-7 x 10* cm™3 at T = 10000 K), are relatively
insensitive to temperature but remain sensitive to electron den-
sities in the 103~ cm™ range. This makes them well suited for
quantifying n. in the NIR, where the extinction curves are well
established.

The derived electron density is not only important in its own
right (as a key physical quantity of the NIR line emitting gas
in the jet), but it also serves as a starting point for a discus-
sion of the electron density in the MIR line emitting region,
which cannot be understood without having firm knowledge of
the extinction law for the protostellar envelope where the jet is
embedded, which might or might not be the same as that in the
NIR line emitting gas. This distinction is particularly relevant as
the MIR lines arise from lower excitation levels and may trace
gas under different physical conditions (see Section 4.3 below).

Figure 4 presents three examples NIR [Fe 11] a*D line ratios
used to determine electron density. The predicted line ratios from
the [Fe11] model are plotted as a function of electron density
across temperatures from 5000 to 20000 K. Observed ratios
(circles) and extinction-corrected ratios (squares) are shown
with uncertainties. We adopted a constant ~15% uncertainty in
extinction for simplicity, consistent with the typical deviations
between NIR extinction curves (see Table A.3) and uncertainties
in the Einstein A-values (Giannini et al. 2015b), which result in
larger uncertainties for the corrected ratios than for the observed
ones. Electron density uncertainties primarily arise from (1)
uncertainty in the intrinsic line ratios, broadening the possible
ne range by approximately a factor of two; and (2) temperature-
dependent differences in electron density for a given ratio, which
are typically small (<5%).

Near the protostar, electron density estimates approach the
critical density (nqi) of these transitions. Since line ratios
become insensitive to the density at n, > n due to thermaliza-
tion effects (as the gas approaches LTE conditions), constraining
electron densities in such regions becomes increasingly uncer-
tain. As a result, the density estimates in the bright region
(B-purple) should be interpreted as lower limits. Further from
the protostar, intensity ratios relative to the 1.644 um line
are lower, leading to consistently lower and well-constrained
electron density estimates.

Across 13 NIR a*D line ratios, electron density estimates
remain internally consistent, with differences limited to a fac-
tor of ~2 at each jet location (see Table A.4). The results show a
clear trend of decreasing electron density along the jet axis: 7, =
(3.6 + 1.0) x 10* cm™ (knot B-purple), (2.4 + 0.6) x 10* cm™
(F1-blue), (1.5 £ 0.5) x 10* cm™> (F2-green), and (8.0 = 3.0) x
103 em™3 (F3-yellow). While uncertainties in adjacent regions
overlap in some cases, the overall trend of decreasing electron
density with distance from the protostar remains robust. The
electron density drops between the bright region (B) and the third
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Fig. 4. Examples of density-sensitive NIR line ratios, where the
CLOUDY model predictions are shown as solid lines shaded by temper-
ature. Observed line ratios with uncertainties are represented by circles,
while extinction-corrected ratios are shown as squares color-coded by
jet location (see Fig. 2). The extinction-corrected ratio, accounting for
uncertainties, determines the electron density from the model, align-
ing with the x-axis position of both observed and corrected ratios.
Top: shorter-wavelength line is more affected by extinction, leading
to an increased ratio after correction. Middle: line ratio with similar
rest wavelengths, minimally affected by extinction, where the observed
ratio closely matches the expected electron density. Bottom: longer
wavelength line that is less affected by extinction and causes the
ratio to decrease after correction. Following extinction correction using
established NIR curves (Section 4.1), all corrected ratios fall within
the model-predicted range, showing consistent electron density trends
across jet locations and line pairings. This electron density serves
as a starting point for comparing relative extinction in the NIR/MIR
(Section 4.3).

peak (F3) exceeds observational uncertainties in most ratios,
further reinforcing this trend.

Once the electron density has been determined using NIR
[Fe11] gas lines at each jet location, we can use these values as
reference points to assess relative extinction between the NIR
and MIR along each line of sight toward the TMCI1A jet.
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Fig. 5. NIR and MIR extinction toward the TMC1A jet. Same as Figure 2, but extended to include additional a*D lines in the NIR (left) used
for n. derivation, along with MIR lines (right). Model scatter points correspond to the derived electron density at 10000 K (see Section 4.2),
with uncertainties reflecting the uncertainty range in the determined 7. value and temperatures from 5000-10 000 K. Commonly used NIR/MIR

extinction curves are overplotted for comparison (see text).

4.3. Relative extinction between the NIR and MIR

To determine the relative extinction between the NIR and MIR,
we compared the observed [Fe 11] line ratios of MIR transitions
(@D, a*F at 5.3, 17.0, 24.5, and 26 um) relative to the 1.644
um line with the intrinsic model ratios. We first assumed that
the NIR and MIR lines along the same sight lines originate from
the same physical region, implying identical excitation condi-
tions governed by the same n. and 7. Next, we explore the case
where MIR lines along the same sight lines trace gas described
by conditions that differ from the NIR lines, with different values
of n, and/or T.

The electron density derived from NIR lines (Section 4.2)
serves as the reference for these comparisons at each jet location.
Uncertainties in electron density and temperature contribute to
the overall uncertainty range. We adopted a standard reference
temperature of 10000 K, consistent with shock models, where
NIR and MIR lines become emissive at temperatures 27000 K
(Nisini 2008; Giannini et al. 2015a; Koo et al. 2016). To account
for the uncertainties, we used a lower bound of 5000 K.

4.3.1. Case 1: Same physical conditions

In the scenario where the NIR and MIR [Fe11] emission lines
along the same sight lines originate from the same physical
region, we first calculated the modeled line ratios, assuming the
same electron density and temperature for both MIR and NIR
lines, including the reference line at 1.644 pm.

A175, page 8 of 13

Figure 5 shows the derived extinction for each line of sight
toward the TMC1A jet. The left panels show NIR-derived extinc-
tion in the 1.2-1.85 um range, including additional a*D lines
not used to derive the electron density, which follows the trend
observed in Section 4.1. The right panels show extinction derived
from the four MIR lines observed with MIRI.

The observed MIR line fluxes are comparable to or higher
than that of the 1.644 pum line (with ratios rops ~1-10), which is
very different from the modeled intrinsic line ratios, which are
below unity (with 7041 < 1). The difference is caused by the
fact that the reference NIR line at 1.644 pm experiences stronger
extinction than the MIR lines, which is reflected by the negative
AA, shown in the middle right panel of Fig. 5.

The extinction at each jet location follows a pattern where
bright regions (B, F1) exhibit higher MIR extinction than regions
farther from the protostar (F2, F3), consistent with increased
column density closer in. Our inferred extinction at 5.34 pum
is low (B, ~ 0), likely setting a lower limit since it is compa-
rable to or less than the least extinct curve at that wavelength
(WD, Ry = 3.1). In contrast, the extinction at 17.93, 24.52, and
25.99 pum is usually higher than the comparison curves, indi-
cating greater attenuation at these wavelengths compared to that
expected from the comparison curves.

Since rops > Fmodel for the MIR lines, we find AA,; < 0, and
any additional suppression of the observed MIR intensity due
to line blending would only make AA, less negative, thereby
increasing $3,. This could be the case for the [Fe1r] 17.936 um
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line, which is spectrally close to the H, v = 1-1 S(1) line at
17.94 um. However, as a first-order approximation, we built
an H, excitation model and interpolated the column density
of H, molecules in the upper state (v, = 1, J, = 3) based on
the energy of the corresponding upper state of H, 1-1 S(1).
We then estimated the H, 1-1 S(1) line flux using the Einstein
coefficient of spontaneous emission, assuming an extinction law
(KP5; Pontoppidan et al. (2024)) and corresponding extinction
value. This allowed us to calculate the fraction of the observed
17.936 pm line that originates from H, and [Fe I1]. We find the
H; contribution is <<1%, confirming that [Fe 1T] dominates at this
wavelength.

4.3.2. Case 2: Diverging physical conditions between NIR
and MIR lines

The observed [FeI1] lines may originate from gas with different
excitation conditions. This posits that the emitting regions are
stratified, where higher excitation lines (e.g., those in the NIR)
predominantly trace hotter and/or denser gas, while lower exci-
tation lines (e.g., those in the MIR) arise from cooler and/or less
dense regions along the same line of sight (within the effective
telescope beam).

To explore this possibility, we consider a simplified scenario
in which the NIR (1 < 5 pm) and MIR (4 > 5 pum) lines trace
two distinct temperature and density components, with

I/IMIR(fVlene’ fTTe)
1 644(ne, Te)

where f,, and fr represent the fractional electron density and
temperature of the MIR-emitting gas relative to those inferred
from the NIR a*D line ratios (see Section 4.2).

For temperatures above 5000 K, the predicted line ratios
converge at a given electron density, resulting in minimal tem-
perature dependence on the derived 3, values. This is seen in the
top subplot of Fig. 6, where the MIR lines are assumed to origi-
nate from gas at half the temperature of the NIR lines (fr = 0.5,
TMIR = 5000 K, TNIR = 10000 K) The derived MIR B/l values
are almost indistinguishable from the reference case of f; = 1
and f,,, = 1 shown in the bottom-right panel of Fig. 5.

In contrast, electron density has a more pronounced effect
on ;. The middle subplot (fr = 1.0, f,, = 0.5) shows that low-
ering the electron density systematically reduces 3,, consistent
with an increased MIR/NIR line ratio that decreases the relative
difference between observed and modeled values. The bottom
subplot (fr = 0.5, f,, = 0.5) shows a similar 5, profile to the
middle case, reinforcing that the electron density difference has
a stronger influence on the derived extinction than temperature
differences.

; “)

Fmodel =

5. Discussion

We developed a new technique for determining the MIR extinc-
tion in the protostellar envelope using JWST IFU observations
of several [Fe1l] NIR and MIR emission lines, leveraging the
well-determined NIR extinction curve and excitation model for
line ratios. We applied this technique to the atomic jet toward
the Class I protostar TMC1A, which is embedded in a large-
scale infalling envelope. This technique provides a spatially
resolved constraint on extinction along different sight lines to
the jet, offering an independent measurement that is distinct
from background star methods applied to sight lines directed
away from protostars through dark clouds (e.g., McClure 2009).
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Fig. 6. Derived MIR extinction from [Fe11] lines (1 > 5 um) tracing
different excitation conditions compared to NIR [Fe 11] lines. The plots
show MIR extinction, where MIR [Fe11] lines trace different excita-
tion conditions (n,, T,) than NIR [Fe 11] lines. Top: B, values assuming
MIR line intensities correspond to gas at half the NIR-traced tempera-
ture (fr = 0.5) with the same electron density (f,, = 1). Middle: same
temperature as NIR-traced gas (fr = 1.0), but assuming MIR lines trace
half the electron density (f,, = 0.5). Bottom: both temperature and elec-
tron density are halved (fr = 0.5, f,, = 0.5).

This approach also complements the opacity measurements of
volatile ice features in protostellar envelopes along similar sight
lines. (e.g., Tyagi et al. 2025). We acknowledge that our method
assumes the dust column within each beam is relatively uni-
form (i.e., a single Ay applies) and consistent with a "screen"
geometry. Figure 1 illustrates this assumption, with the top panel
showing extinction measured from background stars and the
bottom panel representing embedded jet sight lines that pass
through a dense, infalling envelope.

When the MIR lines originate from gas in the embedded
jet with physical conditions (electron density n. and tempera-
ture 7) similar to those of the NIR line emitting region along
the same sight lines, we will find systematically higher MIR
extinction through the protostellar envelope, compared to the
empirical high-extinction regime derived by McClure (2009). It
also exceeds the Ry=5.5 case from Weingartner & Draine (2001)
and the KP5 model from Pontoppidan et al. (2024) (see the
lower-right panel of Fig. 5). These models describe dust popula-
tions with larger maximum grain sizes than those in the diffuse
ISM. The alignment of McClure (2009) with the Ry=5.5 case
has been interpreted as evidence for dust grain growth in denser
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cloud regions. If the MIR and NIR emission lines trace the same
excitation conditions, the higher inferred extinction in the MIR
toward the embedded jet suggests differences in the grain size
distribution such as the presence of even larger dust grains along
these sight lines. This result adds weight to the conclusion of
Valdivia et al. (2019) and Le Gouellec et al. (2020) that dust
grains must have grown significantly in protostellar envelopes
since relatively long-wavelength local IR photons can only spin
them up efficiently through radiative torques if the grains are
sufficiently large, enabling magnetic alignment and the observed
levels of dust polarization.

If the MIR emission lines trace lower electron density and
temperature than the NIR lines, then the modeled intrinsic MIR
lines would be weaker, yielding a lower inferred MIR extinction,
with the resulting 8, values falling within the range predicted
by background star studies (see Section 4.3.2). In this case, the
extinction curve does not indicate significant changes in grain
size distributions, such as dust growth beyond what is inferred
along high-extinction sight lines of dense clouds. This result is
still highly significant because it implies that, even along the
same sight lines directed toward the embedded jet, the MIR lines
must originate from gas with properties different from those of
the NIR line emitting gas. This could happen if, for example, the
MIR and NIR lines trace different regions behind spatially unre-
solved shocks in the telescope beam. Differences in excitation
conditions between NIR and MIR lines (e.g., Koo et al. 2016)
have been observed in the case of H, outflows (e.g., Vleugels
et al. 2025); however, to our knowledge, this has not yet been
demonstrated for atomic lines from the same ionization state. If
the outflow is laterally stratified, with hotter and faster moving
material closer to the jet axis (as evidenced by, e.g., the nested
morphology of HH 30 Pascucci et al. 2025), it is plausible for
the NIR lines to trace regions closer to the jet axis than the
MIR lines, but this possibility remains unproven. In any case, our
result highlights the important point that it would be difficult to
accurately infer the physical properties of the MIR line-emitting
gas in the embedded jet unless the MIR extinction curve in the
foreground protostellar envelope is adequately characterized in
an independent fashion.

The method described in this paper, leveraging wide spec-
tral coverage and integral field unit (IFU) observations, could be
extended to other embedded astrophysical environments. Atomic
and molecular tracers (e.g., forbidden lines, hydrogen recombi-
nation lines, and H, with their wide spectral coverage across
infrared and radio wavelengths) offer promising opportunities
for applying this technique. If these tracers originate from the
same spatial region and their line intensities or ratios can be
reliably modeled, extinction curves could be determined. Addi-
tionally, applying this method to species tracing spatially distinct
regions (e.g., spatially nested outflows) and comparing them
self-consistently within the same source could provide deeper
insights into the dust properties across these regions. This offers
a unique perspective on the role of dynamic processes in star for-
mation (particularly outflows) in shaping dust. Expanding this
approach to more sources at different stages of star formation and
along diverse lines of sight would enhance our understanding of
dust evolution within protostellar environments and throughout
star formation scenarios.

6. Conclusions

This study investigates the extinction properties and evidence
of dust processing in the protostellar envelope surrounding the
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embedded [Fe 11] jet of the Class I protostar TMC1A using JWST
NIRSpec and MIRI observations and a novel technique. By
combining high-sensitivity, multi-wavelength emission line data
with excitation models, we derived localized extinction curves
along the sight lines toward the embedded jet and compared
them to extinction laws derived from dark cloud populations.
These efforts aimed to understand how star formation pro-
cesses influence the surrounding dust populations, contributing
to differences in the line-of-sight extinction. We summarize our
findings as follows:

1. We developed a new method for characterizing the NIR-MIR
extinction of material in the protostellar envelope along the
lines of sight to an embedded [Fell] jet, based on JWST NIR-
spec and MIRI observations of line emissions and excitation
model predictions of intrinsic line ratios.

2. The modeled intrinsic line ratios depend on electron den-
sity and temperature. The electron density can be reasonably
well constrained by NIR [Fe 1] lines (for which extinction
curves are already well characterized), with values ranging
from approximately 5 x 103 to 5 x 10* cm™3, decreasing
farther from the protostar, consistent with prior studies of
protostellar outflows.

3. If the MIR lines originate from gas in the embedded jet
with electron density, n, and temperature, 7', similarly to
those of the NIR line emitting region along the same sight
lines, we find a systematically higher MIR extinction through
the protostellar envelope than those derived by McClure
(2009) for dark clouds, the Ry = 5.5 case modeled by
Weingartner & Draine (2001), and the KP5 model from
Pontoppidan et al. (2024). This result adds weight to growing
evidence (e.g., from dust polarization) for significant grain
growth in protostellar envelopes.

4. If the MIR emission lines trace lower electron density and
temperature than the NIR lines, the inferred MIR extinc-
tion falls within the range of the existing values for dark
clouds. In this case, there is no direct evidence for a change
in the dust size distribution (i.e., grain growth) in protostel-
lar envelopes beyond that in dense dark clouds. Instead, the
observed MIR/NIR line ratios and excitation modeling sug-
gest that the MIR and NIR lines originate from different
regions along the same sightline within the embedded jet,
each characterized by distinct physical conditions.

The multitude of infrared [Fe I1T] emission lines detectable toward
protostars with JWST provide a powerful probe of both NIR and
MIR extinction toward deeply embedded environments. By com-
bining models with observations of the embedded protostellar jet
toward TMC1A, we characterize dust attenuation along distinct
lines of sight traced by [Fe II] emission and explore potential
implications for dust properties within protostellar envelopes.
Expanding this approach to a larger sample spanning different
evolutionary stages and outflow inclinations will help strengthen
these interpretations and will be the focus of future work.
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Appendix A: Supplemental material

This appendix contains supplemental tables referenced throughout the main text. Table A.l lists atomic properties and critical
densities for the [Fe IT] transitions analyzed in this study.

Table A.1: Spectroscopic properties of [Fe I1] lines observed in TMCI1A.

A(um) | Termg  Ji g Energyi/k (K) [ Term;  J;  gi  Energyi/k (K) | Tex (K) | Agi (571) [ neri (cm™)
25988 | a6D 772 8 554 a6D 972 10 0 554 | 2.05e-03 | 2.77e+04
5340 | adF 972 10 2694 a6D 972 10 0 2694 | 5.35¢-05 | 1.33e+03
17936 | adF 772 8 3496 adF 972 10 2694 802 | 6.01e-03 | 3.46e+04
24519 | adF 572 6 4083 adF 72 8 3496 587 | 4.17e-03 | 2.22e+04
1257 | 4D 72 8 11446 a6D 972 10 0 11446 | 5.18¢-03 | 6.05e+04
1321 | a4dD 72 8 11446 a6D 72 8 554 10892 | 1.44e-03 | 6.05e+04
1372 | a4D 72 8 11446 a6D 52 6 961 10485 | 8.93e-04 | 6.05¢+04
1.644 | a4D 72 8 11446 adF 972 10 2694 8752 | 5.73e-03 | 6.05e+04
1810 | a4D 72 8 11446 adF 72 8 3496 7950 | 1.25¢-03 | 6.05e+04
1249 | a4D 52 6 12074 a6D 772 8 554 11520 | 4.62¢-04 | 5.11e+04
1295 | 4D 52 6 12074 a6D 52 6 961 11113 | 2.23e-03 | 5.11e+04
1328 | a4D 52 6 12074 a6D 32 4 1241 10833 | 1.30e-03 | 5.11e+04
1534 | a4D 52 6 12074 adF 92 10 2694 9380 | 3.00e-03 | 5.11e+04
1677 | a4D 52 6 12074 adF 72 8 3496 8578 | 2.38¢-03 | 5.11e+04
1801 | a4D 52 6 12074 adF 52 6 4083 7991 | 1.72¢-03 | 5.11e+04
1279 | a4D 32 4 12489 a6D 32 4 1241 11248 | 2.80e-03 | 7.32e+04
1298 | a4D 32 4 12489 a6D 12 2 1406 11083 | 1.23e-03 | 7.32e+04
1.600 | a4D 32 4 12489 adF 72 8 3496 8993 | 4.03¢-03 | 7.32e+04
1712 | a4D 32 4 12489 adF 512 6 4083 8406 | 1.13e-03 | 7.32e+04
1798 | a4D 32 4 12489 adF 32 4 4485 8004 | 2.00e-03 | 7.32e+04
1271 | a4dD 12 2 12729 a6D 12 2 1406 11323 | 3.82¢-03 | 4.34e+04
1.664 | adD 12 2 12729 adF 52 6 4083 8645 | 4.56e-03 | 4.34e+04

Notes: Critical densities (n) for the Cloudy excitation model are calculated using Einstein A-coefficients and collisional strengths from Verner
et al. (1999), evaluated at T = 7000 K for consistency with previous shock studies (e.g., Koo et al. 2016). The critical density is defined as
Neie = 2, Aki/ X, Cri, Where Ay; is the spontaneous emission rate and Cy; = BQu(T)/ (g VT) is the collisional de-excitation rate. Here, Q(T) is the
collision strength, g, the statistical weight of the upper level, and 8 = 8.63 x 107 a constant. The sums run over all radiative (k > i) and collisional
(k # i) transitions from level k.

Table A.2: Continuum-subtracted integrated intensities of [Fe 11] lines observed at distinct jet locations.

A(um) | 1(B) T(FD) T(F2) I(F3) |R®B) RO R@ RO
25083 | 1.85¢-02 1.80e-02 128602 9.22¢-03 | 1.058 2558 7.668 4.471
5340 | 2.06e-02 1.39e-02 821e-03 145¢-02 | 1.177 1976 4.904 7.016
17936 | 3.26e-02 2.48¢-02 1.04e-02 9.04e-03 | 1.867 3.517 6225 4.384
24519 | 1.21e-02 6.36e-03 3.29e-03 1.60e-03 | 0.694 0.904 1.968 0.776
1257 | 3.14e-03 120e-03 3.17¢-04 4.75¢-04 | 0.180 0.171 0.189 0.231
1321 | 1.51e-03 6.20e-04 1.77¢-04 2.13e-04 | 0.087 0.088 0.106 0.103
1372 | 1.18e-03 5.17e-04 1.26e-04 1.61e-04 | 0.068 0.073 0.075 0.078
1.644 | 1.75¢-02  7.04e-03 1.67e-03 2.06e-03 | 1.000 1.000 1.000 1.000
1810 | 5.53¢-03 2.16e-03 5.28¢-04 6.12¢-04 | 0.317 0307 0315 0.297
1.295 — — — 8.00e-05 | — — —  0.039
1328 | 6.53e-04 2.55¢-04 5.16e-05 6.51e-05 | 0.037 0.036 0.031 0.032
1534 | 3.47e-03  123e-03 2.34e-04 2.56e-04 | 0.199 0174 0.140 0.124
1677 | 4.11e-03  1.44e-03 2.63e-04 2.52e-04 | 0.235 0204 0.157 0.122
1.801 | 4.09e-03 1.36e-03 2.53e-04 2.64e-04 | 0234 0193 0.I51 0.128
1279 | 7.10e-04 2.57¢-04 5.26e-05 4.42e-05 | 0.041 0.037 0.031 0.021
1298 | 2.89e-04 1.06e-04 1.47e-05 2.30e-05 | 0.017 0.015 0.009 0.011
1600 | 3.44e-03 1.17e-03 2.25¢-04 2.10e-04 | 0197 0.166 0.135 0.102
1712 | 1.20e-03 4.13e-04 8.20e-05 6.21e-05 | 0.069 0.059 0.049 0.030
1798 | 2.92e-03 9.44e-04  1.74e-04 — 0167 0.34 0104 —

1271 | 4.00e-04 1.59e-04 2.66e-05 2.27e-05 | 0.023 0.023 0.016 0.011
1.664 | 2.23e-03 7.77¢-04 1.49¢-04 1.53e-04 | 0.128 0110 0.089 0.074

Notes: The first column is the rest-wavelength taken from NIST, then the 4 columns marked "I" represent the observed intensity at 4 distinct
locations (in ergs/cm?/s/sr) with an aperture of 0.7”. The columns marked "R" represent the ratio of that line with the 1.644 um line. Missing data
(—) is due to cases where artifacts (see Section 2) exist in the aperture (e.g. 1.295, 1.798 pm lines).
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Table A.3: Observed [Fe 11] 1.257/1.644 intensity ratios and extinction measurements

B F1 F2 F3
Observed 11.257/11.644 0.18 0.17 0.19 0.23
C89, Ry=5.5 3.78/717.59 3.88/18.08 3.68/17.12  3.28/15.27
C89, Ry=3.1 3.78/20.82 3.88/21.39 3.68/20.27 3.28/18.07
WDOI, Ry=3.1 4.73/18.12 4.86/18.63 4.60/17.64 4.10/15.73
WDOIL, Ry=5.5 479/18.15 4.92/18.66 4.66/17.67 4.16/15.76
KP5 4.58/18.12  471/18.62 4.46/17.64 3.98/15.73
Gordon, Ry=3.1 3.57/2222 3.67/22.84 348/21.63 3.10/19.29
Gordon, Ry=5.5 3.57/2336  3.67/2401 3.48/2274 3.10/20.28
Mean A, + Std Dev 4.11+£0.52 423+053 4.00+£0.50 3.57+045
Mean Ay + Std Dev 19.77+2.17 2032+2.23 1925+2.11 17.16+1.88

Notes: Observed ratios and extinction (A ¢44 and Ay) were derived toward each jet location analyzed in this study (see Fig. 2), calculated using
various extinction curves (see caption of Fig. 3) and an intrinsic ratio of 1.18 taken from the atomic dataset used in the Cloudy model (see Section
3). The top row lists the observed line ratios used to infer extinction, followed by extinction values derived from each extinction law, formatted as
Aig4s / Ay. The bottom two rows show the mean and standard deviation of A; g4 and Ay across all extinction laws for each location. The mean
A 644 value is used to normalize the extinction differences AA,, yielding S, = A,/A1644 in Section 4. The Ay values are included to illustrate that
differences in Ry across extinction laws, specifically where both Ry = 3.1 and Ry = 5.5 are considered, have a smaller effect on NIR extinction
(A 644) compared to optical extinction (Ay).

Table A.4: Measured electron densities toward jet locations

A Rcorreated ﬁe

B F1 F2 F3 B F1 F2 F3
1.295 | 0.338 | 0.720 | 1.407 | 0.161 — — — 0.812
1328 | 0.158 | 0.159 | 0.125 | 0.110 4700 5.0%00 2000 1.430
1.534 | 0.301 | 0.268 | 0.210 | 0.178 3.7200 24 1120 0.85¢
1677 | 0.209 | 0181 | 0.140 | 0.110 3.183 2000 0.95> 0.5
1.801 | 0.143 | 0.116 | 0.093 | 0.083 3.3100 1739 0.93;g 070
1279 | 0.230 | 0.217 | 0.170 | 0.097 6.81000 5.1500 2.4 0.7
1298 | 0.084 | 0.080 | 0.043 | 0.046 3393 2.93 0.8, 0.9/
1.600 | 0.229 | 0.194 | 0.156 | 0.116 3.6100 243 1505 080
1712 | 0.055 | 0.047 | 0.039 | 0.025 2.830 2.0° 1.420 0.60%
1,798 | 0.102 | 0.081 | 0.065 | 0.116 3.7200 2,018 1230 —
1271 | 0.137 | 0.142 | 0.091 | 0.052 4020 4.6530 1550 0.60%
1.664 | 0119 | 0.103 | 0.083 | 0.070 3.5 2333 1.5% 1.0

Average n, 3.6e+04 = 1e+04 | 2.5e+04 £ 0.6e+04 | 1.5 +=5e+03 | 8.0e+03 + 3e+03

Notes: Estimated electron densities were calculated using the *a4D’ line intensity ratios relative to the 1.644 um line. The extinction magnitude
is calculated for each extinction curve, and each curve is used to correct for extinction at each line’s wavelength. This process yields a range of
corrected line ratios, with deviations on the order of 10~ due to differences among the extinction curves. The reported standard deviation for the
electron density accounts for both the variation among corrected line ratios for each extinction curve and the variation in electron densities matched
to the model at each temperature (T = 5 x 10* — 2 x 10* K). The final row shows the weighted average electron density and its weighted standard
deviation. The results reveal a consistent trend of decreasing electron density with increasing distance from the jet.
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