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Abstract 
Unconventional electrolytes, especially highly concentrated electrolytes (HCEs) and deep 
eutectic electrolytes (DEEs), are emerging as promising candidates for a wide range of 
battery chemistries, including lithium-ion, lithium metal, and calcium batteries. Their 
tunability, non-volatility, and wide electrochemical stability windows make them attractive 
alternatives to conventional electrolytes. However, while the fundamental properties that 
make HCEs and DEEs attractive, such as their electrochemical stability and low melting 
points, are driven by molecular interactions, the interplay between these interactions and local 
structuring and their effects on macroscopic properties remains poorly understood. 

To bridge this gap, we employ tight-binding and classical molecular dynamics simulations 
to investigate the local coordination environment, hydrogen bonding networks, and 
molecular-level ordering, especially in DEEs. By focusing on the interplay between hydrogen 
bond donors and different anion sizes and symmetries in hydrogen bond acceptors, we 
systematically explore how molecular interactions influence solvation structure and ion 
mobility. Our findings suggest that anion symmetry and size, together with hydrogen bonding 
strength, govern the solvation shell dynamics and overall diffusion behavior, impacting 
macroscopic transport properties. 

Understanding these molecular-scale mechanisms is key to optimizing DEE formulations for 
different battery chemistries. This work provides fundamental insights into the structure and 
property relationships of DEEs, enabling their rational design for safer, more efficient energy 
storage technologies. 

 Keywords: tight-binding, deep eutectic solvent, deep eutectic electrolyte, xTB, molecular 
dynamics, electrolyte, local structure, multivalent, heterogeneity. 
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Prologue 

“It is the theory that decides what we can observe.” 
Einstein cited by Heisenberg in “Physics and Beyond” 1971 

Plato’s Allegory of the Cave imagines an ascent from shadows into sunlight. Along that path, 

the divided line reminds us that mathematical reasoning sits between opinion and direct 

insight: useful, disciplined, and incomplete. Kant’s caution in the Critique of Pure Reason 

reminds us: Measurement gives us phenomena (appearances), but reality in itself (noumenon) 

remains unknowable. 

In this thesis, computational methods act as lenses with a focus on understanding materials 

at a molecular level, how local organisation and interactions give rise to what we later observe 

in bulk behaviour. This could help suggest how to design electrolytes for next-generation 

batteries, and, in time, help power an electrified world.  

Methods are only as good as their use, and models are not the world. The pages that follow 

try to narrow the distance between shadow and source without claiming to stand in the sun 
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Chapter 1 

Introduction 

As the world is moving towards mobility electrification, together with a steady increase 
in global energy consumption, there is an urgent and growing need for energy systems.1,2 
Battery energy storage systems are central to this transition; they do so by buffering the 
intermittency of renewables, stabilizing the grid, and powering electric vehicles (EVs).3,4 
Yet the extraction and processing of critical battery materials such as lithium, cobalt, and 
nickel raise environmental, geopolitical concerns, and logistical challenges, driving the 
search for alternative chemistries that combine high performance with more abundant, 
lower-cost raw materials.   

Today, lithium-ion batteries (LIBs) dominate the market thanks to their high gravimetric 
energy density and mature manufacturing base, representing a significant leap from 
earlier battery models. However, McKinsey projects that the global demand for LIBs in 
the coming decade is expected to experience a significant spike.1 The needed GWh 
(gigawatt-hour) capacity is expected to grow from approximately 700 GWh in 2022 to 
an estimated 4.7 TWh (terawatt-hour) by 2030, with a market value of more than $400 
billion.  

Notably, a substantial portion of this demand, around 4,300 GWh, will be driven by 
batteries for mobility applications, particularly EVs, in response to the rapid growth of 
the mobility sector. BESS is anticipated to have a compound annual growth rate (CAGR) 
of 30 percent. The demand for GWh (gigawatt-hours) of energy to support these 
applications in 2030 is anticipated to be on par with the current total GWh required for 
all applications, such as portable electronics (e.g., smartphones, laptops) and renewable 
energy storage.  

As LIBs approach intrinsic limits in energy density and resource availability, metal-
anode systems, most notably lithium metal and emerging multivalent chemistries like 
calcium, have captured intense research interest.5–9 These “next-generation” batteries 
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promise even higher specific capacities and, in the case of calcium, the benefit of earth-
abundant, low-cost raw materials. 

A battery’s electrolyte plays an instrumental role in battery performance, governing ion 
transport, electrochemical stability, and safety. Conventional carbonate-based solvents 
sometimes struggle with dendrite formation on reactive metal anodes and volatility.10,11 
In contrast, unconventional electrolytes such as highly concentrated electrolytes (HCEs) 
(Paper V) and deep eutectic electrolytes (DEEs) (Paper I and II) have attracted 
significant research attention due to their multifaceted properties that could mitigate these 
challenges. They can widen stability windows, modulate solvation structures, and avoid 
side reactions. 12–14 DEEs in particular offer a spectrum of desirable characteristics, 
including tunability, wide electrochemical stability windows, and low vapor pressures, 
rendering them attractive for both lithium and emerging calcium electrolytes. They hold 
the potential to enhance safety and optimize the performance of energy storage systems. 
Therefore, exploring DEEs as battery electrolytes has become an active research area 
aimed at harnessing their unique properties for next-generation energy storage solutions. 

Computational simulations, which are guided by fundamental theories like Density 
Functional Theory (DFT), have become crucial tools to aid in the discovery of novel and 
optimized materials. At the atomic level, these simulations employ quantum mechanics 
to calculate electronic structures, bonding, and energies, enabling precise predictions of 
material behavior under diverse conditions. However, solving the Schrödinger equation 
becomes computationally expensive for larger systems, leading to the use of Newtonian 
simulations. Molecular dynamics (MD) techniques offer insights into the stability, 
reactivity, and responses of complex structures. Although the combined technique AIMD 
simulations provide high accuracy, their computational demands limit system size and 
time scales, despite notable progress in the field.  One way to bridge the gap between 
AIMD and classical MD is the use of semi-empirical quantum mechanical (SQM) 
methods, such as tight-binding theory (TB), which attempts to balance computational 
time and accuracy 15. These SQM methods are typically built upon a minimal basis self-
consistent field approach focused on valence electrons, which originates from either 
Hartree-Fock theory or Kohn-Sham DFT, which will be discussed further in Chapter 4. 

The relevance of computer simulations in materials research cannot be overstated. 
Therefore, these computational approaches are vital in the pursuit of new materials for 
different applications, from advanced electronics and renewable materials to 
pharmaceuticals and catalysis.35,57 They offer a cost-effective and time-efficient way to 
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explore a vast chemical space, identifying promising candidates with specific properties 
and functionalities before investing resources in experimental work. When 
complemented with experimental analysis, they collectively paint a wider, more reliable 
picture, enabling deeper understanding and more advanced materials design. 

The utilization of MD simulations in materials discovery encompasses various 
computational approaches and software tools. In Papers I, II, and IV, the tight-binding 
theory xTB, implemented through CP2K, is utilized. The latter is a semi-empirical 
quantum mechanical method with an extended tight-binding framework and is used for 
quantum mechanical calculations of electronic structure and properties. Within this 
framework, we investigate salts with distinct anion geometries for potential use in DEEs 
for lithium batteries in Paper I and for calcium-based batteries in Paper II. Conversely, 
in paper V, MD simulations for sodium battery electrolytes are generated using 
MOPAC, which employs an SQM method. Paper III delves into the prospects and 
constraints associated with liquid electrolytes like DEEs.   

By integrating, semi-empirical tight-binding (xTB) method for detailed local structure 
insights and classical MD for longer timescale transport, this work illuminates how 
molecular interactions guide electrolyte design. The findings pave the way toward 
understanding DEEs at a molecular level and their potential use in sustainable, high-
performance batteries that leverage earth-abundant materials and informed molecular 
tuning. 

Scope of Thesis 

This thesis investigates a range of unconventional liquid electrolytes, such as HCEs and 
DEEs, for LIBs and next-generation chemistries, via MD simulations grounded in SQM 
methods. In order to connect microscopic insights to macroscopic performance, we 
introduce a multi-metric analysis pipeline including radial distribution functions, 
coordination numbers, spatial distribution functions, hydrogen-bond profiling, and a 
molecular-level heterogeneity (MLH) index, which highlights local structure and 
dynamical properties of DEEs. 

The work is structured around five papers. In Paper I, lithium–NMA DEEs composed 
of N-methyl-acetamide and three lithium salts with distinct anion geometries are 
simulated to study hydrogen-bond distributions, introduce a molecular-level 
heterogeneity metric, and reveal the influence of anion symmetry and size on 
coordination shells and local structure. Paper II extends this framework to calcium–

1.1. 
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NMA DEEs, highlighting the effect of using a divalent cation on coordination numbers 
and hydrogen-bond networks. Paper III provides a prospect of modeling liquid 
electrolytes and their future use in multivalent systems. In Paper IV, xTB simulations of 
urea-based DESs at varying concentrations uncover concentration and solvent-dependent 
shifts in lithium coordination and hydrogen-bond patterns. Finally, Paper V explores the 
local structure and concentration variation of NaTFSI–Adiponitrile as a highly 
concentrated electrolyte for Na-Ion and Na-O2 Batteries. Using the trajectories from 
MOPAC, we calculated the (partial) coordination and solvation numbers of the cations 
in the different lithium and sodium systems. Together, these studies deepen our 
understanding of emerging battery electrolytes at the molecular level and demonstrate 
the utility of semi-empirical methods for probing interactions and ordering that guide 
electrolyte design. 

 Limitations 

This thesis focuses on computational modelling, mainly using semi-empirical MD 
methods to investigate structural and dynamic analyses. It therefore does not include 
experiments nor cover interfacial phenomena like solid–electrolyte interphase formation. 
While the xTB method used for semi-empirical MDs offers a fair tradeoff between 
accuracy and speed, the chosen time scale of about 90-100 ps does not show diffusivity 
information since time scales closer to 50–100 ns resolve diffusive onset. Thus, we rely 
on classical MD for transport calculations, even though xTB, when paired with enhanced 
sampling or other techniques, could potentially access the diffusive regime. Finally, 
although next-generation electrolytes such as calcium-based systems are often promoted 
as sustainable and low-cost due to calcium’s abundance, this thesis does not include a 
life-cycle assessment (LCA) to substantiate those sustainability claims. 

1.2. 
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Chapter 2 

Batteries 

2.1. Basics 
A battery stores chemical energy and delivers electrical energy through a coupled redox 
reaction: one electrode is oxidized; the other is reduced. The term ‘battery’ may refer to 
a single electrochemical cell or to an assembly of multiple cells configured as a battery 
pack for practical application. Rechargeable batteries consist of a positive electrode 
(cathode during discharge) and a negative electrode (anode during discharge). The two 
electrodes are electronically connected through an external circuit, while ion transport 
between them is enabled by the electrolyte, illustrated in Figure 2.1.16  

The potential difference between the electrodes determines the cell voltage, as shown in 
Equation 2.1, and can be calculated from the Gibbs free energy change (DG) of the 
reaction using the Nernst equation.  

Figure 2.1. Illustration of an electrochemical cell during discharge. 

𝑉𝑉!"## = 	−
𝛥𝛥𝛥𝛥
𝑛𝑛𝑛𝑛

Equation 2.1 
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Battery cell voltage, Vcell, is the electric potential difference between the cathode (Ecathode) 
and the anode (Eanode) within a battery system, as expressed by the equation:  

This cell voltage represents the driving force behind the movement of electrons during 
charge and discharge in a battery. The theoretical voltage sets an upper limit on this 
potential difference. The cell voltage varies with the state of charge (Q) and can be 
expressed as a function of V(Q), determined by the specific electrochemical reaction of 
the system. The total energy output of the cell is obtained from the integral in Equation 
2.3, where C represents the reversible capacity, i.e., the maximum charge that can be 
efficiently transferred. 

2.2. Lithium Batteries 
Lithium-ion Batteries 

LIB emerged from Whittingham’s 1970s demonstration of lithium intercalation, was 
enabled by Goodenough’s layered oxide cathodes (e.g., LiCoO₂ and later NMC) that 
raised voltage and energy and became practical when Yoshino replaced lithium metal 
with a carbonaceous anode leading to Sony’s 1991 commercialization. These 
breakthroughs were recognized by the 2019 Nobel Prize in Chemistry. Compared to 
conventional lead acid batteries, LIBs deliver much higher energy density and capacity.1 

In modern cells, composite electrodes are cast onto metal current collectors: cathodes 
such as LFP or NMC are mixed with conductive carbon and a polymer binder (e.g., 
PVDF) and coated on aluminum foil, while anodes based on graphite or Si–graphite use 
conductive carbon and binders (e.g., PVDF or CMC/SBR) on copper foil. A porous 
polyolefin separator sits between them, wetted by a non-aqueous electrolyte, typically a 
lithium salt (e.g., LiPF₆) in carbonate solvents with tailored additives. Early cycling 
forms thin interphases, the solid–electrolyte interphases (SEIs) on the anode, that regulate 
ion transport and suppress unwanted reactions (Figure 2.2).  

V = 𝐸𝐸!$%&'(" − 𝐸𝐸$)'("	 Equation 2.2 

E = - 𝑉𝑉(𝑄𝑄)𝑑𝑑𝑑𝑑
*

+
		 Equation 2.3 
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For a graphite|LiCoO₂ cell, the discharge can be written as: 

Reduction at anode: LixC6 → C6 + xLi+ + xe−  

Oxidation at cathode: xLi+ + xe− + Li1-xCoO2 → LiCoO2  

Total reaction: LixC6 + Li1-xCoO2 → C6 + LiCoO2 

During discharge, lithium is oxidized at the anode. The ions migrate through the 
electrolyte and intercalate into the cathode host where reduction occurs, and electrons 
simultaneously traverse the external circuit to power the load; the processes reverse on 
charge.  

Because metallic lithium is highly reactive, commercial LIBs rely on these intercalation 
hosts for safety and longevity. 16 Even as research continues toward next-generation 
lithium-metal cells that promise higher specific energy but face other challenges. 

Figure 2.2. Illustration of a LIB setup showing positive and negative electrode materials, current 
collector, and separator. 

Next-Generation Batteries: Lithium metal 

Lithium metal batteries (LMBs) employ metallic lithium as the anode. The lithium metal 
anode has garnered significant interest due to its exceptional properties, including the 
highest theoretical specific capacity (3860 mA h g–1) and the lowest anode potential 
(−3.04 V vs. the standard hydrogen electrode). 17–19 These characteristics make Li metal 
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an appealing candidate for advanced rechargeable batteries. However, practical 
implementation has been hindered by dendrite formation during charging, which poses 
safety risks and shortens cycle life. 20 Researchers are exploring diverse strategies to 
overcome these challenges and enable the development of next-generation LMBs. 

2.3. Multivalent Batteries 
LIBs have long dominated the field of portable electronics and electric vehicles due to 
their technological maturity, high energy density, and reliable performance. However, 
modern LIBs are approaching their theoretical limits, and their application in large-scale 
grid energy storage is hindered by several factors, including limited raw material 
availability, high costs, safety concerns, and finite cycle lifetimes. 5,8,21 These limitations 
have motivated the search for alternative battery chemistries beyond lithium.22–24 
Considerable attention has therefore turned toward earth-abundant and potentially more 
sustainable candidates such as sodium-ion (SIBs), potassium-ion (PIBs), magnesium 
(MgBs), calcium (CaBs), zinc-ion (ZIBs), and aluminum-ion batteries (AlBs). 22–24 

Multivalent batteries, characterized by the transfer of ions carrying multiple charges (e.g., 
Mg²⁺, Ca²⁺, Zn²⁺, Al³⁺), have emerged as a promising alternative to conventional lithium-
ion batteries and represent a vital part of next-generation battery research.24–33 Their 
fundamental advantage lies in the ability of multivalent cations to transfer more than one 
electron per ion. In principle, this enables higher capacities and energy densities 
compared to monovalent systems such as lithium or sodium. For instance, divalent ions 
such as calcium and magnesium carry two electrons per ion, theoretically doubling the 
charge-storage capacity relative to lithium if suitable electrolytes and electrodes can be 
developed.34 In addition to this energy density advantage, multivalent systems also offer 
potential improvements in safety and environmental sustainability. 24–33    

CaBs are particularly promising due to calcium's natural abundance, low cost, and low 
toxicity. With a theoretical volumetric energy density significantly higher than 
conventional graphite-based lithium-ion batteries (2.06 Ah/cm³ for calcium vs. 0.97 
Ah/cm³ for graphite), CaBs hold the potential to substantially surpass current lithium-ion 
performance metrics. 34–36 However, the development of viable calcium battery materials 
faces significant challenges, particularly related to the electrolyte stability, reversible 
calcium plating and stripping at the anode, and cathode material compatibility. 34   

The basic electrochemical reactions involved in calcium batteries are: 
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At the anode (metallic calcium anode): 

𝐶𝐶𝐶𝐶,- 	+ 	2𝑒𝑒. 	⇌ 	𝐶𝐶𝐶𝐶 

At the cathode: 

𝐶𝐶𝐶𝐶/𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻+𝑥𝑥𝑥𝑥𝑥𝑥, 	+ 	2𝑥𝑥𝑥𝑥. 	⇌ 	𝐶𝐶𝐶𝐶0-/𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 

Despite this promise, several fundamental challenges remain. The major obstacle is 
achieving reversible plating and stripping of metallic calcium. Progress has been reported 
using specific electrolyte formulations, particularly salts such as calcium borohydride 
(Ca(BH4)2), calcium tetrafluoroborate (Ca(BF₄)₂), calcium perchlorate (Ca(ClO₄)₂), 
calcium bis-tetrakis(hexafluoroisopropyloxy)borate (Ca(B(hfip)4)2), and calcium 
bis(trifluoromethanesulfonyl)imide (Ca(TFSI)₂) dissolved in organic carbonate 
solvents.35 Both computational and experimental studies have revealed that the solvation 
structure and free energy of solvation of Ca²⁺ are strongly dependent on the electrolyte 
environment, which in turn governs ionic conductivity and electrode compatibility. 35 

Furthermore, cathode development for CaBs is still in development, with limited 
materials demonstrating stable cycling and adequate capacities. Efforts are directed 
toward diverse material classes, including intercalation oxides, sulfides, organic 
electrodes, and sulfur-based systems.36 However, achieving high-voltage operation with 
compatible electrolytes remains an outstanding challenge. 

Overall, despite the evident potential and substantial theoretical benefits, considerable 
research efforts are necessary to overcome the technical challenges in electrolyte and 
electrode material compatibility. Future advancements will require coordinated 
computational, experimental, and methodological developments to realize multivalent 
batteries' practical applications and commercial viability. 
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Chapter 3 

Electrolytes 

Among the crucial components of a battery, the electrolyte plays a vital role in facilitating 
ion transport between the electrodes, thereby enabling efficient energy storage and 
release. For the electrolyte, key properties include high ionic conductivity (≥ a few mS 
cm⁻¹) while remaining electronically insulating; stability ≥ 4.5 V vs. Li⁺/Li⁰ (and ~0–5 V 
operation); operability from ~−20 to 180 °C; εᵣ ≥ 20; good wettability; and chemical 
compatibility with all components. Practically, low viscosity, high flash point/low 
flammability, low toxicity, low cost, and low environmental burden are also desired; 
trade-offs remain among different types of electrolytes. 50 
Therefore, researchers have been exploring various electrolyte options to enhance battery 
performance. The challenge to find an electrolyte that can complement other battery 
components effectively has made researchers explore a wide range of chemical systems. 

3.1. Highly Concentrated Electrolytes 
Highly concentrated electrolytes (HCEs) are defined by a salt-to-solvent ratio that is far 
higher than conventional 1 M electrolytes, often in the 3–5 M range or higher.37–39 At 
such concentrations, the solvent becomes insufficient to fully solvate the cations, forcing 
anions into the first solvation shell.40 Figure 3.2 presents a schematic of local-structure 
changes with salt concentration. This “solvent-in-salt” regime reduces the number of free 
solvent molecules, resulting in structures dominated by contact ion pairs (CIPs) and 
cation-anion aggregates (AGGs).12,41,42 In this sense, HCEs share similarities with ionic 
liquids, though with greater tunability via salt–solvent combinations.42 
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Figure 3.1. Trends in the number of publications using the keywords highly concentrated 
electrolytes on the Scopus database. 

The altered solvation environment offers important electrochemical properties. Because 
free solvent is minimized, HCEs exhibit a broadened electrochemical stability window 
(ESW), suppress solvent decomposition, and enable cycling at both higher and lower 
electrode potentials than conventional electrolytes.43,44 They also help mitigate aluminum 
current collector corrosion, suppress transition-metal dissolution from cathodes, and 
form anion-derived SEIs that stabilize anodes.38,45 Furthermore, reduced vapor pressure 
and higher boiling points improve safety.46  

The local structure of HCEs is dominated by extensive ion aggregation, which profoundly 
alters their dynamics compared to dilute solutions. In the concentrated regime, solvent 
molecules are fully engaged in cation solvation, leading to coordination environments 
enriched with anions and resulting in extended networks of CIPs and AGGs.40–42,47–50 
This aggregation decreases the population of free solvent and creates heterogeneous local 
domains with distinct transport properties.38,46 Yamada and co-workers46 have shown that 
such structural heterogeneity underlies the widened ESW, as reactive solvents are 
effectively shielded within aggregates. Jiang et al.38 further emphasized that this network-
like ion organization leads to spatially correlated motion, where clusters of ions move 
cooperatively rather than as isolated solvated species. 
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Figure 3.2. Schematic of the local structure across salt concentrations.. 

Yet the advantages of highly concentrated electrolytes come with practical costs, such as 
high viscosity, reduced conductivity, poor wetting, and higher expense. Localized high-
concentration electrolytes (LHCEs) address this by introducing a weakly solvating 
diluent that preserves the primary solvation environment while lowering viscosity and 
improving wettability, thereby keeping HCE-like interfacial behavior with better 
processability and transport.19,51–53  

Computational studies have become essential for understanding these unconventional 
phenomena. AIMD simulations have elucidated the coordination structures of cations in 
anion-rich environments, highlighting how partial solvation and aggregate formation 
dictate ESW and SEI composites. Polarizable force fields are increasingly applied to 
capture dielectric saturation, ion correlations, and the dynamic heterogeneity 
characteristic of HCEs, offering insights beyond fixed-charge models. Ab initio MD and 
polarizable force field simulations reveal dynamic heterogeneity in which fast ion 
channels coexist with immobilized aggregates, providing a microscopic origin of the 
partial decoupling between viscosity and conductivity often observed in HCEs.53 Taken 
together, these results indicate that the unusual transport behavior of HCEs is not simply 
a consequence of high density but emerges from the interplay of anion-rich solvation, 

Cation Anion

Solvent Diluent

Concentration

Conventional Highly concentrated Localized-High
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aggregate formation, and correlated dynamics, and such approaches are critical for 
bridging experimental observation and molecular-level mechanisms 

In this thesis, Paper V addresses sodium-based HCEs. The systems investigated 
consisted of NaTFSI in adiponitrile (ADN) at different salt-to-solvent ratios (1:2, 1:3, 
1:4, 1:5, 1:6, 1:7, and 1:11). The computational contribution focused on analyzing the 
solvation structure and ion coordination environments across this concentration series. 
The chemical structures of NaTFSI and adiponitrile are shown in Figure 3.3. 

In the context of calcium and sodium batteries, HCEs are especially promising. Ca 
electrolytes in dilute regimes suffer from sluggish plating/stripping and unstable SEIs, 
while Na metal systems face similar challenges with dendritic growth and parasitic side 
reactions. Concentrated formulations enforce anion-rich solvation, generating inorganic-
rich SEIs and widening the ESW to enable more reversible metal cycling.  

Figure 3.3. Structures of a) NaTFSI, b) ADN 

For sodium, LHCEs have already demonstrated stable plating/stripping with high 
Coulombic efficiency and dendrite suppression.54 Similar strategies are now being 
applied to calcium, where initial studies indicate that HCEs can mitigate long-standing 
interfacial challenges and may enable room-temperature Ca cycling.55 Extending these 
principles to Ca-based deep eutectic electrolytes offers a promising route toward 
advancing both multivalent and alkali metal battery chemistries. 
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3.2. Deep Eutectic Electrolytes 

3.2.1. Basics 

DEEs, derived from deep eutectic solvents (DESs), are promising battery electrolytes 
because their properties can be finely tuned through the choice and ratio of constituents. 
However, the exploration of DEEs is still in its early stages. The surge in DEEs 
publications in recent years is shown in Figure 3.4. A deep eutectic solvent refers to a 
eutectic mixture comprising pure compounds that create a solution with a lower melting 
temperature compared to an ideal liquid mixture. Abbott et al. 56 have first coined the 
term DES in 2003 using a mixture of choline chloride (ChCl) and urea (U). However, 
the use of deep eutectic solvents was around before that as a way to lower the melting 
point of molten salts. 

Figure 3.4 Trends in the number of publications using the keywords Deep Eutectic and electrolyte 
on the Scopus database.  

Literature has shown that the use of DEEs has many advantages, such as providing high 
energy density and great thermal stability due to their low vapor pressure and high 
electrochemical stability window. However, their ionic conductivity remains relatively 
lower compared to other organic electrolytes.  

Initially, the classification of deep eutectic solvents (DESs) relied on the presence of 
hydrogen bonding among their constituents, involving a hydrogen bond donor (HBD) 
and a hydrogen bond acceptor (HBA). This strong hydrogen bonding creates a charge 
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delocalization that presumably is the cause of a lower melting point than any of the 
forming components 57, although it is yet debated of which is the root cause. However, a 
more recent and refined definition places greater emphasis on the temperature depression 
observed in a phase diagram as a crucial characteristic of a deep eutectic solvent. This 
temperature depression is denoted as the difference (ΔT) between the simple eutectic 
point (TE, simple) and the deep eutectic point (TE, deep), as illustrated in Figure 3.5. 
Electrolytes with lower melting points, such as DES systems that show similar 
characteristics to ionic liquids (IL), offer a possible advantage to LIBs or lithium metal 
batteries by providing enhanced safety compared to traditional electrolytes, which may 
pose ignition risks58,59. 

Figure 3.5. A comparison of the SLE of a simple ideal eutectic mixture in blue and a deep eutectic 
mixture in brown is shown schematically. 

While DESs similarity to ionic liquid IL and class has been debated, Abbott et al. 
explain that they hold some key differences. While both share many properties, DES 
consists of a eutectic mixture formed by combining Lewis or Brønsted acids 
with bases, encompassing a diverse range of anionic and/or cationic species. In 
contrast, ionic liquids (ILs) are constituted primarily by one type of discrete anion and 
cation in their systems60. 

3.2.2. Types 
Abbott et al. 61 described DESs with the general formula shown in Equation 3.1. 
They describe that the cationic component (Cat+) can encompass a wide range of 
species, 



Electrolytes 

17 

including ammonium, phosphonium, or sulfonium cations. On the other hand, the anionic 
component (X) typically involves Lewis bases, often represented by halide anions. These 
DESs can form complex anionic species by interacting with Lewis or Brønsted acid Y, 
where 'z' denotes the number of Y molecules interacting with the anion.  

The classification of DESs is largely based on the type of complexing agent employed, 
as illustrated in Table 1. This classification takes into account the diverse combinations 
of cations and anions, resulting in a broad spectrum of properties and applications for 
deep eutectic solvents. In Papers I, II, and IV, the systems investigated fall under Type 
IV DESs, where a metal salt interacts with an HBD to form the eutectic mixture. This 
class is particularly relevant for electrolyte design, as the metal salt not only participates 
in the structural network of the DEEs but also serves directly as the charge carrier. 

Table 1. Deep eutectic solvents classification adapted from Abbott et al.61 

3.2.3. Battery Application 

DEEs represent a novel class of electrolytes, are part of the broader category of deep 
eutectic solvents, and in this thesis, will be used interchangeably depending on the 
specificity needed. In recent years, DEEs have garnered increasing attention within the 

𝐶𝐶𝐶𝐶𝐶𝐶-	𝑋𝑋.	zY	 Equation 3.1 

TYPE GENERAL FORMULA TERM EXAMPLE 
I 

Cat+X-zMClx Metal salt + 
organic salt 

ZnCl2 + ChCl 

II 
Cat+X-zMClx·yH2O Metal salt hydrate 

+ organic salt
CoCl2 · 6 H2O + 

ChCl 

III 
Cat+X-zRZ Organic salt + 

HBD 
ChCl + U 

IV 
MClx + RZ = MClx-

1+·RZ + MClx+1 
Metal salt 

(hydrate) + HBD 
ZnCl2 + U 



Electrolytes 

18 

research community due to their unique proclaimed properties, including cost-
effectiveness, easy preparation, and environmental friendliness, depending on the 
composition. Particularly, DESs derived from metal salts -among others- to be used as 
electrolytes, often referred to as DEEs, hold promise as potential electrolyte candidates 
due to their homogeneity with a single cationic species and favorable ionic 
conductivity59. These unique attributes have sparked significant interest in exploring the 
applications and advantages of DEEs in various electrochemical systems. 

DEEs have been used in lithium metal batteries as an alternative to traditional carbonate-
based electrolytes that pose limitations on such battery systems. Using carbonate 
electrolyte against lithium metal anode raises concerns regarding dendritic lithium 
penetration and accumulation of inert dead lithium, which in turn results in poor 
interfacial stability and high reactivity of lithium metal against carbonate electrolytes.18 
Several cases of DEEs being employed in the context of lithium metal batteries have been 
documented in the literature. For instance, LiTFSI in combination with DpyDS has been 
used in one study59. Additionally, a different work by Hu et al 18  introduced a dual-anion 
deep eutectic solution (D-DES) by employing succinonitrile (SN) in conjunction with 
lithium salts (LiDFOB and LiTFSI). 

DEEs have also found application in Li-ion battery systems, as evidenced by the work 
of Boisset et al.58, who investigated N-methylacetamide (NMA) paired with various 
lithium salts (LiX, where X represents bis[(trifluoromethyl) sulfonyl] imide, 
TFSI; hexafluorophosphate, PF6; or nitrate, NO3), demonstrating the successful 
incorporation of LiTFSI-based DEEs into LIBs with advantageous attributes.  

In Paper I, we present lithium-based DEEs composed of the hydrogen bond donor N-
methylacetamide (NMA) with three salts of contrasting geometry: LiBF₄, LiDFOB, and 
LiBOB. The study focused on how these differences in anion symmetry and size 
influence solvation and hydrogen-bonding networks. The molecular structures of the 
investigated salts are shown in Figure 3.7. 

A related group of lithium-based DEEs is formed with LiFSA and urea derivatives. 
Paper IV investigated systems prepared from LiFSA with urea and 1,3-dimethylurea 
(DMU) at different stoichiometries (e.g., LiFSA: Urea 1:4, LiFSA :DMU 1:2, 
LiFSA:Urea: DMU 1:1:1), with simulations analyzing ion coordination and solvent 
interactions. The chemical structures of LiFSA and the urea-based components are 
presented in Figure 3.6. 
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Figure 3.6. Structures of a) LiFSA b) Urea c) 1,3-DMU 

Moreover, DEEs have extended their scope beyond lithium-ion and lithium-metal 
batteries, encompassing post-lithium-ion batteries involving sodium-ion, magnesium, 
aluminum-ion, and calcium batteries.62 
In this context, Paper II investigated calcium-based DEEs combining NMA with BF₄, 
DFOB, BOB, and the larger symmetric Bhfip anion. The analysis concentrated on the 
effect of multivalent cations on solvation and coordination structure. The chemical 
structures of these salts are shown in Figure 3.7. Finally, Paper III mentions future 
outlooks for liquid electrolytes, including deep eutectic solvents to be used in multivalent 
batteries.  
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 Figure 3.7 structures of studied DEEs components: a) lithium DEE, b) calcium DEE 
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3.2.4. Molecular-Level Heterogeneity (MLH) 

DESs exhibit ordering supported by extensive hydrogen bonding among all components; 
in reline, the choline hydroxyl participates in a connected HB network, and the liquid 
shows a layered local structure rather than a random arrangement.65  Many DESs also 
show nanometer-scale organization, reflected in features assigned to intermediate-range 
structure; in hydrophobic systems, this organization is linked to clustering of polar groups 
sustained by hydrogen bonds.66,67 In many studies, Microheterogeneity (MH) is described 
as partial separation of polar and non-polar parts, strengthened by longer side chains and 
accompanied by subtle changes in the HB network within polar regions.68 Ultrafast 
vibrational spectroscopy on amide-based DESs separates a fast (~1 ps) HB making and 
breaking component from a slower contribution that correlates with HBA asymmetry and 
polarity, the behavior is rationalized by microscopic heterogeneities that slow HB 
exchange in specific environments.69 Another paper describes how composition can also 
steer heterogeneity. In KSCN/acetamide mixtures, increasing water content drives more 
parallel alignment of SCN⁻ and growth of larger water clusters, indicating composition-
controlled non-uniformity.70  Dynamically, DESs can display fractional Stokes–Einstein 
behavior and, in at least one salt mixture, a non-canonical relation between the extent of 
SE breakdown and dynamic heterogeneity, so transport decoupling is not a one-number 
proxy for heterogeneity.71   

In Paper I, molecular-level heterogeneity (MLH) is defined as the heterogeneous 
organization of the hydrogen-bond network originating from differences in the size, 
charge, and shape of the components. This heterogeneity is expressed in coordination 
and solvation differences and as dispersion in dynamical properties such as self-
diffusion, thereby producing non-uniform behavior that impacts the performance of 
DEEs. 

In order to understand and measure heterogeneity in DESs, prior work have used several 
techniques, depending on the definition, specifically to isolate it from general structure. 
MD-guided scattering identifies pre-peaks in S(q) as signatures of nanometer-scale
organization and domain formation, which can be enhanced by longer alkyl chains.67,68

Domain analysis within MD resolves polar/non-polar segregation and shows its indirect
effect on the HB network in polar regions.68 Ultrafast 2D-IR isolates HB exchange
components that vary with HBA polarity/asymmetry, supporting a microscopically
heterogeneous landscape.69 Quasielastic and elastic incoherent neutron scattering probe
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𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ 𝑤𝑤2𝑓𝑓22M F R T

mobility distributions and reveal fractional SE behavior, with one study showing an 
anticorrelation between SE breakdown and dynamic heterogeneity across salts.72  

Pair correlations and HB distributions describe local order, but they do not fully capture 
the heterogeneity that arises from the interplay of multiple structural and dynamical 
factors. To address this, we developed in Paper I an MLH index to integrate diverse 
descriptors into a single comparative measure. 

The MLH index is defined as: 

where fi are normalized molecular features and wi their weights, constrained so 
that ∑iwi=1. The chosen descriptors included: 

1. Hydrogen-bond localization factor (derived from a Gini coefficient to quantify
unevenness in HB distribution).

2. Relative diffusion coefficients of anions and solvent (D_anion / D_NMA).

3. Anion size, representing steric influence on solvation.

4. Anion solvation number, obtained from coordination analysis.

5. Symmetry descriptors of the anion.

All features were normalized to their maximum values to avoid unit dependence. For 
descriptors inversely correlated with heterogeneity (e.g., diffusion ratio, symmetry), the 
transformation 1 − 𝑓𝑓F1 was applied to align interpretation with the directionality of MLH. 
With these definitions, equation 3.2 can be explicitly written as, 

Weights were determined through a two-step hybrid approach. First, principal component 
analysis (PCA) identified which descriptors contributed most to the variance across 
electrolytes. Because PCA emphasizes statistical variance rather than physicochemical 

	𝑀𝑀𝐻𝐻𝑀𝑀	 = 	∑2 𝑤𝑤2𝑓𝑓2 Equation 3.2 

𝑀𝑀𝐻𝐻𝑀𝑀 = 	𝓌𝓌3𝐿𝐿M45 +𝓌𝓌, N1 − 𝐷𝐷F$)2')
678

𝑆𝑆R 𝛴𝛴MP +𝓌𝓌9 $)2') +𝓌𝓌:𝑆𝑆𝑆𝑆T$)2') +𝓌𝓌;(1 − </==) 

Equation 3.3 
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meaning, weights were then refined using correlation analysis to ensure alignment with 
features most relevant to heterogeneity. This hybrid approach balances statistical rigor 
with physical interpretability. 

Alternative weighting schemes (such as uniform weights or PCA-only) were also tested, 
and while overall MLH trends were preserved, the hybrid method provided greater 
resolution and better correspondence with qualitative observations. 

Looking forward, several computational analyses not used here could deepen the MLH 
picture in DESs. Cluster/domain analysis on atomic coordinates or HB graphs would 
yield size distributions of aggregated regions and connect directly to the domain-level 
views reported in MD work.  Percolation and lifetime analysis on HB/coordination 
networks would locate connectivity thresholds and residence-time spectra associated 
with persistent regions, complementing the network-centric interpretation of DEEs 
structure.  
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Chapter 4 

Computational Approaches 

4.1. Molecular Dynamics 
Molecular dynamics (MD) numerically integrates the equations of motion for interacting 
particles to connect microscopic structure and dynamics with macroscopic observables. 
Depending on how forces are obtained, MD is carried out either with empirical force 
fields (classical MD) or by computing forces from electronic structure on-the-fly (ab 
initio MD). In practice, simulations proceed by preparing an initial configuration, 
equilibrating the system, and then sampling trajectories to obtain equilibrium and 
transport properties from time-averaged observables.73  

Figure 4.1. Illustration of time and length scales of different simulation frameworks. 
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4.1.1. Classical MD 

Molecular dynamics simulation is a powerful tool used to simulate the structure and 
behavior of atoms and molecules, providing insight into materials’ thermodynamics, 
structure, and geometry in a classical framework. The atoms are represented as single 
point masses within van der Waals potentials, and their positions and velocities are used 
to solve Newton’s equations of motion based on force fields (FF) without treating 
electrons explicitly.  

The Born-Oppenheimer approximation justifies the separation between electronic and 
nuclear motions, as the time scales of these motions differ significantly due to the large 
mass ratio between nuclei and electrons74. In classical force fields, electronic interactions 
are implicitly considered in an averaged and effective manner. By adopting a classical 
approach to model atoms, computational efficiency is enhanced, which enables 
simulations of larger systems over longer time spans. This approximation allows 
researchers to efficiently study the dynamic behavior of complex systems without 
explicitly calculating electronic motions, thereby saving computational resources and 
facilitating the exploration of a wide range of phenomena74. 

The equation of motion derived from Newton's laws for a system comprising N particles 
interacting through a potential 𝑈𝑈(𝑟𝑟𝑟𝑖𝑖),	𝑖𝑖	= 1,…,𝑁𝑁, can be expressed as the two first-order 
differential equation 4.1: 

Where 𝑟̇⃗𝑟2 describes the derivation of 𝑟𝑟2 in terms of time and 𝑚𝑚2 is the mass of particles. 

While the force 𝐹⃗𝐹2 is expressed as, 

The equation of motion can be represented by Equation 4.1 or a second-order equation 
and thus to simulate the motion of N particles in three dimensions at each time step, it is 
needed to solve either a set of 3N second-order differential equations or an equivalent set 
of 6N first-order differential equations74. 

\
𝑟̇𝑟2 =

>̇⃗!
=!

𝑝̇⃗𝑝2 = 𝐹⃗𝐹2

	,	 Equation 4.1 

𝐹⃗𝐹2 =
𝜕𝜕𝜕𝜕(𝑟𝑟2)
𝜕𝜕(𝑟𝑟2)

Equation 4.2 
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4.1.2. AIMD 

In first-principles ab initio molecular dynamics (AIMD), interatomic forces are not 
described by fixed empirical potentials but are computed on-the-fly from quantum 
mechanical electronic structure calculations, most commonly based on density functional 
theory (DFT).75  

Within the Born–Oppenheimer approximation, the electronic subsystem is assumed to 
remain in its instantaneous ground state while the nuclei move. For each nuclear 
configuration, the electronic Schrdinger (Kohn–Sham) equations are solved to obtain 
the ground-state energy, and the nuclear forces are then derived as its gradients, 
Hellmann–Feynman forces, with Pulay corrections when the basis set depends on atomic 
positions. These forces enter Newton’s equations of motion, which are integrated to 
propagate the nuclei. 

𝑀𝑀A𝑅̈𝑅A	=	𝑛𝑛2 	=	−∇B!	𝐸𝐸 

,	
Equation 4.1 

where MI and 𝑅̈𝑅Aare mass and acceleration of atom I, respectively, Fi is the force acting 
on it. This approach differs fundamentally from classical MD, where interatomic 
interactions are defined by fixed analytical potentials. In AIMD, the electronic 
Hamiltonian itself generates the interactions, removing the need for fitted force-field 
parameters. Several formulations exist, the most common being Born–Oppenheimer 
molecular dynamics (BOMD), where the electronic structure is fully converged at each 
step, and Car–Parrinello molecular dynamics (CPMD), which introduces fictitious 
electronic masses so that the orbitals evolve alongside the nuclei.76  

The computational expense of solving the electronic problem at every time step restricts 
AIMD to modest system sizes, typically hundreds of atoms, and short timescales in tens 
of picoseconds. By contrast, classical MD can simulate tens of thousands of atoms over 
nanoseconds. Despite these limitations, AIMD provides predictive accuracy in cases 
where empirical force fields are unreliable, such as bond breaking and formation, charge 
transfer, or strongly ionic and hydrogen-bonded environments.75  
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4.2. Semi-empirical Quantum Mechanical (SQM) 
methods 
Using quantum mechanical methods to predict materials structure or behaviour by 
calculating their electronic structure has been a great way to understand chemical 
compounds better and save more experimental time. DFT has been an indispensable and 
common tool used in such calculation due to it finding the specific solution of a 
Schrödinger equation, using ab initio quantum mechanical methods, however this yields 
to be very costly. Therefore, SQM are used alternatively for larger systems since they are 
computationally more efficient and faster by two folds but comes at a cost of decreased 
accuracy compared to DFT77. They describe the electronic structure of molecules using 
mathematical equations and parameters that are derived from empirical data or higher-
level quantum mechanical calculations. They utilize a more simplified description of 
electron-electron interactions while neglecting explicit treatment of all electron-electron 
repulsion integrals, which are more computationally demanding 78. 

There are various SQM methods that are based on molecular orbital (MO) theory.  The 
initial parameterization of these MO methods was formulated with the aim of accurately 
reproducing ab initio Hartree-Fock (HF) results achieved using a minimal basis set.78 
Some notable examples are the complete neglect of differential overlap (CNDO) 
method79, the intermediate neglect of differential overlap (INDO) method80 and neglect 
of diatomic differential overlap (NDDO). Two NDDO-based methods resulted in 
MNDO81 and AM182. Later, PM383 method was a result of parameterization of MNDO. 
Paper V utilizes an SQM software molecular orbital package (MOPAC)84 in which the 
MO are obtained through The semiempirical Hamiltonians MNDO, AM1, PM3 , PM6, 
RM1, MNDO-d85,86, and PM7 are used in the electronic part of the calculation. These 
methods have demonstrated success in reasonably predicting various molecular 
properties, including geometries, electronic energies, and spectroscopic characteristics.87 

The interest in semiempirical quantum mechanical (SQM) methods has been renewed 
with the introduction of the density functional tight binding (DFTB) method, which was 
pioneered by Seifert, Elstner, and Frauenheim88–90. This advancement has sparked 
renewed attention and research in the field.  
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4.2.1. Tight-Binding Methods 

A commonly use SQM method is the tight-binding (TB) method. TB is a linear 
combination of atomic orbitals (LCAO) method and used to investigate the band structure 
and single-particle Bloch states of materials. Its notable advantage is its computational 
efficiency, making it suitable for analyzing electronic properties in large systems 
containing thousands of atoms within the unit cell. Through the incorporation of 
empirical parameters, the tight-binding method simplifies calculations while still 
providing reliable insights into the electronic structure of complex materials.  

4.2.2. DFTB 

DFTB is a powerful approximation method that combines aspects of DFT and TB 
methods. It employs atom-centered orbitals and density fitting techniques to efficiently 
calculate molecular properties. The DFTB approach combines the computational 
efficiency of ZDO based approximations, which date back to the 1970s78, with the 
improved accuracy compared to traditional HF methods provided by DFT15. While DFT 
gained popularity due to its higher accuracy, SQM methods like DFTB have advantages 
in studying specific systems and chemical properties. However, it is important to note 
that SQM approaches, including DFTB, may not offer the same level of accuracy for 
different chemical properties as DFT. To address this limitation, the development of the 
xTB method aimed to bridge the gap and provide more accurate results for a wider range 
of chemical properties. 

4.2.3. xTB 

The x in the name xTB stands for ‘extended’ to highlight the availability of parameters 
covered for nearly the complete periodic table of elements, it also denotes extensions in 
the AO basis set and the Hamiltonian's setup. xTB incorporates approximations for the 
Hamiltonian and electrostatic energy that are akin to those used in DFTB3 and zero-
differential overlap (ZDO) methods during its parameterization15. In the case of GFN1-
xTB87, the approach utilizes similar approximations for the Hamiltonian and electrostatic 
energy, mainly second-order with some terms extended to third-order, as observed in 
DFTB3. However, unlike DFTB3, GFN1-xTB does not depend on an atom pair-wise 
parameterization. 

The balance between accuracy and speed is achieved by employing a hierarchy of 
multiple levels of complexity. The working principle of this multilevel modelling is that 
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the method initially scans for a wide range of candidate molecules, solving a larger 
number of calculations using a GFNn-xTB method. In the next level, the number of 
candidates is lowered while the theory accuracy of a density functional theory DFT 
calculation is increased. Finally, a smaller group of candidates is determined, where those 
structures are handled with a high-level theory of DFT or wave function theory (WFT) 
to resolve the thermodynamic state with higher accuracy.  

Figure 4.2. A schematic representation of the hierarchy of different theory levels used in xTB based 
on the GFN method, adapted from Bannwarth et. al 91  

GFN1-xTB offers a variety of advantageous characteristics compared to other QM and 
FF methods according to Grimme’s group 77,87. First, it provides structural information 
for systems around equilibrium to calculate properties such as noncovalent interactions 
and vibrational frequencies. Using an ab initio method to obtain such properties is 
challenging for larger systems, and it is less accurate than SQM methods for properties 
such as chemical reaction energies, since they are not included in the training set 87.    

The use of small AO basis sets in most semi-empirical approaches constrains their 
accuracy and their ability to produce physical results. While the GFN1-xTB method 
enhances hydrogen bonding representation and d-polarization functions by using a 
second hydrogen s-function in the minimal basis set of atom-centered, approximate Slater 
functions 87.  

Another appealing facilitation of the GFN1-xTB method is that it is pre-parameterized 
using reference data from hybrid DFT calculations; therefore, there is no need for a pair-
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specific potential in the input file. This greatly saves effort by simplifying the input 
needed since it provides both global and element-specific parameters. Lastly, compared 
to other semi-empirical methods, it is more versatile as it provides information on 
properties for a wider range of chemical systems covering most of the periodic table with 
higher accuracy 77.  

The total energy expression for GFN-xTB is represented by the electronic (𝐸𝐸"#), atom 
pairwise repulsion (𝐸𝐸C">), dispersion (𝐸𝐸(2<>), and halogen-bonding (𝐸𝐸D5) terms: 

The electronic energy represented by 𝐸𝐸"# term is calculated using the Equation 4.4, 

Where 𝑛𝑛2 is the occupation number and 𝜓𝜓2 is the valence MOs and Η+ is the zeroth order 
Hamiltonian. 

We implemented the xTB method in most papers in this thesis. In Paper I, we examined 
Li-based DEEs of NMA with LiBF₄, LiDFOB, and LiBOB to probe how anion geometry 
and symmetry, as well as hydrogen bonding, shape local structure and heterogeneity. In 
Paper II, we extended to Ca based DEEs with CaBF₄, CaDFOB, CaBOB, and Bhfip, to 
assess the impact of multivalent and bulkier/symmetric anions on coordination and 
structural organization. In Paper IV, we studied LiFSA eutectics with urea and DMU 
across multiple stoichiometries to evaluate how hydrogen bond donor identity and 
composition govern the solvation environment and HB topology. 

4.3 Local Structure and Dynamics 
Understanding electrolytes at the molecular level requires a set of complementary 
analyses, chosen according to the question at hand. One way to understand local structure 

𝐸𝐸 = 𝐸𝐸"# + 𝐸𝐸C"> + 𝐸𝐸(2<> + 𝐸𝐸D5	 Equation 4.3 
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Figure 4.3. Illustration of a solvation shell where solvent molecules coordinate a cation. 

is to employ radial distribution functions (RDFs) to quantify radial correlations and to 
derive coordination numbers, partial coordination numbers, and cumulative distributions 
around a chosen reference species. For problems focused primarily on nearest-neighbor 
structure and solvation counts, RDFs alone are sufficient and are therefore used as a 
structural descriptor. When orientational detail interactions are important, RDFs are 
supplemented with spatial distribution functions (SDFs), which map three-dimensional 
preferences, and with hydrogen-bond analyses, using standard distance/angle criteria, 
distance distributions, and distance/angle maps. To probe dynamical properties, the time 
evolution of atomic positions is analyzed through the mean-squared displacement 
(MSD), from which self-diffusion coefficients are extracted. The following subsections 
present the theoretical background and implementation of these tools in this thesis. 

The first step in analyzing the simulations was to compute radial distribution functions 
(RDFs), g(r), which quantify how the probability of finding two atoms varies as a 
function of their separation. RDFs were calculated for all relevant atom pairs using 
VMD.63 Mathematically, the RDF is defined as: 

𝑔𝑔(𝑟𝑟) = 	 𝑙𝑙𝑖𝑖𝑚𝑚
(C→+

>(C)

:K	M
"#$!%&

' NC(	(C
 Equation 4.5 

4.3.1 Radial Distribution Functions and Coordination 
Numbers 
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where V is the total volume, 𝑝𝑝(𝑟𝑟) is the average number of atom pairs found 
between  𝑟𝑟 and 𝑟𝑟	 + 	𝑑𝑑𝑑𝑑, and 𝑁𝑁>$2C< is the number of unique pairs considered. 

Coordination numbers (CNs) were obtained by integrating g(r) up to the first minimum 
beyond the main peak (Fig. 4.4), representing the number of neighbors in the first 
solvation shell. Partial RDFs were also computed for specific atom types (e.g., Ca–O, 
Ca–F, or anion–NMA), yielding partial coordination numbers (pCNs). By accumulating 
these values as a function of distance, cumulative distribution functions (CDFs) were 
constructed. CDFs are particularly useful as they provide insight into how coordination 
builds up incrementally with distance. Solvation numbers (SNs) were obtained by 
summing contributions from cation–anion and cation–solvent interactions. 

Figure 4.4. Illustration of an RDF plot with CN integration pointed and spherical-shell binning. 

Spatial Distribution Functions (SDFs)

Although RDFs give information about radial correlations, they are spherically averaged 
and therefore cannot resolve orientation or angular dependencies. To provide a three-
dimensional description, spatial distribution functions (SDFs) were calculated with 
TRAVIS.64 SDFs are generated by superimposing many trajectory frames to record the 
spatial probability density of selected species relative to a reference, such as the cation. 
The resulting isospherical maps highlight where solvent molecules and anions are most 
likely to be located, revealing preferential orientations that RDFs don’t always fully 
capture. 
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Equation 4.6 
For example, SDFs centered on Ca²⁺ can show whether solvent carbonyl groups 
coordinate symmetrically or whether anions occupy particular orientations in the first 
solvation shell. In this way, SDFs provide complementary information to RDFs, allowing 
both radial and spatial aspects of solvation structure to be understood. 

4.3.2 Hydrogen Bonding (HB) Analysis 

Hydrogen bonds were detected directly from the MD trajectories with an in-house Python 
workflow. The script (i) loads per-frame atomic coordinates, (ii) assembles 
donor/acceptor sets (NMA N–H as donors; anion electronegative sites oxygen or fluorine 
as acceptors, with explicit exclusion rules where needed to avoid misassignment), and 
(iii) A contact was classified as an HB when the hydrogen–acceptor distance (H···A) ≤
3.5 Å and the donor–H···acceptor angle ≥ 150°; for each event we stored the H···A
distance, the D–H···A angle, the D···A distance, and (optionally) the donor–acceptor
midpoint.

HB PDF 

Distances of qualified HB pairs were binned to obtain a probability density in distance, 

where	𝑛𝑛O	is the number of HB events in bin	k	of width	Δr, and	𝑆𝑆45	is the total number 
of HB detections. The resulting bar plot (probability density on the y-axis vs. radial 
distance on the x-axis) summarizes how frequently HB-qualified pairs occur at each 
separation.  

HB Strength CDF 

To characterize HB geometry, we used TRAVIS’s Combined Distribution Function 
(CDF) analysis, selecting RDF (donor–acceptor distance) as the first function 
and angular distribution function (ADF) (donor-H···acceptor angle) as the second. This 
produces a combined distribution P(r,θ) over distance and angle by binning HB events 
on an (r,θ) grid and normalizing to unit integral. The resulting 2D heat map visualizes 
the population of HB geometries; high-intensity regions correspond to frequently 
sampled (short-distance, near-linear) configurations and are used here as a qualitative 
indicator of stronger hydrogen-bonding geometries. To enable quantitative comparison 
across systems, the same color scale is applied to all maps. 

𝑝̂𝑝(𝑟𝑟O) =
))

6*+∆C
 Equation 4.6 
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4.3.3 MSD and self-diffusion coefficients 

An important aspect of electrolyte behavior is molecular mobility, which can be 
quantified through dynamical observables obtained from molecular dynamics 
simulations. The most widely used descriptor is the mean-square displacement (MSD), 
which measures how far particles migrate from their initial positions as a function of 
time. The MSD provides direct information about translational motion and, at sufficiently 
long times, connects to the self-diffusion coefficient through the Einstein relation. 

At very short times, MSDs exhibit a ballistic regime, where motion is dominated by 
initial velocities and inertia, leading to a quadratic increase with time. At intermediate 
times, sub-diffusive or caging behavior may appear, particularly in dense liquids or 
electrolytes, as ions experience temporary trapping by their local environment. Finally, 
at sufficiently long times, the system reaches the diffusive regime, characterized by a 
linear MSD growth with time. Only this regime is suitable for extracting diffusion 
coefficients.  

The Einstein relation links the MSD slope in the diffusive regime to the self-diffusion 
coefficient D: 

Here, d is the dimensionality of the system, N is the number of particles included in the 
average, and the angle brackets denote ensemble or time averaging. The diffusion 
coefficient is therefore obtained from the slope of the MSD in its long-time linear regime, 
where ion motions are no longer correlated with their initial environment. 

In practice, this calculation requires careful consideration of simulation length: if the 
production run is too short, MSD curves may not reach a fully diffusive regime, leading 
to underestimated diffusion values. To ensure reliability, only the portion of MSD curves 
displaying sustained linearity was used for regression. In Paper I and II, the resulting 
diffusion coefficients were calculated with in-house MATLAB scripts, which processed 
the raw MSD data, identified the linear regime, and performed least-squares fitting to 
obtain slopes. 

By comparing diffusion constants of cations, anions, and solvent molecules, these 
analyses provide quantitative insight into the relative mobility of different species. 
Furthermore, combined with structural analyses (RDF, pCN, HB statistics), diffusion 
properties contribute to the overall assessment of MLH in the studied electrolytes. 

𝐷𝐷 = 3
,( %→Q
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Chapter 5 

Results and Discussion 

Computational studies play a crucial role in unravelling the relationship between the 
structure and properties of materials, providing valuable insights that often guide further 
research investigations. Different computational approaches can be used to simulate 
DEEs depending on the scale of the electrolyte and the properties to be studied. However, 
this becomes more challenging because DEEs are complex materials to simulate in 
comparison to other liquids due to a wider array of intermolecular interactions92. Few 
pathways to study such materials are to use quantum mechanical (QM) methods like DFT 
to study local DEEs structure in the atomic scale, moving to molecular size with MD 
simulations, or even thermodynamical modelling through Conductor like Screening 
Model for Realistic Solvents (COSMO-RS)93,94 or with excess Gibbs free energy models 
95. Many studies used QM methods to study charge transfer and charge delocalization by
resolving the electronic structure 96–98.

As for molecular dynamic simulation, it is more computationally feasible in comparison 
to DFT, though they provide different information on the molecular interactions of 
materials and their dynamic properties. Often, MD studies are run in the nanoscale, which 
provides more statistically sound dynamical descriptions, such as mean square 
displacement (MSD) and diffusion coefficients. In some cases, DEEs are simulated at 
their melting temperature and kept constant to ensure a liquid phase if that was the focus; 
other times, a box would be created with increased temperature and then cooled down 
again after reaching the melting point. One great challenge in MD simulations revolves 
around developing force fields that can produce the structural and dynamic 
characteristics of deep eutectics accurately. The FFs used for DEEs are closely related 
and based on those of FFs for ionic liquids, given the substantial similarities in their 
interactions. However, due to differences in their makeup and unique interactions within 
DEEs, FFs designed for them exhibit distinctive traits. Some central issues arise from the 
presence of strong ionic interactions and highly polarizable atoms and molecules92. 
Ignoring polarization effects may result in an overestimation of ion-ion interactions 99, 
potentially yielding unreliable outcomes, such as a drastic reduction in the diffusion 
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coefficient by several orders of magnitude 99. Nevertheless, non-polarizable FFs can 
frequently accurately reproduce the structural features of DEEs 100.  

This section provides a summary of the main results of the thesis, drawing on the detailed 
work presented in Papers I–V. 

5.1 Local Structure 
Local structure in Papers I, II, IV is quantified from MD simulations using RDF and 
CDF/pCN. HB in Papers I, II is assessed with HB-distance PDFs for separation 
distributions and TRAVIS CDF (RDF+ADF) maps as a qualitative indicator of HB 
strength via joint distance–angle populations.  

5.1.1 Effect of anion size and symmetry on Li and Ca DEEs 

Intermolecular interactions play a key role in DEEs and understanding the electrolyte’s 
local structure helps us get a better grasp on why DEEs behave this way, molecular 
ordering and organization and connects to its macroscopic properties. 60,61,101  

Paper I and II local structure analysis based on xTB simulations show the effect of anion 
size and symmetry affects the hydrogen bonding network which plays a role in 
molecular-level heterogeneity in DEEs. The lithium salts used in Paper I are: LiBF₄, 
LiDFOB, and LiBOB. These salts were selected for their contrasting anionic 
characteristics: LiBF₄ with a pseudospherical BF₄⁻ geometry lacking oxygen 
coordination sites, BOB presenting an elongated oxalato-borate with multiple oxygen-
rich rings, and DFOB exhibiting intermediate behavior. Building on this, Paper II 
extends the same framework to calcium-based DEEs, incorporating not only Ca(BF₄)2, 
Ca(DFOB)2, and Ca(BOB)2 electrolytes but also larger, more symmetric anions such as 
B(hfip)2. The solvent of choice in these two paper was N-methylacetamide (NMA) as a 
hydrogen bond donor. 
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Figure 5.1. Properties of the three anions a) BF4- b) DFOB c) BOB. Top: Electrostatic Potential (ESP) 
and structures. Bottom: Size, symmetry and HB properties across the anions. 

Varying the anion from small, symmetric BF₄⁻ to bulkier, lower-symmetry DFOB and 
BOB, shown in Figure 5.1, systematically shifts the first coordination shell contributions 
from anions and solvent around Li⁺. LiBOB exhibits the most ionic association with the 
highest cation-anion pCN = 2.5. While LiDFOB sits in the middle and LiBF₄ shows the 
weakest pairing with a pCN = 1.4.  

    Table 5.1. Partial coordination numbers of anion-Solvent of Li-DEEs. 

BF4 DFOB BOB 

pCN R (Å) pCN R (Å) pCN R (Å) 
B-N 2.9 4.7 1.2 4.0 0.1 

0.7 
1.9 
3.9 

In parallel, LiBF₄ supports the most solvent-rich inner shell: Li–O(NMA) peaks sharply 
at around ~1.9 Å and integrates to about 2.7 NMA oxygens in the first shell owing to the 
largest solvent pCN among the three, shown in Figure 5.2. On the other hand, LiDFOB 
and LiBOB progressively displace solvent as the anion occupies more of Li⁺’s inner shell. 
Within LiDFOB, cation–anion contacts are predominantly oxalate oxygen-based rather 
than fluorine-based, emphasizing the dominance of the oxalate oxygens in cation 
coordination.  
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Figure 5.2. RDF showcasing coordination differences across three electrolytes a) LiBF4 b) LiDFOB 
c) LiBOB. 

Anion–solvent coordination mirrors this structural picture: BF₄⁻ is the most evenly and 
strongly solvated by NMA (B–N pCN = 2.9), while DFOB is lower and BOB the least, 
consistent with steric exclusion near large, oxygen-rich rings.  Spatially, LiBF₄ presents 
an almost sealed SDF isosurface around the anion (see Fig. 5.3), showcasing a 
comparatively homogeneous local environment, whereas LiDFOB and especially LiBOB 
break into more localized, fragmented pockets, meaning a more heterogeneous 
environment.   

Figure 5.3. SDF of Li-DEEs around the anions (a) LiBF4, (b) LiDFOB, and (c) LiBOB showing 
lithium in purple and NMA in yellow. 

The anion–anion RDF for LiBOB further shows a distinct binodal feature around 4.1 and 
5.0 Å visible in Figure 5.4, signaling intermediate-range ordering within anion-rich 
domains.  

(a) (b) (c)
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Figure 5.4. RDF of anion-solvent interaction and anion-anion interaction. 

Moving to a calcium-based electrolyte in Paper II, the qualitative ordering of anion 
effects is preserved while amplifying overall coordination due to its higher charge and 
larger coordination number. In Ca(BF₄)₂, Ca²⁺ remains largely solvent-separated in the 
first shell with a Ca-O(NMA) of 3.6 and weak Ca–F showing a broad and low RDF peak 
(see Fig. 5.5). A spectator NMA can reside within first-shell radii without forming a true 
Ca–O coordination. In Ca(DFOB)₂ and Ca(BOB)₂, oxalate oxygens chelate Ca²⁺ 
directly, displacing solvent and producing mixed inner shells with multiple O donors. 
Ca(B(hfip)₄)₂ is characterized by broad shells and a high count of Ca–F/O contact sites 
per anion, yet a low number of distinct anions per Ca²⁺ (multidentate binding inflates 
contact pCNs).  

Figure 5.5. RDF of calcium DEEs showing a) cation-anion interaction, b) cation-solvent interaction. 
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The Ca–B RDFs reinforce this picture: BF₄⁻ and B(hfip)₄ show a near-first-shell 
signature for B that decays rapidly; BOB signals linger into the second shell; DFOB 
exhibits multiple farther peaks, indicating more persistent anion presence around Ca²⁺. 
Comparing cation–cation and anion–anion ordering with the Li-DEEs, the Ca–Ca RDF 
peaks appear at slightly longer distances, reflecting the larger cation, yet are spaced more 
closely, consistent with more compact cation–anion entities. The B–B RDFs reveal that 
Ca(BOB)₂ and Ca(B(hfip)₄)₂ exhibit more layered order, with distinct oscillations and 
minima. 

 

Figure 5.6 RDFs of calcium DEEs a) Ca(BF4)2 b) Ca(DFOB)2 c) Ca(BOB)2 d) Ca(B(HFIP)4)2 

5.1.2 Hydrogen Bonding 

The hydrogen-bond network follows the same steric and symmetry pattern. LiBF₄ 
concentrates strong F···H(NMA) interactions at short range (see Fig. 5.7) and sustains a 
relatively delocalized HB network through the solvent-rich environment. LiDFOB 

(a) (b) 

(c) (d) 
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preserves robust F···H while adding O···H contributions from oxalate oxygens, yielding 
a mixed acceptor landscape.  

Figure 5.7  HB strength heatmap in lithium DEE. 

In LiBOB, steric shadowing near the oxalate rings pushes O···H to longer distances, 
producing more localized HB bands that align with the anion-rich structural pockets. HB 
lifetimes reflect this shift: as anions grow bulkier and more O-dominated, the network 
becomes more persistent locally but less connected globally. 

Figure 5.8 HB distribution in lithium DEEs (top) and calcium DEEs (bottom). 

Moving from Li⁺ to Ca²⁺ decreases the availability of free HB acceptors: oxalate and 
solvent oxygens are more frequently bound to Ca²⁺, and HB intensity correspondingly 
drops and redistributes. The HB CDFs show that Ca(BF₄)₂ retains the strongest short-
range, near-linear N–H···F domain, Ca(DFOB)₂ and Ca(BOB)₂ display weaker, more 
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dispersed HB signatures as Ca–O coordination competes with N–H donation. 
Ca(B(hfip)₄)₂ is HB-poor, with only faint long-range H···F features due to steric 
shielding of O donors. Overall, the Ca-based DEEs exhibit reduced HB intensity relative 
to Li-based systems, consistent with more Ca–anion/solvent coordination and with the 
SDF/RDF picture of more restricted solvent approach around Ca²⁺. 

Table 5.2. Partial coordination numbers of HB pairs in Li and Ca-DEEs. 

LiBF4 LiDFOB LiBOB 

Pair pCN Distance 
(Å) 

Pair pCN Distance 
(Å) 

Pair pC
N 

Distance 
(Å) 

F-H 1.2 3.2 F-H 1.3 3.5 O-H 0.5 3.2 
O-H 0.8 3.3 

5.1.3 Effect of salt concentration on coordination structure 
in DEEs vs HCEs 

In Paper IV, Li⁺ is only partially coordinated with a pCN ≈ 2.3 for urea and 1.7 for 
DMU, leaving many solvent molecules ‘free’ or H-bonded (see Fig.5.9). In more 
concentrated 1:2 formulations (DMU12, urea12, TDEE111), free solvent is negligible 
and solvent–solvent H-bonding largely gives way to Li⁺–solvent coordination. At equal 
salt fraction, urea-based DEEs show smaller Li–O(FSA)/Li–F pCNs than DMU-based 
ones, indicating enhanced ion dissociation, consistent with their higher measured 
ionicity.  

Ca(BF4)2 Ca(DFOB)2 Ca(BOB)2 Ca(B(HFIP)4)2 

pCN R (Å) pCN R (Å) pCN R (Å) pCN R (Å) 

F-H 1.3 
3.6 

3.3 
4.7 

0.7 
10.8 

3.2 
7.1 

- - 0.2 
3.2 

3.0 
6.0 

O-H - - 0.5 
7.5 

3.1 
6.4 

0.5 3.2 0.1 3.0 
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Figure 5.9. pCN of Urea and DMU-based DEE 

In NaTFSI–AND in Paper V, ADN coordinates Na⁺ in an ordered, network-like fashion 
at ADN-rich composition: at x = 11, the Na total CN within 2.5 Å is 4, and the Na–
N(ADN) pCN shows a sharp rise to a plateau shown in Figure 9.10. As TFSI content 
increases, the ADN plateau decreases, reaching a minimum of 2 at x = 3 (2.9 M), and 
then increases again at the highest concentration x = 2 (4.4 M). By contrast, Na–TFSI 
cumulative pCNs increase gradually with concentration (no plateau), indicating a more 
disordered anion arrangement. At x = 3, distances >3.0 Å are needed to reach CN ≈ 4 
(the <2.5 Å plateau seen at x = 11 disappears), while at x = 2, the local coordination 
changes profoundly. Altogether, this supports a percolating Na⁺–ADN network with 
communal solvation, with TFSI filling free-volume voids at high concentration. 
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Figure 5.10. Calculated cumulative pCNs for (a) Na-F, (b) Na-N, and (c) Na-O in NaTFSI –ADN. 

5.2 Dynamics and Transport Properties 
The MSDs and self-diffusion coefficients place LiBF₄ as the fastest electrolyte, followed 
by LiDFOB and then LiBOB, with roughly a two-fold spread across the DEEs. In LiBF₄, 
NMA diffuses fastest, the anion next, and Li⁺ slowest, which is consistent with a 
solvent-rich, weakly correlated environment. In LiDFOB and LiBOB, cation and anion 
diffusivities move closer together, indicating stronger ion pairing and more correlated 
motion as the first shell becomes anion-dominated and the HB network tightens. The 
marked drop in solvent mobility from LiBF₄ to LiDFOB, and its further reduction in 
LiBOB, is consistent with the structural picture: as anions occupy more of lithium’s inner 
shell and hydrogen bonds concentrate locally, the available space and continuity for 
solvent motion decrease, producing a more constrained electrolyte. 

(b) (a) 

(c)
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Figure 5.11. . Left: Total MSD of Li-DEEs with a subplot of Diffusion coefficients. Right: Total 
MSD of Ca-DEEs. 

 

Across the calcium electrolytes, the total MSDs (Fig. 5.12) show the expected shift from 
an initial ballistic to diffusive regime. The total MSD slopes give the transport order:  

Ca(BF₄)₂ > Ca(DFOB)₂ > Ca(BOB)₂ > Ca(B(hfip)₄)₂.  

Higher total mobility in Ca(BF₄)₂ reflects greater solvent accessibility to Ca²⁺ and the 
presence of short, near-linear HBs (seen in HB CDFs), both of which facilitate molecular 
rearrangements and motion. In Ca(DFOB)₂ and Ca(BOB)₂, stronger Ca–anion 
coordination limits solvent approach and lowers total mobility. Ca(B(hfip)₄)₂ exhibits the 
lowest total mobility, consistent with a tightly filled Ca²⁺ coordination environment and 
reduced HB participation, conditions that constrain molecular motion on longer 
timescales.  
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5.3 Molecular-Level Heterogeneity in DEEs 

Figure 5.2.6. Screenshots from MD production simulation showing lithium in red, anion in orange 
and NMA in white for a) LiBF4 b) LiDFOB c) LiBOB 

Utilizing different analyses together in Papers I and II, such as RDF/pCN trends, SDF, 
HB distributions, and diffusion ordering, helps us understand the heterogeneity variation 
in these DEEs. LiBF₄ is the most homogeneous, with a nearly isotropic local solvation 
environment and more delocalized HBs; LiBOB is the most heterogeneous, showing 
anisotropic anion-rich regions and more localized HB zones; LiDFOB falls between, 
combining oxygen- dominant cation binding with residual F engagement. A composite 

(a) 

(c) 

(b)
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 MLH index built from these metrics using HB localization, diffusion ratios, solvation 
numbers, and anion size/symmetry, reproduces this order and shows how each descriptor 
contributes to the final score. 

Figure 5.2.7. MLH index score across the three Li-DEEs. 

Moving to calcium-DEEs changes the MLH patterns slightly compared to Li-DEEs. The 
divalent cation and multidentate Ca–O coordination increase competition for binding 
sites, reduce freely available HB contacts, and raise heterogeneity relative to the Li-DEEs 
(see Fig. 5.2.8). Ca(BF₄)₂ remains comparatively uniform and isotropic; Ca(DFOB)₂ and 
Ca(BOB)₂ display more fragmented, competitive local environments with more prevalent 
ionic association. Ca(B(hfip)₄)₂ represents the upper bound, with more persistent Ca–
anion coordination, minimal HB participation, and anisotropic ion-rich regions that limit 
solvent integration and supresses transport. 
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Figure 5.2.8. Screenshots from MD production simulation showing calcium in green, anion in pink 
and NMA in red for a) Ca(BF4)2 b) Ca(DFOB)2 c) Ca(BOB)2 

(a) 

(c) 

(b)
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Chapter 6 

Conclusions and Outlook 

Liquid electrolytes sit at the heart of modern batteries. They enable performance, but they 
also set the limits, stability windows, transport, and lifetime. What needs further study is 
a clear link between materials’ macroscopic properties and the molecular scale, 
especially in DEEs and related concentrated electrolytes. This thesis attempts to bridge 
that by connecting molecular structure and dynamics to macroscopic behaviour through 
MD simulations, using SQM methods where they offer a practical balance between 
accuracy and speed, and cross-checking with experiments when possible. 

Papers I and II set the main thread. A comprehensive computational analysis examines 
how anion size and symmetry affect HB and MLH, and how these changes carry through 
to electrolyte properties. The same framework is then extended from lithium to calcium. 
Calcium offers promise for sustainability and performance, even though the technology 
remains early, and the same structure-to-property logic helps identify realistic directions. 
Paper IV uses MD to clarify lithium coordination and changes in solvation shells in urea- 
and 1,3-dimethylurea-based DEEs over different concentrations, which helps explain the 
observed macroscopic trends. Paper V explores sodium salt in ADN across a wide 
concentration range, where simulations and measurements together indicate network 
formation and glass-like features at higher concentration, consistent with the observed 
stability window. 

Looking ahead, several steps would strengthen both this contribution and the wider field. 
Quantitative heterogeneity could be turned into a predictive measure for transport and 
stability. Beyond first-shell statistics, cluster size, shape, lifetime, and self-diffusion can 
be extracted and linked to collective diffusion and conductivity. Percolation analysis can 
determine whether aggregates connect into system-spanning pathways or remain as 
separate islands, and how each regime correlates with viscosity, transference number, 
and desolvation kinetics.  For the urea DEE study, an extended molecular-level analysis 
of HB network topology and species self-diffusion would provide a more rounded view 
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of how composition tunes dissociation, clustering, and mobility, and where a workable 
balance lies between stability and excess structuring.  

For calcium DEEs, it would be useful to complement molecular and electrochemical 
studies with life cycle assessment, to test whether sustainability claims hold once 
precursor sourcing, processing energy, and end of life are counted, and to prioritise 
chemistries that make sense both technically and environmentally. It would also be 
valuable to complement this with experimental work by synthesising and testing the 
DEEs proposed in Papers I and II, linking the molecular picture to measurable cell 
performance. 

The use of different methods should align to be useful, and bridging experimental and 
computational work remains essential. No single technique is more accurate in the 
abstract, since each resolves a different facet of the material. The most reliable 
understanding emerges when observables are made comparable, definitions are precise, 
and results are assembled so they fit together like a puzzle. In this way, we can “see the 
whole elephant” rather than isolated parts. 

Ultimately, it is wise to optimise how existing data are interpreted and to treat 
coordination and heterogeneity in DEEs as tunable design variables, enabling rational, 
scalable electrolyte design across next-generation lithium and calcium electrolytes. 
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