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Abstract
Changing environmental, societal, and business conditions shift the priority given to the
‘most valuable’ design solutions to be developed, which risks causing rework and mistakes
during the development process. To maintain consistency among changes in what ‘value’
means in evolving business contexts, this paper presents a method – value-driven model-
based systems engineering (VD-MBSE) – implemented in a software tool (named Club
Design). The method is demonstrated through a case study related to aerospace electrifi-
cation, highlighting its ability to maintain consistency during the iterations between
business development and the design of technical solutions.

Keywords: Model-Based Systems Engineering, Requirements Traceability, Value
Assessment, Value-Driven Design

1. Introduction
Product development seems to be increasingly affected by external conditions (e.g.,
key technological enablers, characteristics of the surrounding infrastructure, and
value chain), which tend to evolve – and sometimes dramatically change – the
priorities given to the ‘most valuable’ design solutions to be developed. The
iteration and updates caused by shifts in priorities risk becoming time-consuming
tasks and prone to mistakes for complex products composed of multiple sub-
systems and components. At the same time, the success of products is becoming
increasingly dependent on non-functional value aspects which are not strictly
related to the functionality of the product but have profound implications for the
resources consumed during the product’s lifecycle (e.g., flexibility in operation,
environmental, and social sustainability). These non-functional aspects tend to be
highly volatile during the course of a project (Morkos, Joshi & Summers 2019), due
to the difficulty in finding measurable and verifiable requirements so that design
solutions can be assessed on these aspects in a reliable manner.

To respond to these two challenges, we present amethod – value-drivenmodel-
based systems engineering (VD-MBSE) – guided by the following research ques-
tions and associated hypotheses:
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RQ 1: How to reduce the risk of design rework in the case of future changes in
business contexts?

We hypothesize that the ability to simultaneously analyse the impact of
multiple business contexts during the design phases reduces the risk of rework.

RQ 2: How to mitigate the risk of design rework caused by evolving requirements
during development?

We hypothesize that the ability to quickly iterate value aspects, especially non-
functional ones, reduces the risk of rework due to the volatility of requirements
during the development process.

As such, the method exploits the traceability benefits of Model-Based Systems
Engineering techniques (MBSE; ISO 24641 2023b), while addressing the need to
explore alternatives both on the business side (leading to alternative needs and
requirements) and the solution side (leading to design concepts of different types).
To demonstrate and test the proposed method, VD-MBSE has been implemented
in a novel software tool (Club Design) and applied to a case study in the aerospace
industry. This sector is setting ambitious targets to significantly reduce, or even
eliminate, carbon-based emissions and the associated climate impact. Novel
technologies are expected to be integrated (e.g., electrical propulsion). In addition,
newmodes of transport (e.g., ultra-short regional aviation; Peciak & Skarka 2022),
emerging legislation, and unforeseen disruptive events are making aerospace
companies more dynamic. This is a clear case where it is critical to understand
such prematurely defined business contexts (e.g., which missions, the type of
customers, etc.), since there is a high risk that the design solutions developed today
will not be optimal if the targeted business context changes in the meantime.

The next sections will describe VD-MBSE and Club Design, as presented in a case
study where two companies – an OEM and its second-tier supplier – are tasked with
the challenge of designing, in parallel, an electric aircraft and one engine component
(a FanOutletGuideVane, FOGV) for highly uncertain businesses such as regional and
transnational flights. The aerospace context is chosen as test bed since for the
manufacturers developing the electric aircraft, it is unclear which configurations will
emerge and when. Operational targets are uncertain, ranging from traditional ranges
(e.g., 1400 km) tonewoperational scenarios like ultra-short regional flights for tourism
(under 200 km). Additionally, the target customer is undefined, with many start-ups
potentially entering the market, each with differing development approaches.

The structure of this paper is organized as follows. Section 2 outlines the back-
ground and highlights the need to model alternative business cases and architectures
concurrently. Section 3 introduces the proposed VD-MBSE method, along with the
supporting modelling tool. Section 4 applies this method in the case study. Section 5
presents the outputs of the method, emphasizing the generation of compatible design
sets aligned with evolving business contexts. Section 6 quantitatively positions
VD-MBSE within the broader MBSE landscape. Section 7 discusses the findings,
implications, and limitations of the approach. Finally, Section 8 concludes the paper by
summarizing key contributions and suggesting directions for future work.

2. Background: the need to simultaneously model
alternative business cases and architectures

Systems Engineering (SE) was developed as a means to keep consistency between
the intended ‘value’ of a system (or its design intent) and the developed technical
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solutions (Martin 1998; INCOSE 2023). As such, the definition of system require-
ments is one of the cornerstones of SE methodologies and standards, since
requirements should convey a precise formulation of what should be developed.
However, the translation between the ‘value’ of a system into measurable require-
ments is difficult, and requirements are often renegotiated, reformulated, and
updated during the development process. MBSE (Wymore 1993; Yang, Cormican
&Yu 2019; ISO 24641 2023b) has been proposed to ensure the consistency between
changes in systems requirements and technical solutions through the use of
software tools (Hehenberger et al. 2016; Huldt & Stenius 2019). Many industries
are currently investing in MBSE, with commercial software tools such Magic-
Draw™ andCapella™, whereMagicDraw™was acquired byDassault Systèmes™
and further developed as Cameo™, and Capella™ was adopted by Siemens™ and
integrated with Teamcenter™ as System Modeling Workbench™.

While these MBSE tools are currently used in industry, they are often used
starting from a single targeted mission or business that has been defined before-
hand (Honour 2010; Madni & Purohit 2019). There are a number of reasons that
limit the application of MBSE in the business development stages. First, stake-
holder ‘values’ are often expressed in natural language at varying levels of detail
(Fantoni et al. 2021). They may be unspecific (e.g., ‘being environmentally sus-
tainable’) or overly specific (e.g., ‘the vane material must be stainless steel’),
requiring reformulation into more general terms to avoid premature solutions.
Moreover, not all system requirements can be defined beforehand. Particularly
‘non-functional requirements’ like flexibility and maintainability – often emerge
once a solution is developed. Finally, the formulation of requirements can unin-
tentionally suggest specific solutions, limiting innovation (Collopy & Hollings-
worth 2011).

2.1. Existing MBSE approaches to manage stakeholder
expectations to system solutions in early phase design

The reasons above led to the development of techniques to model the business and
operational contexts at a more granular level than current MBSE methods. These
techniques, defined under the more general terms of ‘value modelling’ ‘value
assessment,’ and ‘value-driven design’ (Lavi & Reich 2024), have received attention
in recent years, although there is not yet a universally established practice. Two
distinct categories of value modelling methods can be distinguished: (1) those that
focus on capturing value aspects to specify requirements and guide the generation
of engineering solutions and (2) those that focus on assessing solutions based on a
number of value aspects.

2.1.1. Techniques that focus on capturing value aspects
Through a series of aerospace enterprise collaboration research projects1,2 in
Europe, an underlying value information model was developed (Isaksson et al.
2013) and applied to ensure that the governing intent of high-level expectations

1Collaborative & Robust Engineering using Simulation Capability Enabling Next Design Optimisa-
tion | CRESCENDO | Project | News & Multimedia | FP7 | CORDIS | European Commission.

2Thermal Overall Integrated Conception of Aircraft | TOICA | Project | News &Multimedia | FP7 |
CORDIS | European Commission.
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and needs can be maintained throughout the requirements engineering process of
large systems spanning several levels of a value chain. Figure 1 outlines the key
definitions used in this model (represented as a UML Class Diagram), together
with an example related to a transportation system.

The ‘Value Creation Strategy’ (VCS) describes a high-level context for the
system to be developed. In transportation, this context could be formulated as
‘early commuting to a congested city.’ The VCS is formulated as a rank-weight of
Stakeholders’ Needs. A different rank-weight of the needs provides a different
context for the development (therefore, multiple Value Creation Strategies can be
communicated).

The Stakeholders’ Needs are derived after interpreting the ‘raw-data’ state-
ments of expectations from the stakeholders (gathered from interviews and focus
groups). This raw data is captured as a stakeholder expectation. The reason for
differentiating between expectations and needs is that, in a complex product,
stakeholder statements vary in format and detail and often require validation to
confirm correct expression and intent. This validation may occur after the project
has already started, and a change in the expectation may require reformulation of
the needs and may shift the trade-offs involved in the assessment of solutions.

In our example, the stakeholder formulates an over-specific expectation by
already specifying a solution (e.g., the engine having low power). If an engineer
wants to formulate a solution-independent version of this expectation, it could be
interpreted as the need to reduce the time to perform office work. However, this
interpretation needs to be confirmed, and it may be subject to change, with
potentially profound cascading effects on the solutions targeted by the engineers.

Figure 1. Meta-model as a class diagram of the ‘Value Model’ by Isaksson et al. (2013).
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For these reasons, Stakeholder Expectations and Needs are contained in two
different information objects.

To start investigating solutions to fulfill the needs, value drivers (VDs) are
formulated, which are alternative characteristics that can be determined by design
to satisfy a stakeholder need. Still aiming to keep the design space as wide as
possible, there is a 1:n relationship between a need and a VD. VDs can be
considered the pre-stage of requirements and are kept as solution-independent
as possible. In our example, system power has an impact on the need to reduce the
time to start doing office work, but so does the number of communication systems
(since the user can begin office work by communicating while in transit). After
solutions (based on the VDs) are generated and evaluated, the VDs can be
formalized as requirements.

2.1.2. Techniques that focus on assessing solutions on value aspects
Regarding the assessment of engineering solutions, there is a growing shift in value
assessment methods from qualitative, expert-based approaches (e.g., Quality
Function Deployment extensions; Bertoni, Bertoni & Isaksson 2018) to more
quantitative, data-driven techniques. For instance, Donelli, Boggero & Nagel
(2023) combined cost models with expert-based utility functions to assess aircraft
wing assemblies, incorporating production time, quality, and risks. While utility–
cost curves are common in systems engineering trade-off analysis, a recent trend
merges utility and cost into a single financial metric for easier comparison of
business alternatives. Panarotto, Borgue & Isaksson (2020a) implemented the
surplus value (SV) financial metric suggested by Collopy & Hollingsworth
(2011) to simplify net present value (NPV) analysis in complex cross-company
systems. Time factors also affect value and are often missed in expert-based
evaluations. For example, Panarotto et al. (2020a) showed that a system optimized
for earlier development – despite lower performance – can bemore valuable due to
earlier revenue generation. Thus, several approaches (e.g., Panarotto et al. 2020a;
Pohya et al. 2021; Ramm et al. 2024) integrate NPV or SV analysis with discrete
event simulations to model revenues and costs over a system’s lifecycle. However,
one issue when running these simulations is that they often use ad hoc lifecycle
representations tailored to specific industry objectives. This means that the pre-
sented models are often based on specific applications and use cases. Reapplying
these models to other technologies and applications can be time-consuming.

3. Proposed method and modelling tool – Value-driven
model-based systems engineering (VD-MBSE)

To support both the process of simultaneously modelling alternative business
contexts and architectures, VD-MBSE is proposed. VD-MBSE is used to simul-
taneously iterate business contexts, the associated needs, requirements, and design
solutions throughout the development process. The method strives to progres-
sively narrow down both design solutions and business options while ensuring
compatibility, using a set-based concurrent engineering approach (Sobek, Ward &
Liker 1999). More details about the set-based nature of the approach will be
provided in Section 5. This approach ensures that even if business contexts change,
the system’s solutions remain adaptable. In early design stages, identifying the
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range of design requirements that make a solution compatible is key to further
developing sub-systems and components. The approach aims to connect business
and solution design spaces through an MBSE structure. VD-MBSE is structured
along four main steps that are repeated as more knowledge is gained (Figure 2).

VD-MBSE involves:

• Defining the business design space: Using ‘Value Creation Strategies’ (VCSs) to
outline business scenarios that inform design studies. VCSs help translate
stakeholder expectations (gathered through interviews and focus groups) into
more concrete engineering problems. Stakeholder preferences are ranked and
weighted for each business scenario.

• Defining VDs: VDs link stakeholder needs in the VCSs to design solutions,
serving as early versions of design requirements and guiding solution explor-
ation.

• Defining the solution design space: Designs are created based on VDs or,
conversely, design alternatives can update the VDs.

• Performing Value and Cost studies: Design solutions are evaluated against VCSs
using a monetary approach, leveraging the Surplus Value model (Collopy &
Hollingsworth 2011) integrated with ISO 15288 2023a and discrete event simu-
lation to capture value changes over the system lifecycle. ISO/IEC 15288 provides
a standardized framework for systems engineering processes throughout a
system’s life cycle. While it is not directly a simulation tool, ISO 15288 can be
used to structure a discrete event simulation (DES) by defining the processes,

Figure 2.Overall workflow of the proposed VD-MBSEmethod: the objective is to gradually narrow down the
business design space and the solution design space over time.
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states, transitions, and resources involved in a system’s development and oper-
ation.

To perform all these steps, the method has been implemented in a modeling
tool (Club Design). Figure 3 shows the web interface of Club Design, which is
organized into six different tabs. By clicking the tabs from left to right, users can go
through all the steps defined in Figure 2. Full reference and log in details to Club
Design can be provided upon request.

The next section will go through the four main steps to show the key features
developed in VD-MBSE, as applied to an industrial case study.

4. Case study –Concurrent design of a Fan Outlet Guide
Vane for electrification of aerospace products
businesses

In this industrial case study, two companies – an OEM and its second-tier supplier
– are tasked with the challenge of concurrently designing an electric aircraft and
one engine component (a FanOutlet Guide Vane – FOGV) for the electrification of
aerospace product businesses. An FOGV is a component that establishes a struc-
tural linkage between the primary engine carcass and the aircraft’s attachment
point (i.e., a structural function), while also directing the flow emanating from the
low-pressure turbine (i.e., an aerodynamic function). The challenges faced by the
two companies can be introduced after reviewing Figure 4.

For the OEM developing the electric aircraft, it is unclear which operational
scenarios will emerge and when. Operational targets are uncertain, ranging from
traditional ranges (e.g., 1400 km) to new operational scenarios such as ultra-short
regional flights for tourism (under 200 km). Additionally, the target customer is
undefined, withmany start-ups potentially entering themarket, eachwith differing
development approaches. Some start-ups may prioritize a radical development
approach with quick, cost-effective solutions that compromise initial performance

Figure 3. Main web interface of club design.
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and risk (similar to an ‘Aeronautic SpaceX’ approach), while others may pursue a
more traditional and risk-adverse development strategy.

These business uncertainties profoundly impact the FOGV manufacturer.
Traditionally, development starts frommature requirements based on fixed engine
and aircraft configurations. In the electrification of aerospace products, the uncer-
tainty requires the aircraft and FOGV to be developed concurrently with the
evolving business contexts. This evolution leads to changes and updates, affecting
adjacent components and FOGV requirements. Consequently, the solution space
must remain open, with flexibility to adapt designs as requirements shift. As
targeted businesses evolve or are abandoned, it becomes crucial for the FOGV
manufacturer to identify design alternatives that are compatible across various
business strategies.

4.1. Define business design space

By moving to the leftmost tab in Club Design (VCS), users can define the ‘Value
Creation Strategies.’ A VCS is defined as rank-weighted stakeholders’ needs. An
example of a VCS for the business scenario ‘ultra-short flight’ (< 200 km) is
presented in Figure 5.

A VCS is represented in tabular form, where for each relevant stakeholder (e.g.,
the aircraft manufacturer and the FOGV manufacturer), the ‘raw data’ captured
during interviews and focus groups (often in textual form and natural language) is
translated into stakeholder needs that formulate a more concrete engineering
problem to be solved. As this ‘translation’ is highly iterative, the tool supports
modifications to maintain consistency. The final step in this process is to define
rank-weights for the VCS (on the rightmost part of Figure 5). Many methods can
be used to define the rank-weights, in this case study a pair-wise comparison has
been used. More details about the created VCSs are provided in the next section.
Once the first VCS is created, the ‘duplicate’ function can be used to create

Figure 4. Challenges for (a) the OEM and (b) the FOGVmanufacturer, showing the position of the FOGV in
the aircraft engine.
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additional VCSs and define more business scenarios. This is shown in Figure 6,
taken from the ‘spider chart’ function of Club Design.

The focal points of Figure 6 are to show how the VCSs include external
stakeholders’ needs such as the OEM (e.g., ‘reduce energy consumption,’ formu-
lated as ‘energy consumption’ in due to space constraints). These will later result in
functional requirements to satisfy these needs (e.g., structural stiffness or noise). At
the same time, the VCSs contain information regarding the concerns of internal
stakeholders, such as the FOGVmanufacturer (e.g., ‘ability ofmultiple sourcing’ or

Figure 5. One example of VCS as rank-weighted stakeholders needs for the VCS “ultra-short flight” (<
200 km).

Figure 6. Five VCSs defining different priorities for the design alternatives to investigate.
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‘increase environmental sustainability inmanufacturing’). These will result in non-
functional requirements for the solution.

The VCSs provide preliminary insights into stakeholders’ preferences for
design alternatives. For example, using ultra-light materials may reduce weight
and energy consumption but limit supplier options, negatively impacting the
manufacturer. For short flights, reduced energy consumption may outweigh the
need for multiple sourcing, while in long-term scenarios like ‘100 years in service,’
multiple sourcing becomes critical for supply chain resilience. It’s important to
note that VCS rank-weights do not dictate a specific design but encourage
engineering teams to consider multiple business scenarios simultaneously, espe-
cially when the future direction is uncertain.

4.2. Define and update VDs

Although the VCSs provide high-level information about the solutions to be
developed, engineers often require more precise and measurable requirements to
begin investigating design solutions. As described in the background, VDs are
introduced to provide a pre-stage of requirements for two main reasons:

1. To allow room for some volatility in the formulation of requirements, enabling
iteration of non-functional attributes of a design (often associated with devel-
opment, manufacturing, and end-of-life aspects) until a more precise formula-
tion is reached.

2. To keep the requirement space as solution-independent as possible. While
requirements are typically clear and detailed, they often implicitly suggest a
specific solution direction, which may limit innovation capability (Collopy &
Hollingsworth 2011).

Figure 7 provides examples illustrating the reasons for using value drivers in the
FOGV case study.

The figure shows an excerpt of a value creation strategy for the ‘ultra-short
flight.’ The VCS attempts to capture expectations, needs, and VDs for as many
lifecycle phases as possible (e.g., design, manufacturing, operation, and mainten-
ance). Each row in the VCS (starting with a stakeholder with an expectation) is
connected to one of the 30 processes defined in the ISO 15288 standard. The reason
to apply ISO/IEC/IEEE 15288:2023 (Dori 2024) is that it is a systems engineering
standard that provides a common framework for describing system lifecycle
processes and terminology. It applies to any level of a system’s structure and can
be referenced by anyone involved in system lifecycle or engineering activities.
Therefore, ISO 15288 provides a cross-sectoral lifecycle representation of different
products and systems, and for these reasons, it is used as the backbone of the
software. The software allows users to select these processes via a drop-downmenu
and to define sub-processes. This specification of processes allows for the definition
of a structure that will be crucial for the cost/value study performed using the
discrete-event simulation algorithm (to be detailed in Section 4.4).

The focal point of Figure 7 is to highlight how the VCS contains VDs related to
the operation and maintenance processes, which are typically the main interest of
external stakeholders such as the OEM and the airlines. These aspects often result
in ‘functional requirements’ (such as weight, pressure drop, noise, and stiffness).
These requirements are often easier to formulate, measure, and verify compared to
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attributes related to design or integration (assembly), which are typically of interest
to internal stakeholders such as the FOGV manufacturer. These aspects, often
related to ‘non-functional’ attributes of a design, aremore difficult to formulate and
assess. To address the need for the ‘ability to quickly integrate the FOGV’ in the

Figure 7. Excerpt of a value creation strategy highlighting two alternative value drivers to respond to the need
to possess “ability to quickly integrate” the FOGV, leading to two different design solutions.
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‘integration’ process, two VDs are identified: ‘weld time’ (impacting Solution A)
and ‘number of fittings/interfaces’ (impacting Solution B). The reason for using
VDs is to retain the benefits of requirements (such as measurability and clarity)
while allowing multiple solutions to be explored. Formulating only a requirement
for ‘maximum allowable weld time’would imply Solution A (welding FOGV vanes
to the outer structure). However, an alternative requirement – ‘number of fittings/
interfaces’ – leads to another solution (pipe fittings on machined holes – Solution
B). A more general requirement, such as ‘maximum allowable assembly time,’
could potentially cover both solutions, but it would lack the specificity needed for
unbiased and measurable verification, a key systems engineering principle
(INCOSE 2023). It also limits the potential for parametric computational design
studies, thereby restricting design exploration capabilities.

Another focal point of Figure 7 is to emphasize another key advantage of VDs:
their ability to influence multiple needs. For instance, integrating vanes with
fittings supports ‘frequent upgradability’ since vanes can be disassembled and
reassembled, unlike welding. This demonstrates how VDs help keep the require-
ment space as solution-independent as possible, particularly for complex attributes
that require iteration and reformulation throughout the development process.

4.3. Define solution design space

By moving to the ‘design’ tab, users can start to define their designs (Figure 8) by
importing an Excel file that contains the numerical or categorical values for the
designs under study, according to the VDs specified in the VCS. The calculation of
these VDs comes from dedicated software tools or assessment methods, which are
used to populate the Excel file. Figure 8 shows the simulation or assessment
methods used to compute four VDs:

1. Design similarity to previous products, calculated using themethod proposed in
Bonde et al. (2023), which impacts the need to reduce risk during development;

2. Socioenvironmental material criticality score, based on Hallstedt & Isaksson
(2017), which impacts the need to promote environmental sustainability in
manufacturing;

3. Stiffness, calculated using structural simulation tools using a design automation
framework (more details provided in Andersson et al. 2023); and

4. Pressure drop, a key aerodynamic feature, calculated using an aerodynamic
software developed internally by the company.

To provide more flexibility and accommodate the different stages of the design
process (characterized by varying levels of design maturity), input can also be
provided by manually generating designs in the ‘design view.’ Additionally, the tool
allows for the creation ofmore radical designs beyond those defined by parametrically
varying the VDs. For example, the choice of using a rotating structure instead of a
static FOGVwould change the nature of the VDs – for instance, this ‘rotating FOGV’
could generate electricity, and the generated power could become a novel VD.

4.4. Perform value and cost studies

The last step is to evaluate the designs against theVCSs. Traditionally, this evaluation
is conducted using QFD-like approaches that require experts to assign semi-
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quantitative scores to the relationships between needs and VDs (e.g., Bertoni et al.
2018). In the case of a large design space, such as the one in this FOGV case study
(where 90 designs generated with design automation techniques described in
Figure 8 are evaluated against 5 VCSs), this expert evaluation can be rather tedious
(i.e., there would be 450 potential QFDs to be filled). For these reasons, the
VD-MBSEmethod has implemented amore monetary and simulation-based evalu-
ation of design alternatives, using the SV model (Collopy & Hollingsworth 2011).

This monetary evaluation is made possible through the link between the ISO
15288 processes and the value creation strategies. Since each process is connected
to VDs (Figure 7) –which are the elements that vary among design alternatives – it
becomes possible to associate each designwith the time, cost, and potential revenue
it incurs in each process by adopting a discrete-event simulation (DES) algorithm
(Browning & Eppinger 2002). Figure 9 shows the overall logic of the DES algo-
rithm, which enables the calculation of the SV for each design alternative based on
its characteristics (the VDs).

The simulation of time, cost, and revenue for each product with a specific
design configuration “flowing through” the processes allows for the calculation of
SV. This first requires organizing the order of the processes. This input can be
provided in the ‘process hierarchy’ tab (Figure 9) in the form of a design structure
matrix (DSM), as shown in Browning & Eppinger (2002). Although the sequence
of processes can be visualized as a process flow (as shown in the upper part of
Figure 9), theDSM format is chosen for its compactness. Figure 9, five processes are

Figure 8. Import design input data, from an excel file taking input from simulation tools.
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selected: architectural design, implementation/fabrication, integration, operation,
and maintenance.

The DES algorithm requires that ‘entities’ (in this case, new FOGVs with a
specific design configuration) are ‘injected’ into the business at a specified rate. Since
some processes are independent of the number of entities (e.g., the design process is
done only once), it is possible to specify which processes should be run a single time.
For the other processes, entities flow at a defined rate (e.g., 1,000 FOGVs per year).

As entities enter a process, the time, cost, and revenue are calculated and
accumulated from previous processes. Afterwards, the entities move to the next
process based on the defined hierarchy. The time, cost, and revenue spent in each
process are functions of two variables:

Figure 9. Overall architecture of the DES algorithm and SV model.
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1. the value drivers, which vary for each design (Figure 8), and
2. design-independent factors (e.g., aircraft range and energy price), which are

defined as external factors, since they are outside the control of the engineers.

These relationships are set in the ‘connect design toVCS’ tab (Figure 10) using a
formula editor.

The figure shows the equation for the operation cost (with formulas based on
Hepperle 2012). The equation editor allows users to manipulate classical Excel
operators, such as ‘if’ statements and Boolean operators for categorical variables.
Figure 10 illustrates how the editor visualizes all the VDs defined in the VCS for
that specific process (e.g., mass and pressure drop), making them selectable for the
formula (highlighted in red for easier identification). The external factors are
shown in blue and are defined in the ‘external factors’ tab (Figure 11). Since
external factors depend on the business context, they are closely linked to the

Figure 10. Editor for the operation cost formula, highlighting the connection between the VDs (e.g., mass and
pressure drop, shown in red) and the external factors (e.g., aircraft range and energy price, shown in blue).

Figure 11. External factors tab.
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defined VCS. For example, an ultra-short flight has a different range than a
medium or ultra-long flight. For this reason, the tab displays the selected VCS
by default, allowing users to define appropriate values for the external factors.

The definition of these relationships is the most data-intensive and
assumption-intensive part of the method, as it requires the quantification in
monetary terms of VDs that are not strictly related to the functionality of the
product. For example, in Figure 9, a super-linear relationship has been defined
between the design similarity of the new product and the design cost (i.e., a new
radical design will result in a super-linear increase in design cost). While this paper
acknowledges the limitations of such assumptions on the final SV results, the main
focus is to provide support for making it easier to change and update these
relationships (as MBSE tools typically aim to do), while leaving the correctness
of the input data to the user. However, the paper also recognizes the importance of
handling uncertainties, and future research directions on this topic are presented in
the discussion.

Once all the equations have been defined, it is possible to run theDES algorithm
for all selected designs across all selectedVCSs. Since theDES algorithmoperates in
step changes (Browning & Eppinger 2002), the algorithm interpolates the results of
the step changes to make a more intuitive visualization (lower part of Figure 9).
Additionally, the monetary results are time-adjusted using a discount rate, as is
commonly done in economic analysis. All simulations are automatically saved for
further inspection. The results of the SV curves (i.e., the cost and revenue profile for
each design-VCS combination) can be directly inspected in the web interface or
exported as an Excel file for further post-processing.

5. Output from the method: sets of compatible designs
for evolving business contexts

This section describes how the results from the modelling tool can be used. In
situations where it is not yet clear which business strategies (articulated as VCSs)
will take off in the future – such as in the electrification of aerospace propulsion –

the objective is not to find the ‘best’ design alternatives (i.e., those with the highest
SV), but rather to identify the designs that aremost valuable across the widest set of
VCSs. Figure 12 shows an example to illustrate this difference.

Each of the two tables shows an excerpt from the simulation results for the
90 designs evaluated against the 5 VCSs (resulting in a total dataset of 450 entries).
The tables display 3 out of the 23 VDs that compose the dataset. One of the three
VDs is connected to a functional attribute (mass), while the other two relate to non-
functional attributes: the ability to double source, and the design similarity to
previous products (calculated using the method proposed in Ref. 1 – omitted to
preserve double-blind review). The upper part of Figure 12 shows 10 designs
filtered from the dataset by selecting those with the highest SV. The figure
highlights that each of these designs is optimized for a single VCS, and only two
VCSs show the highest SV. This indicates that while these designs may be optimal,
they are highly dependent on the assumption that the corresponding VCS will be
implemented. There is a significant risk that these designs will be suboptimal if
other VCSs (e.g., VCS3 – disruptive ‘Aeronautic SpaceX’ customer, or VCS4 –

long-lasting circular solution) emerge as dominant. Furthermore, SV results rely
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on both economic and technical assumptions, which may change and alter the
design rankings.

A different strategy is shown in the lower part of Figure 12. Each line in the plot
represents one of the 90 designs simulated across the five value creation strategies
(VCSs). This new filter identifies another set of 10 designs, with Design Case
52 being notable for presenting comparable SV across three VCSs (VCS1, VCS2,

Figure 12. Examples of filtered results for 10 of the 90 FOGV design alternatives against 5 VCSs. In the upper
part, the results are filtered by selecting the 10 designs with the highest SV; however, each design is optimized
for a single individual VCS. In the lower part, the filter is applied to select designs with slightly lower SV, but
which present comparable SV across multiple VCSs.
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and VCS4). This approach – favouring compatibility over optimization – is
promoted in set-based concurrent engineering methodologies (Sobek et al.
1999) and is particularly relevant in situations where business contexts
(articulated through the VCSs) may change. By filtering the results and further
examining the VDs, engineering teams can explore why certain designs are more
compatible and potentially combine features (e.g., a hybrid configuration with
vanes both welded and assembled using fittings) to create new design alternatives.
The filtering process also reveals that all designs compatible with VCS5 (medium-
range flight, 1400 km) have low SV. This suggests that full electrification of
aerospace products may not be viable for medium-range flights unless combined
with hybrid configurations (e.g., hydrogen or fuel cells).

6. Positioning the proposed method onto MBSE: a
quantitative study

This section has the objective to analyse the advantages of VD-MBSE compared to
other traditional MBSE approaches and document-based SE practices. Since the
analysis is based on a number of assumptions derived from the literature (e.g.,
Carroll & Malins 2016), any comparison is subject to uncertainty. Therefore, the
following analysis should be considered a quantitative ‘positioning study’ rather
than a direct comparison.

The first step of this study was to apply the proposed method at a meta-level on
the method itself, by creating a VCS. This is shown in Figure 13.

The proposed method targets two phases of a project lifecycle: the business and
mission analysis, and the requirements analysis process. The main needs it fulfills
are:

1. the ability to analyze the impact of multiple missions to reduce the risk of
rework due to changes in the business context, and

2. the ability to quickly iterate value aspects to reduce the risk of rework caused by
the volatility of requirements during the development process—a problem
discussed in Peña & Valerdi (2015).

Process Stakeholder
Stakeholder 
Expecta�ons Stakeholder Needs Rank Weight Value Drivers

Business or 
mission 
analysis

Value Analysis 
Team 

Reduce rework 
due to change in 
targeted business 
contexts

Ability to analyze the 
impact of mul�ple 
missions simultaneously 

12% Number of analyzed 
missions [#]

Number of aspects 
related to func�onal 

aspects [#]

Number of designs 
imported  [#]

Number of value 
drivers related to non-
func�onal aspects [#]

Number of designs 
imported  [#]

Requirements 
analysis

Value Analysis 
Team 

Reduce rework 
due to vola�lity 
of requirements 
in the 
development 
process

Ability to quickly iterate 
func�onal aspects 8%

Ability to quickly iterate 
non-func�onal aspects 80%

Figure 13. VCS applied on the proposed method, highlight the main needs it addresses.
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The next step is to perform a rank-weight indicating the priority given to the
needs. A stronger emphasis is placed on non-functional aspects, since themodeling
of functional aspects is assumed to be already addressed in traditional MBSE
methods, as detailed in the following sections.

The input data for the analysis consists of the 23 VDs examined in the present
study, and the lifecycle process each VD is related to. The authors then proceeded
to classify each VD by type –whether it is related to a functional or non-functional
aspect. These results are presented in Table 1.

The study highlighted 8 VDs related to functional requirements (FRs), while
15 are related to non-functional requirements (NFRs). These proportions are
consistent with recent studies conducted byMorkos et al. (2019) on student teams.
To calculate the effort spent on each VD if no model-based technique is used, a
simple assumption was applied using a coefficient that weights the effort depend-
ing on the phase in which a specific VD is discovered and managed (i.e., VDs
discovered and managed in later phases will require more effort). Additionally,
since FRs are typically easier to measure and articulate (Morkos et al. 2019), an
effort weight of 1/9 was assigned to FRs, while managing NFRs was assigned a
weight of 3/9. For example, the maintenance process (coefficient 9, as it is the latest
phase) has 2 FRs and 1 NFR. Managing the 2 FRs during the maintenance phase
would imply an effort of 2 × 9 × (1/9) = 2, while managing the NFRwould imply an
effort of 1 × 9 × (3/9) = 3.

Based on this input data, the benefit of an MBSE and VD-MBSE approach was
estimated, and the results are provided in Figure 14. The graph shows the
cumulative effort required to manage both FR (blue bars) and NFR requirements
(red bars) over the course of a project – assuming nomodel-based approach is used.
Regarding FR requirements (which account for 20.5% of the total effort), the
assumption is that MBSE tools already provide mechanisms to support their

Table 1. Input data for positioning study, with the 23 VDs managed during the case study and assumed
effort if no MBSE technique is used

Coeff Process

Number of
value drivers
related to FRs

Number of
value drivers
related to
NFRs

SE effort on
FRs (with
no MBSE)

SE effort on
NFRs (with
no MBSE)

1 Business or mission analysis 0 0 0.0 0.0

2 Requirements analysis 0 0 0.0 0.0

3 Architectural design 0 1 0.0 1.0

4 Part Acquisition (Implementation) 0 3 0.0 4.0

5 Machining (Implementation) 0 4 0.0 6.7

6 Integration 0 4 0.0 8.0

7 Transition 1 0 0.8 0.0

8 Operation 5 2 4.4 5.3

9 Maintenance 2 1 2.0 3.0

TOTAL 8 15 7.2 28
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formulation, measurement, and traceability (therefore the VD-MBSE has no
benefit regarding the strict management of FRs). It was therefore assumed that
using MBSE to work on the 8 FR requirements during the requirements analysis
stage (green bar) for 5.1% of the time would save 20% of managing these FRs in the
later stages. These proportions appear to align with studies on the economic
benefits of MBSE (Madni & Purohit 2019).

Instead, the VD-MBSE approach was estimated to have the benefit of reducing
the risk associated with managing NFRs, which account for 79.5% of the total
effort. Therefore, working with the 15NFRs during the requirements analysis stage
would save this 79.5%. As shown in Figure 14, applying VD-MBSE to manage the
15 NFRs would require some initial investment effort, estimated at 32.2% of
the time.

An additional benefit of VD-MBSE is its ability to analyze multiple business
contexts simultaneously, which helps reduce the risk of needing to change the
design architecture if the targeted context shifts, as demonstrated in Figure 12.
Traditionally, MBSE tools offer limited support for handling multiple missions or
business scenarios, thereby restricting their effectiveness during the business or
mission analysis phases (Madni & Purohit 2019). Figure 15 illustrates an example
of this limitation in Capella, a commonly used MBSE software.

Figure 14. Estimated investments and savings in terms of effort for a VD-MBSE approach.

20/26

https://doi.org/10.1017/dsj.2025.10024 Published online by Cambridge University Press

https://doi.org/10.1017/dsj.2025.10024


Figure 15. Capella used for the business and architectural design phases as
(a) mission capabilities diagram and (b) logical architecture diagram.
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Capella includes ‘mission’ and ‘capabilities’ objects, which correspond to the
value creation strategies and the needs in VD-MBSE (as implemented in the Club
Design software). In Capella, each of thesemissions can be connected to the ‘logical
architecture,’which contains the requirements for each system component in each
mission (Figure 15). The challenge is that eachmissionmay require a very different
logical architecture and set of requirements. For example, in the case study,
90 designs were analysed across 5 missions, resulting in a total of 450 logical
architecture diagrams that would need to be created.

Instead, using Club Design before transitioning to MBSE environments helps
identify which missions are compatible and which are non-valuable (e.g., VCS5 –
‘Medium range flight’). This allows for the definition of only the compatible
architectures and the corresponding requirement ranges, significantly reducing
the modelling effort. In Figure 14, this benefit was quantified by considering the
effort spent on modelling four additional businesses or missions in VD-MBSE,
accounting for 3.8% of the time. This investment would save the time required in
MBSE to create four mission capability diagrams and logical architectures during
the architectural design phases—thereby saving 11.4%.

7. Discussion
While qualitative support for requirements elicitation has been implemented in
industry (e.g., Laporti, Borges & Braganholo 2009; Azadegan, Papamichail &
Sampaio 2013; Fortineau, Paviot & Lamouri 2019), such approaches are often
based on document-based methods that limit the ability to maintain consistency
when changes occur – something that is frequently inevitable in the early stages of
product development. For these reasons, MBSE has been proposed to improve
consistency and traceability in the face of iterations during system development
(Hehenberger et al. 2016; Huldt & Stenius 2019). However, themodeling process is
often considered tedious and cumbersome in the architecting phases of product
development, which are characterized by uncertainties related to the markets and
the product. In this context, the proposed VD-MBSE method (prototyped and
demonstrated in the tool Club Design) serves as a flexible tool to work with ‘value
drivers’ and preliminary requirements, enabling the assessment of a larger number
of designs before committing to the development of detailed MBSE models for
managing and tracing requirements tied to a single solution. For this reason, the
method can be used not only by engineering teams exploring design solutions but
also by marketing groups, who interact both externally with customers and
internally with the engineering team. This was particularly relevant in the case
study, where the aerospace component manufacturer is not responsible for the
entire engine but is heavily investing in whole-engine models to better understand
the boundaries of the structural components it supplies to the engine OEM.
Therefore, the tool can be used to facilitate communication both externally
(with aircraft and engineOEMs) and internally within the organization, improving
collaboration between marketing and design teams.

This paper emphasizes the monetary evaluation of designs, including the
quantification of critical dimensions (e.g., environmental impact, social consider-
ations) that may influence decision-making. While there is a broad body of
literature on sustainability evaluation metrics that adopt a broader perspective
(e.g., Hallstedt 2017), this paper focused onmonetary quantification to allow these
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dimensions to emerge within the decision-making process, making them compar-
able to other aspects using a common, easily understandable format for decision-
makers. For this reason, this paper included the quantification of environmental
concerns as well (e.g., the socio-ecological material criticality score shown in
Figure 8).

However, monetary quantification of such aspects presents several challenges,
as it involves assumptions and uncertainties. Addressing these challenges was
considered outside the scope of this paper, which instead focused on supporting
the ability to easily change and update these relationships – consistent with the
goals ofMBSE –while leaving responsibility for the correctness of input data to the
user. Nevertheless, this paper acknowledges that the field of monetary quantifica-
tion for socio-environmental aspects is evolving, beginning with contingent valu-
ation methods in the 1980s (Hanemann 1994) and continuing with more recent
advances enabled by large language models and AI (Khuc & Tran 2023). Future
work will focus on understanding the benefits of integrating such techniques into
VD-MBSE.

Despite the value of the results, the method produces a substantial amount of
quantitative information (e.g., design parameters and cost/revenue data), which
may be sensitive in collaborative environments where partners operate in a
‘coopetition’ mode – such as the aircraft OEM and the engine component manu-
facturer in this study. This sensitivity may hinder the willingness to share infor-
mation about the value of design alternatives. For this reason, the articulation of
VCSs can also serve as a communication framework to share the value of design
alternatives among OEMs and suppliers using only textual information and the
‘adimensional’ rank-weights described earlier in Section 4.1, thereby acting as an
‘information protection shield’ between partners. One possible strategy is to
calculate the sensitivities between the VDs and SV, as performed by Soban &
Mavris (2013). By aggregating these sensitivities ‘backwards’ onto each need,
adimensional scores can be generated and used to update the VCS rank weights.
This allows theVCSs alone to be shared among partners without disclosing specific
details about the design alternatives or the underlying data used in SV calculations.

Themethod presented in this paper has been applied in the aerospace industry,
with further investigations currently underway in the space and automotive
sectors. These industries are typical users of MBSE approaches due to the com-
plexity of their systems. However, themethod also shows potential value for sectors
that have traditionally benefited less from MBSE, such as home, lifestyle, fashion,
and consumer packaged goods (Madni & Purohit 2019). The growing investment
in circular economy solutions within these sectors (Stahel 2016) is expected to
increase the need to manage higher levels of market and business complexity (e.g.,
managing multiple lifecycles embedded in a system-of-systems; Shaked & Reich
2019). Looking ahead, for systems situated within a circular economy scenario,
there will be a significant development risk if the implications of multiple market
scenarios on system alternatives are not explored with a high degree of granularity.

8. Conclusion
The proposedmethod and the associated software tool extend traditionalMBSE by
addressing its limitations in early-stage conceptual design, particularly in indus-
tries with evolving and uncertain markets. By integrating value modeling and
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simulation capabilities with ISO standards, the method allows for the concurrent
exploration of business and system alternatives. This enables flexible decision-
making and design iteration while maintaining traceability. The electrification of
aerospace products case study demonstrated the method’s ability to facilitate
collaboration between OEMs and suppliers, supporting value-based trade-offs
without compromising sensitive information. Its applicability extends beyond
aerospace, offering potential in sectors such as space, automotive, and consumer
goods – particularly in managing market complexities. Further research is needed
to refine the method’s use in other industries and to improve data-sharing
practices. Overall, the method complements MBSE by adding flexibility and
early-stage exploration, making it a valuable tool for industries facing complex
design challenges.
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