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ARTICLE INFO ABSTRACT

Keywords: When assessing manoeuvring performance it is common to perform steady Reynolds-Averaged Navier-Stokes
RANS computations for a range of turning conditions. It is then critical to reliably and accurately predict rudder forces.
Rudder A recent collaborative benchmark study showed inconsistent capturing of stall effects on aft control surfaces for
;t;ieresis a generic submarine. To investigate this issue, we present a new generic marine rudder and the influence of
Verification the numerical setup on the prediction of its static stall characteristics. We demonstrate the existence of a static
Benchmark hysteresis loop, which we compute with Menter’s k — @ SST turbulence model at a full-scale Reynolds number
Submarine of 7.44 x 10°. One branch shows a light trailing-edge stall with a high lift coefficient, and the other a deep stall

with a low lift coefficient. We show how the initial conditions and solution methodology affect which solution
is achieved. Notably, even 1° below the low limit in the hysteresis loop, an incorrect deep-stall result can be
obtained when using a free-stream initialization, due to poor iterative convergence. In contrast, potential-flow
initialization and unsteady RANS methods effectively produce the correct high-lift solution below the hysteresis
loop. A discretization analysis at a = 24° shows that six flow solvers produce consistent results to within a small
discretization uncertainty.

1. Introduction

Manoeuvring behaviour is a critical component in the development
of new ship concepts. The starting point when assessing manoeuvring
characteristics is often models based on a quasi-steady assumption, such
as that of Gertler and Hagen (1967) which is commonly used in the sub-
marine community (Renilson, 2018). Then, the hydrodynamic forces
and moments on a submarine are calculated by constant coefficients
multiplied by the vehicle’s instantaneous velocity and acceleration state.
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Static experiments or computations are typically used to generate coef-
ficients and unsteady effects are accounted for with added mass coef-
ficients, which do not account for the motion history. During the early
design phase as well as to account for ship scale performance, computa-
tional fluid dynamics (CFD) has become a practical tool for predicting
marine vehicle hydrodynamics. As the bulk of the computations will
be for steady conditions, computationally-efficient Reynolds-Averaged
Navier-Stokes (RANS) methods form the industry standard, and are the
only available option for ship scale assessment. Chen and Yao (2024)

Received 26 June 2025; Received in revised form 1 September 2025; Accepted 11 September 2025

Available online 25 September 2025
0029-8018/Crown Copyright © 2025 Published by Elsevier Ltd.
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

This is an open access article under the CC BY-NC-ND license


https://www.elsevier.com/locate/oceaneng
https://www.elsevier.com/locate/oceaneng

$k-\omega $


$10^\circ $


$22^\circ $


$4.9 \times 10^{12}$


$2.5 \times 10^9$


$1\%$


$1.4\%$


$Re_L= 4.6 \times 10^6$


$Re_L = 2.03 \times 10^9$


$10^6$


$70\%$


$10^6$


$3 \times 10^6$


$k-\omega $


$28^\circ $


$10^{-2}$


$10^{-3}$


$1 \times 10^{-4}$


$Re_c = 1\times 10^6$


$Re_c = 7.44 \times 10^6$


$Re_c = 7.44 \times 10^6$


$k-\omega $


$51 \times 10^6$


$Re_L = 250\times 10^6$


$15^\circ $


$y^+$


$Re_L = 250 \times 10^6$


$4.13^\circ $


$7.64^\circ $


$4.5^\circ $


$\beta _L \approx 4^\circ $


$\beta _T \approx 8^\circ $


$\gamma \approx 4.5^\circ $


$A_p$


$\approx 1\%$


$s_{LE}/2$


$\overline {c}$


$s_{LE}/2$


$s_{LE}/2$


$A_p$


$b$


$c_r$


$s_{LE}/\overline {c} \approx 1.24$


$c_t/c_r = 2800/3640 \approx 0.77$


$b = 2.9591$


$\overline {c} = 2.254$


$4.4\%$


$35^\circ $


$\overline {c} = 2.254~\mathrm {m}$


$21~\mathrm {m}$


$7\%$


$Re_c = 7.44 \times 10^6$


$50~\mathrm {m/s}$


$6.725~\mathrm {m/s}$


$Re_c = 10^6$


$\approx 22.6 \overline {c}$


$\alpha $


$z$


$\alpha $


$L$


$D$


$M_z$


$P$


$\tau _x, \tau _y, \tau _z$


\begin {align}&C_L, C_D = \frac {L,D}{0.5 \rho U_\infty ^2 A_p} , \label {eq:forces}\\ &C_{Mz} = \frac {M_z}{0.5 \rho U_\infty ^2 A_p \overline {c}} , \label {eq:moment}\\ &c_p,\tau _x^\prime , \tau _y^\prime , \tau _z^\prime = \frac {P,\tau _x,\tau _y,\tau _z}{0.5 \rho U_\infty ^2}. \label {eq:pressureShear}\end {align}


$Q$


$Q$


\begin {equation}\label {eq:pressureShear} Q^\prime = Q \left (\frac {\overline {c}}{U_\infty }\right )^2 ,\end {equation}


$Q$


$\boldmath {\nabla } {\boldmath {u}}$


$H=\mathbf {u} \cdot \boldsymbol {\omega }$


\begin {equation}\label {eq:pressureShear} H^\prime = \frac {H}{|\boldsymbol {\omega }| \cdot |\mathbf {u}|} ,\end {equation}


$\boldsymbol {\omega }$


$\mathbf {u}$


$k-\omega $


$k-\omega $


$k-\omega $


$k$


$\omega $


$k-\epsilon $


$\epsilon $


$k-\epsilon $


$k-\omega $


$k-\omega $


$\mu _t$


$\mu _t$


$k$


$\alpha $


$20^\circ \le \alpha \le 28^\circ $


$k-\omega $


$11 \times 10^6$


$55 \times 10^6$


$y^+$


$k-\epsilon ~Realizable$


$C$


$\alpha = 24^\circ $


$\alpha $


$\alpha $


$5/4$


$y^+$


$\alpha = 24^\circ $


$y^+$


$\delta _c$


$\delta _s$


$N$


$6.9 \times 10^6$


$185.5 \times 10^6$


$\alpha = 24^\circ $


$Re_c = 7.44 \times 10^6$


$E$


$I$


$\alpha = 24^\circ $


$Re_c = 7.44 \times 10^6$


$\Delta t U_\infty / \overline {c} = 0.22$


$\alpha $


$Re_c = 7.44 \times 10^6$


$\alpha $


$Re_c=7.44\times 10^6$


$18^\circ \le \alpha \le 24^\circ $


$\alpha =26^\circ $


$Q^{\prime }=0.07$


$\alpha $


$z/\overline {c} = 0.31$


$\alpha =24^{\circ }$


$\alpha _s$


$\alpha $


$C_L$


$\alpha _s$


$Re_c = 7.44 \times 10^6$


$Re_c = 10^6$


$\alpha _s$


$18^\circ $


$24^\circ $


$Re_c = 10^6$


$22^\circ $


$27^\circ $


$Re_c = 7.44 \times 10^6$


$5^\circ $


$Re_c = 10^6$


$4^\circ $


$Re_c = 7.44 \times 10^6$


$24^\circ $


$Re_c = 7.44 \times 10^6$


$C_L$


$C_L$


$C_L \approx 1.3$


$C_L$


$\pm 200$


$C_L \approx 1.1$


$C_L$


$C_L$


$C_L$


$\pm 3\%$


$24^\circ $


$C_L$


$C_L$


$C_L$


$C_D$


$\alpha = 24^\circ $


$Re_c = 7.44\times 10^6$


$C_L$


$z/\overline {c} = 0.887$


$\alpha = 26.5^\circ $


$Re_c = 7.44 \times 10^6$


$\alpha $


$C_L$


$\alpha =24^\circ $


$Re_c = 7.44 \times 10^6$


$\alpha =24^\circ $


$Re_c=7.44\times 10^6$


$C_L$


$Re_c = 7.44\times 10^6$


$\alpha =24^\circ $


$\mu /100$


$\mu /10$


$\mu $


$C_L$


$Re_c = 7.44 \times 10^6$


$C_L$


$\Delta t U/c = 0.22$


$L_\infty $


$10^{-6}$


$L_\infty $


$10^{-14}$


$10^{-6}$


$\alpha = 22^\circ $


$Re_c = 1\times 10^6$


$\alpha $


$\alpha $


$\alpha $


$10^{-4}$


$\alpha $


$\phi $


$r_i = h_i/h_1$


$h_i$


$i$


$i=1$


$\phi = \phi _0 + \alpha h^p$


$\phi _0$


$\alpha $


$p$


$p$


$0.5 \le p \le 2.05$


$p=1$


$p=2$


$\phi = \phi _0 + \alpha _1 h + \alpha _2 h^2$


$\Delta \phi = (\phi _{max}-\phi _{min})/(n_g - 1)$


$n_g$


$\phi _i-\phi _0$


$i$


$C_L$


$C_D$


$C_{Mz}$


$h = 1$


$h=3$


$C_L$


$h=0$


$C_{Mz}$


$p$


$Re_c = 7.44 \times 10^6, \alpha = 24^\circ $


$p$


$p=2$


$p=1$


$1\%$


$C_L$


$2\%$


$C_D$


$C_{Mz}$


$C_{Mz}$


$C_{Mz}$


$1-7\%$


$C_L$


$C_D$


$\alpha =24^\circ $


$Re_c = 7.44 \times 10^6$


$4.4 \times 10^6$


$61.2 \times 10^6$


$1\%$


$C_L$


$C_D$


$2.4\%$


$C_L$


$4.8\%$


$C_D$


$h=2.4$


$h=0$


$h=0$


$Re_c = 7.44 \times 10^6, \alpha = 24^\circ $


$\pm 2$


$C_L$


$C_D$


$C_{Mz}$


$\alpha = 22^\circ $


$Re_c = 1\times 10^6$


$c_p$


$\tau _x^\prime $


$c_p$


$x$


${\tau _x}^\prime $


$\alpha = 24^\circ $


$Re_c = 7.44 \times 10^6$


$\alpha =24^\circ $


$Re_c = 7.44 \times 10^6$


$c_p$


$c_p$


$\tau _x$


$z/b = 0.9$


$\alpha =24^\circ $


$Re = 7.44 \times 10^6$


$\alpha =24^\circ $


$\alpha \le 26^\circ $


$C_L$


$\alpha > 26^\circ $


$\alpha = 26.5^\circ $


$Re_c = 14.9 \times 10^6$


$Re_c = 7.44 \times 10^6$


$\alpha = 27.2^\circ $


$C_L$


$Re_c = 7.44 \times 10^6$


$26.5^\circ $


$\mu /4$


$Re_c = 29.8 \times 10^6$


$\mu /2$


$Re_c = 14.9 \times 10^6$


$\mu $


$Re_c = 7.44 \times 10^6$


$\mu $


$\alpha =27.2^\circ $


$\alpha =27.3^\circ $


$\mu /4$


$\mu /2$


$\mu $


$\alpha =27.2^\circ $


$\alpha = 27.3^\circ $


$\pm 14\%$


$27^\circ $


$27.5^\circ $


$\alpha $


$Re_c = 7.44 \times 10^6$


$\alpha $


$k=\dot {\alpha } \overline {c} / (2U_\infty )$


$Re_c = 7.44 \times 10^6$


$\alpha = 27^\circ $


$27.2^\circ $


$\alpha = 24^\circ $


$26.5^\circ $


$27^\circ $


$\approx 50\%$


$C_L$


$C_{Mz}$


$C_D$


$\alpha = 27.2^\circ $


$\alpha = 27.3^\circ $


$Re_c = 7.44 \times 10^6$


$20^\circ $


$27.3^\circ $


$20^\circ $


$\approx 0.09 \overline {c}$


$\alpha = 22^\circ $


$\alpha = 24^\circ $


$\alpha = 25.5^\circ $


$\alpha = 27.2^\circ $


$\alpha = 27.2^\circ $


$\alpha = 27.3^\circ $


$27.2^\circ $


$27.3^\circ $


$C_L$


$C_L$


$Re_c = 7.44 \times 10^6$


$2 \mu $


$Re_c = 3.72 \times 10^6$


$2\mu $


$Re_c = 3.72 \times 10^6$


$\alpha = 25.5^\circ $


$\alpha = 25^\circ $


$\alpha = 25^\circ $


$25^\circ < \alpha \le 27.2^\circ $


$Re_c = 7.44 \times 10^6$


$\alpha = 25.5^\circ $


$27.5^\circ $


$\alpha = 26.5^\circ $


$Re_c = 7.44 \times 10^6$


$t^\prime = t V_\infty / \overline {c} = 49$


$\alpha = 26.5^\circ $


$k = \dot {\alpha } \overline {c} / (2U_\infty )$


$\dot {\alpha }$


$\alpha = 24^\circ $


$k=7.27 \times 10^{-5}$


$\overline {c}/U_\infty $


$\alpha = 30^\circ $


$\alpha = 28^\circ $


$\alpha =24^\circ $


$k=-7.27 \times 10^{-5}$


$\alpha $


$\alpha = 27.47^\circ $


$0.27^\circ $


$\alpha = 25^\circ $


$\alpha =25^\circ $


$\alpha =24^\circ $


$\alpha = 25.5^\circ $


$k=-1.8 \times 10^{-6}$


$\alpha = 25^\circ $


$Re_c=1\times 10^6$


$Re_c=7.44\times 10^6$


$\alpha =24^\circ $


$\alpha $


$k-\omega $


$25^\circ < \alpha \le 27.2^\circ $


$Re_c = 7.44\times 10^6$


$1^\circ $


$3.2^\circ $


$\alpha =24^\circ $


$Re_c=1\times 10^6$


$18^\circ $


$9^\circ $


$Re_c = 7.44\times 10^6$


$k=1\times 10^{-4}$


$\alpha = 24^\circ $


$Re_c = 7.44 \times 10^6$

https://orcid.org/0000-0002-1103-8974
https://orcid.org/0000-0002-3787-5308
https://orcid.org/0009-0001-8945-5241
https://orcid.org/0009-0003-4727-8085
https://orcid.org/0000-0001-9371-7120
https://orcid.org/0000-0002-7526-6431
https://orcid.org/0000-0001-6029-028X
https://orcid.org/0000-0002-8208-0619
mailto:mark.bettle@ecn.forces.gc.ca
https://doi.org/10.1016/j.oceaneng.2025.122847
https://doi.org/10.1016/j.oceaneng.2025.122847
http://creativecommons.org/licenses/by-nc-nd/4.0/

M. Bettle et al.

recently demonstrated the process of evaluating Gertler and Hagen ma-
noeuvring coefficients for the SUBOFF submarine using RANS compu-
tations of steady captive motions. It is important to note that approxi-
mately 400 individual RANS computations were required in this study
and not all Gertler and Hagen coefficients were evaluated (such as those
for control surface deflections). The large number of required compu-
tations emphasizes the necessity for computationally-efficient methods
for this application. Yao et al. (2021) demonstrated a similar approach
of using RANS computations to evaluate manoeuvring derivatives for
fast-time free-running manoeuvring simulations of a surface ship.

A recent NATO Applied Vehicle Technology (AVT) collaboration on
the flowfield prediction for manoeuvring underwater vehicles (AVT-
301) used the BB2 generic submarine geometry to benchmark and val-
idate CFD methods for predicting both the hydrodynamic loads and
flowfields for underwater vehicles (NATO AVT-301 Task Group, 2022;
Toxopeus et al., 2022). The BB2 geometry was defined jointly by the
Maritime Research Institute Netherlands (MARIN) and Defence Science
and Technology Group (DSTG) to enable collaborative hydrodynamic
studies of underwater vehicles, including the assessment of CFD meth-
ods. It is a variant of the Joubert concept submarine (Joubert, 2006),
which incorporates modifications for improved stability and control
characteristics, such as enlarged tailplanes (Bettle, 2014; Overpelt et al.,
2015). Several physical models of the BB2 submarine have been built
for hydrodynamics experiments, including MARIN’s free-running model
(Overpelt et al., 2015), DSTG wind tunnel models (Lee et al., 2023,
2024), and a towing tank model (Kim et al., 2023). In the large AVT-301
collaboration, participants performed CFD computations of steady cap-
tive BB2 motions that are typically used for manoeuvring coefficient
evaluation. A good general agreement was obtained between RANS-
based predictions and DSTG wind tunnel experiments for the mean flow
field and overall hydrodynamic loads for the BB2 at drift angles of O
and 10 degrees. However, inconsistent results were obtained for dif-
ferent RANS predictions of the hydrodynamic loads on the submarine
undergoing steady rotation. There was large scatter even when only
considering results for Menter’s k — @ Shear Stress Turbulence model
(SST) (Menter, 1994; Menter et al., 2003), which is a popular model
for marine vehicle applications. Rotating arm experiments conducted
by QinetiQ (Thompson, 2017) were provided to the AVT-301 group for
comparison of overall hydrodynamic forces and moments for several
drift angles and rotation rates. While some CFD simulations agreed bet-
ter than others with the experiments, none agreed satisfactorily for all
force and moment components and all conditions. A breakdown in CFD
hydrodynamic loads by component (hull, sail, sail planes, aft control
surfaces) showed that the scatter was due to differences in force predic-
tions for the aft control surfaces (ACS). An analysis of the CFD flow field
showed that this was a result of some computations predicting stall for
two of the ACSs while others predicted stall for one of them or neither
of them. Since only the total vehicle hydrodynamic forces and moments
were measured in the experiments, it could not be determined conclu-
sively which ACSs were stalled (if any) in the experiments. Rudder stall
was not an issue in the wind tunnel validation case because the steady
10° drift angle was well below the stall angle, whereas in the rotating-
arm cases, the local drift angle at the aft control surfaces ranged up to
approximately 22°.

The primary objective of this paper is to examine the inconsisten-
cies in the AVT-301 RANS predictions of submarine ACS flows at high
incidence through a detailed solution verification study (see (Eca et al.,
2010) for a description of solution verification), aiming to enable more
reliable and repeatable RANS-based predictions for applications such
as manoeuvring coefficient evaluation. It can be argued that RANS is
not suitable for studying stall behaviour but that one should use scale-
resolving methods. In particular, the statistically unsteady flow of a
separated stall flow condition cannot be meaningfully represented by
steady RANS. The aim of this paper is not to accurately compute the
stalled flow condition with RANS. Our focus is on achieving consistent
and reliable force and moment predictions for a given RANS model up
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to the point of stall. This includes consistent and repeatable predictions
of the critical angle of attack at which stall occurs. The pre-stall data
is generally what is required for manoeuvring coefficient evaluation for
traditional manoeuvring models, which were not designed to capture
the sudden changes in forces and moments that occur during stall. A re-
cent review of CFD methods for underwater vehicles by He et al. (2024)
shows that Large Eddy Simulation (LES) has become an indispensable
tool for understanding details in the flow. It is particularly useful for
cases where resolving turbulence is critical, such as hydroacoustic ap-
plications (Rocca et al., 2022). However, LES is not yet widely used due
to computational expense, which increases significantly with Reynolds
number. Liefvendahl and Fureby (2017) estimate that 4.9 x 10'? grid
cells are needed to perform wall-resolved LES computations for a con-
ventional submarine at full-scale conditions, which is well beyond the
capacity of computers today. In contrast, wall-modelled LES (WMLES)
is estimated to require approximately 2.5 x 10° cells, a size that is now
feasible for computing a limited number of conditions but is too expen-
sive for exploring the large solution spaces required for the generation
of hydrodynamic coefficients for a manoeuvring model. There is also
increased interest in hybrid RANS-LES methods that solve the RANS
equations near wall boundaries to reduce computational expense while
resolving most of the turbulent length scales elsewhere with LES. This
would relax the grid cell count further but the need for transient simu-
lations still makes this infeasible. Due to the relatively low expense of
RANS methods at full scale, they are expected to continue being a cen-
tral tool for practical marine vehicle hydrodynamics analyses for many
years to come, particularly for manoeuvring applications where the de-
sired output is the integrated hydrodynamic forces and moments.

Further, a primary focus to-date has been on model-scale compu-
tations due to the widespread availability of high-quality benchmark
and validation data, but there is increasing interest in simulating full-
scale conditions (Terziev et al., 2022). A recent full-scale validation
study of the delivered power for a 180-meter long cargo vessel, (Orych
et al., 2021), showed a very close agreement, with a comparison error
of around 1%, between sea trials and RANS simulations with an explicit
algebraic stress turbulence model and wall roughness modelling. An im-
portant component of this study was the use of systematic grid refine-
ment to estimate numerical uncertainty, which was reduced to 1.4%.
The study was extended to 14 different vessels by Korkmaz et al. (2023)
with similar good agreement. Pereira et al. (2017) performed a liter-
ature survey of RANS computations for the KRISO Very Large Crude
Carrier 2 (KVLCC2), for which they found 160 results at model scale
(Reynolds number based on length of Re; = 4.6 x 10°) and full scale
(Re; =2.03 x 10°). They found significant scatter in predictions of the
resistance coefficient, particularly for results based on grids with less
than 10° cells, in which case the comparison error with experiments
ranged up to 70%. They then performed a thorough numerical uncer-
tainty study with 14 RANS turbulence models at model scale and four
models at full scale, which showed that the turbulence model can have
a significant effect on integrated forces as well as flow fields. Recently,
several joint workshops have been performed within the JoRes project!
for powering predictions and by Chalmers for pure resistance (Lopes
et al., 2025). These studies highlight the potential for RANS to provide
accurate predictions of ship hydrodynamics while also emphasizing the
requirement for careful verification and validation studies for obtaining
reliable predictions. We remark that all studies in full-scale have been
performed for steady straight ahead conditions.

To work towards manoeuvring assessment in full-scale, the NATO
AVT-392 working group was formed in 2023 as a follow-on to AVT-301
to assess numerical predictions of flow around marine rudders, with a
focus on large angles of attack around the stall point in both model and
full-scale. While there have been several studies done on high aspect-
ratio wings and 2D airfoils for aerodynamics applications, there are

! https://www.jores.net
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relatively few studies in the open literature on low-aspect ratio wings,
which are more directly relevant to marine vehicles. One of the largest
studies was done by Whicker and Fehlner (Whicker and Fehlner, 1958),
which considered effective aspect ratios in the range of 1 to 3 at
Reynolds numbers based on chord from 10° to 3 x 10°. These experi-
ments provided a valuable dataset that continues to be used for empir-
ical predictions of hydrodynamic forces and moments for marine vehi-
cles (Molland and Turnock, 2022). However, this dataset did not contain
flow field measurements, which are important for more comprehensive
validation of numerical predictions and physical insight on stall phe-
nomenon. It is also hypothesized that the large discrepancies observed
in the CFD predictions for AVT-301 may be related to flow hysteresis,
which was not studied in the Whicker and Fehlner experiments. To fill
the gap in desired experimental validation data, the AVT-392 group has
defined a new generic rudder geometry. It is designed to be used for
wind tunnel experiments in which a floor (or wall) mounting gives an
overall flow condition that is relevant for submarine ACSs, using the
BB2 as a guide for this. However, the new rudder’s overall characteris-
tics — low aspect ratio, taper, and NACA0016 profile — make it relevant
as a general benchmark geometry for numerical studies of marine vehi-
cle control surfaces. In this paper, we present this geometry for the first
time and use it to benchmark RANS-based predictions of its static stall.

Other studies have highlighted the challenges of predicting stall us-
ing RANS models. Kamenetskiy et al. (2014) present evidence for the
existence of multiple RANS solutions with the Spalart-Allmaras (SA) and
Wilcox two-equation k — @ turbulence models. This was demonstrated
with the NACA0012 airfoil and a high-lift trap wing configuration, at
large angles-of-attack around the stall point. For coarse-grid computa-
tions of the trap wing at an angle of attack of 28°, eight distinct solu-
tions were obtained with the SA model and three were obtained with
the Wilcox model. All solutions were converged to machine accuracy. A
grid refinement study was conducted with the SA model and the number
of solutions was reduced to two for the finest grid, indicating that some
coarse-grid results might be spurious numerical artifacts rather than so-
lutions to the continuous partial differential equations. The occurrence
of multiple solutions was attributed to smooth body separation, an as-
pect of many flows of practical interest. The authors emphasize that
the CFD community should be aware of this phenomenon of multiple
solutions and should place greater emphasis on obtaining reliable, con-
verged solutions. It should also be noted that several turbulence closures
have been demonstrated to have non-unique solutions (Rumsey, 2007)
and the interaction of such model properties with stalled flow regions
is likely to be problematic.

In some cases, two flow solutions can arise due to flow hystere-
sis. This is a phenomenon whereby fully attached and massively sep-
arated flow can be observed at the same angles of attack, depending
on whether the angle of attack is increasing or decreasing. This phe-
nomenon has been observed experimentally for several airfoils (Broeren
and Bragg, 2001; Hristov and Ansell, 2018) and for a NACA0020 rudder
with an aspect ratio of 2 in the recent work by Simonet et al. (2024).
Richez et al. (2016), Busquet et al. (2021), and Sereez et al. (2024)
have also studied airfoil and wing hysteresis and bifurcation behaviour
numerically. Hysteresis is typically studied under quasi-static condi-
tions where the rate of change of the angle of attack is small enough
to not play a dynamically important role. Interestingly, it has been
observed both experimentally (Zaman et al., 1989) and numerically
(ElAwad and ElJack, 2019) that close to stall the lift undergoes low
frequency oscillations with a Strouhal number on the order of 1072,
which is an order of magnitude less than those observed for bluff body
separation. In 2D simulations, Busquet et al. (2021) observed instabil-
ities with Strouhal numbers on the order of 10~ for the 0A209 foil
close to stall. However, Sarras and Marquet (2024) later demonstrated
for the NACA0012 that the most unstable mode close to stall is three-
dimensional, and a pure two-dimensional mode is therefore unlikely to
be important in practice. To comply with the quasi-static condition, the
rate of angle of attack adjustment may need to be significantly slower
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than the time scale of the low frequency flow oscillation close to stall.
Le Fouest et al. (2021) performed experiments with a NACA0018 blade
and found that it takes on the order of 50 convective times for the stall
process to complete when rotating slowly past the critical angle. This in-
cludes a reaction delay of 32 convective times during which the critical
stall angle is exceeded but there is little change in lift. They recommend
that “conventional measurements of the static stall angle and the static
load curves should be conducted using a continuous and uniform ramp-
up motion at a reduced frequency around 1 x 1074” (Le Fouest et al.,
2021). Given this strict time scale restriction it is likely that manoeu-
vres in a practical setting will involve non-negligible dynamic effects,
and the static stall predictions should be supplemented by information
regarding the rudder dynamic stall. The present work is confined to
static and quasi-static conditions, i.e., for fixed and slowly changing
angles of attack. We plan to evaluate dynamic effects in a follow-on
study.

This paper is structured as follows. We first describe the development
of the AVT-392 rudder in Section 2 and define the flow and bound-
ary conditions for a collaborative numerical benchmark in Section 3. In
Section 4, we describe our approach to solving this benchmark with
the aim of investigating the inconsistencies in RANS predictions of con-
trol surface stall observed in AVT-301. The study is conducted in two
phases for this purpose: in the first, each participant performs computa-
tions independently with their best practices for meshing and solution
procedure, similar to those used for the AVT-301 study with the BB2.
The purpose of this phase is to see if the scatter in stall predictions ob-
served for the BB2 ACS during steady turning is reproduced with the
new isolated rudder geometry. In the second phase, a common set of
grids and the SST turbulence model are used to perform a discretization
uncertainty analysis and explore the effect of initialization and solution
strategy. The same turbulence model and grid set are then used to iden-
tify a static hysteresis loop. The two stages were done at Reynolds num-
bers based on mean chord of Re, = 1 x 10° and Re, = 7.44 x 10, except
the hysteresis loop was only investigated at Re, = 7.44 x 10°. The trends
were consistent for both conditions so this paper will mainly focus on
the higher Reynolds number, which is representative of a full-scale con-
dition. Our results, which include a comprehensive discretization uncer-
tainty analysis comparing six flow solvers and six geometrically-similar
grids, are presented in Section 5. The paper ends with a summary of key
findings and recommendations in Section 6.

2. Rudder geometry definition

The new benchmark rudder geometry defined for this work is derived
from the BB2 ACS, which are shown in Fig. 1. These ACS are based on a
NACAO0016 profile. Some modifications were made to adapt this geome-
try for planned wind tunnel testing, where the root of the rudder is to be
mounted on a flat tunnel floor instead of the curved BB2 tail cone. RANS
computations of the BB2 undergoing straight-and-level flight (zero flow
incidence with respect to the hull axis) were run to determine the rel-
ative flow incidence angles at the ACS’s tips and leading and trailing
edges. The commercial flow solver Ansys CFX and the 2003 version of
Menter’s kK — w SST model (Menter et al., 2003) were used for these com-
putations. A half-body hybrid mesh with 51 x 10° cells on the starboard

i

Fig. 1. Photo of MARIN’s free-running BB2 model.
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Fig. 2. RANS prediction of symmetry-plane streamlines (green) around the
stern of the BB2 (grey) for Re, = 250 x 10°. The blue lines show the rotational
projection (about the hull axis) of the aft control surface planform onto the sym-
metry plane. Velocity vectors are shown at the midpoints of the leading edge
(LE), trailing edge (TE), and tip of the projected planform. The angles displayed
are with respect to projected LE and TE normal vectors and the planform tip
tangent vector (red lines).

side of the BB2’s plane of symmetry was used, which was previously
developed and tested by Defence Research and Development Canada
(DRDC) - see mesh ‘Grd22-Sf-L5’ in Bettle (2020) for complete mesh
details. These computations were run at a Reynolds number based on
submarine length of Re; = 250 x 10%, which corresponds to a full-scale
BB2 speed of approximately 8 knots in 15°C seawater. For this condition,
the average first-node y* over the BB2 surface was 0.75. Fig. 2 shows
the computed streamlines around the stern of the BB2 on the symmetry
plane. The planform outline of one ACS was rotated about the hull axis
to the symmetry plane under the BB2 hull, as shown by the blue outline
in Fig. 2. This shows the relative angle between the leading edge, trail-
ing edge, and tip with respect to the flow around the hull at the axial
position of the aft control surfaces. The streamlines are tangent to the
hull at the root of the ACS, but they become noticeably more aligned
with the free-stream at the ACS tip.

Since it is not possible to replicate the diverging, curved streamlines
around the hull in the planned wind tunnel experiments, it was decided
to approximately match the relative flow incidence at the midpoints of
the leading edge, trailing edge, and tip, for zero rudder deflection. These
flow incidence angles, shown in Fig. 2, were calculated to be 4.13°, 7.64°,
and 4.5°, respectively. These angles were rounded and used to set the
leading edge sweep (f; ~ 4°), trailing edge sweep (f; ~ 8°), and the tip
inclination angle (y ~ 4.5°) for the AVT-392 benchmark geometry, as
shown in Fig. 3. The AVT-392 rudder is constructed with NACA0016
profiles that are parallel to the root chord. Like the BB2 rudders, the
trailing edge is truncated using a 15 mm fillet at full scale, which short-
ens the chord by ~ 1% (the precise truncation percentage varies with
span due to taper), as shown in Fig. 4. An approximate mean chord, ¢, is
used for the reference chord. It is defined to be the chord of the under-
lying NACA0016 profile (prior to rounding/truncation) at the leading
edge mid-span, s; /2, as shown in Fig. 3. This is only an approximation
to the mean chord as it neglects the small slanted tip region above the
leading edge span in addition to the trailing edge truncation/rounding.
The rotation axis for the AVT-392 rudder is normal to the root chord and
passes through the quarter-chord of the NACA0016 profile at s; j; /2. The
reference planform area for the AVT-392 rudder, A, is approximated by
the area enclosed by the underlying untruncated NACA0016 planform,
shown in red in Fig. 3. It includes the slanted tip region but does not
account for the trailing edge rounding or the slightly-domed tip. These
choices for reference parameters were done because they are defined
exactly, they approximate the true geometry with only a small error
(less than 1% for planform area and order of 1% for mean chord), and
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Table 1
Geometric parameters for the AVT-392 rudder.

Symbol [unit] Parameter Full Scale Model Scale (NRC)

A Scaling Ratio 1 1:1.428571 (0.7:1)

b [m] Total span (root to tip) 4.2273 2.9591

¢, [m] Root chord 3.6058 2.5240

s g [m] Leading edge span 4.000 2.800

1 [m] Reference chord 3.220 2.254

A, [m?] Reference area 13.188 6.46212

B [°] Leading edge sweep tan~!(28,/400) ~ 4.00°

pr [°] Trailing edge sweep tan~'(590.8/4220) ~ 7.97°

v [°] Tip inclination tan™1(220/2769.2) ~ 4.54°
Table 2

Specified flow properties.

Quantity Value(s)

Free stream velocity, U,
Air density, p

Air viscosity, u

Re, =pU,c/u

50 m/s, 6.725 m/s
1.204 kg/m?

1.825x 107 Pa-s
7.435 % 10°, 1.0 x 10°

it is anticipated that some comparison studies may be made in the fu-
ture that look at variations in the tip and trailing edge details, while
retaining the underlying NACA0016 profiles. A summary of the overall
dimensions for the AVT-392 rudder are given in Table 1, for full scale
and a 70% model scale selected for wind tunnel experiments that are
being planned at the National Research Council of Canada’s (NRC) 9-
meter low-speed wind tunnel in Ottawa, Canada. Here, the total span,
b, and root chord, c,, are for the actual AVT-392 rudder geometry with
trailing edge rounding and domed tip (the slightly different values for
the underlying NACA0016 are shown in Fig. 3). Note that the original
BB2 rudders are split part way along the span into a hull-fixed portion
and a rotating portion (see Fig. 1) whereas the AVT-392 geometry is
defined as an all-moving rudder. For comparison with other finite wing
geometries, the AVT-392 rudder’s untruncated NACA0016 base plan-
form without the slanted tip has an aspect ratio of s; /¢ ~ 1.24 and a
taper ratio of ¢,/c, = 2800/3640 ~ 0.77.

3. Benchmark Problem Definition
3.1. Domain and boundary conditions

The flow and boundary conditions are set for this benchmark CFD
study to approximately match those expected for the planned experi-
ments at NRC’s 9-meter tunnel. A 70% geometric scale is selected for
the physical model, giving a span (from floor to tip) of b = 2.9591 m and
a reference chord of ¢ = 2.254 m, as indicated in Table 1. At this scale,
the blockage ratio of the rudder in the tunnel is approximately 4.4% for
a rudder deflection of 35°. The rudder geometry is placed in the simpli-
fied tunnel domain shown in Fig. 5. The root of the rudder is placed on
the tunnel floor. A uniform-flow inlet boundary is placed 21 m upstream
of the rudder’s rotation axis to develop a boundary layer thickness that
is consistent with that estimated for the empty NRC wind tunnel at that
location (approximately 7% of the root-to-tip span at Re, = 7.44 x 10°).
Two velocities are specified for the inlet: 50 m/s to match the antici-
pated maximum speed for the NRC tunnel tests and 6.725 m/s to give
a Reynolds number of Re, = 10°. A pressure outlet boundary is placed
~ 22.6¢ downstream of the rudder axis, where the reference pressure is
set to zero. The floor and rudder boundaries are given a no-slip bound-
ary condition while the sides and top boundaries of the tunnel are given
free-slip (zero wall shear stress) boundary conditions. Several angles-
of-attack, a, are simulated by rotating the rudder about the negative
z-axis, as indicated by the coordinate system in Fig. 5, to determine the
static stall angle. By this convention, positive a gives positive lift. The
specified flow properties and boundary conditions are summarized in
Table 2 and Table 3, respectively.
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Fig. 3. Planform view of the AVT-392 rudder (right, shaded grey) and the underlying NACA0016 planform used for geometry construction (red). The reference area
A, is taken to be the area bounded by the red lines. Dimensions are given in millimetres at full scale.
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Fig. 4. AVT-392 rudder trailing-edge rounding at the leading edge mid-span,
sy /2, relative to the underlying NACA0016 profile (red dashed lines) used for

geometry construction.

Table 3
Specified boundary conditions.
Boundary Boundary Condition
Inlet Velocity in the x-direction set to U_,,
velocity in y- and z-directions set to zero,
turbulent intensity set to 1%,
and eddy viscosity ratio (u/u,) set to 1.
Outlet Pressure (or average pressure) set to 0.
Rudder

Smooth, no-slip wall
Smooth, no-slip wall
Free-slip wall (wall shear stress set to zero)

Tunnel floor
Tunnel sides and top

3.2. Data normalization

The lift, L, drag, D, yawing moment about the rudder’s rotation axis,
M,, pressure, P, and wall shear stress components, 7, 7,, 7., are made

non-dimensional as follows:
L,D

C,,Cp=—2"
PP 050024,

M.

< Cumz 3

. S 2
0.5pU2 A, 2

Pt .,7,7T

x>ty bz

ettt = 2T 3)
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Vortex structures are visualized using iso-surfaces of the Q-criterion,
Q, as proposed by Hunt et al. (1998), which is normalized as follows:

—\2
=g &
Q—Q<Uoo>, G

where Q is the second invariant of the velocity gradient tensor, Vu. The

helicity, H = u - @, is used to show the sense of rotation of vortices and
it is made non-dimensional as follows:

()

where  and u are the vorticity and velocity vectors, respectively.

4. Methodology

This collaborative study, involving a total of ten organizations and
six flow solvers, is divided into two phases. In the first phase, partic-
ipants perform computations using their own grids and solver meth-
ods independently of each other. The purpose of these initial computa-
tions is to see if the scatter observed in AVT-301 for the BB2 is repro-
duced with the newly-defined rudder on a plane boundary in place of
the hull form. In the second phase, a common set of grids and Menter’s
k — w SST turbulence model are used by all participants to more directly

compare the effects of different CFD solvers and solver settings. Incom-
pressible flow solvers with second-order accurate spatial discretization
schemes and double-precision numerics are used for both phases. De-
scriptions of the SST turbulence model and all flow solvers are given in

Subsections 4.1 and 4.2. This is followed by a summary of Phase 1 and
Phase 2 computations, respectively.



M. Bettle et al.

Ocean Engineering 342 (2025) 122847

Fig. 5. Computational domain and coordinate system used for the benchmark CFD study, ¢ = 2.254 m.

4.1. SST turbulence model

The focus of this study is on the k — @ SST turbulence model proposed
by Menter (1994). This two-equation eddy viscosity model solves a k — @
model near solid, no-slip boundaries, where k is turbulent kinetic energy
and w is the specific dissipation rate. This enables grids to be resolved
into the viscous sublayer without the use of damping functions required
in k — e formulations (where ¢ is turbulent dissipation). Away from solid
boundaries and out to the far-field, it switches to a k — ¢ model using a
blending function. This avoids the strong sensitivity to free-stream tur-
bulence level observed for the kK — w model. This blending is also present
in Menter’s baseline (BSL) k — @ turbulence model (Menter, 1994). The
SST model addresses the over-prediction of eddy viscosity, y,, in the
BSL model by modifying the formulation for y, to account for the trans-
port of turbulent shear stress. This improves the prediction for the onset
and amount of flow separation from smooth surfaces (Menter, 1994), an
important characteristic for the present study.

As documented on the NASA Langley Research Center Turbulence
Modeling Resource Website (NASA Langley Research Center, 2025),
there are several variations of the SST model. The original model de-
scribed in the 1994 publication (Menter, 1994) will be referred to here
as SST-1994. Several minor updates were made in a revision described
by Menter et al. (2003). This version will be referred to as SST-2003.
The primary change was the use of the strain invariant rather than mag-
nitude of vorticity in the definition of eddy viscosity, but there was also
a change in production limiters and minor changes to a couple of coef-
ficients. For some solvers, there is a mixture of versions or the precise
formulation is not known - for these non-standard variants, we use the
designation “SST-ns”.

It should be noted that the SST model is sensitive to grid resolution,
but the solution is unique for a given combination of grid and numerical
method (Rumsey, 2007), and the bifurcation of the solutions near stall
should therefore not be a result of a pure turbulence model bifurcation.

4.2. CFD solvers

4.2.1. Ansys CFX
Ansys CFX is a multi-purpose commercial CFD software which uses a
node-centred finite-volume method. All solution variables are co-located

at the mesh nodes and control volumes for the conservation equations
are constructed around each node using the median-dual scheme. Finite-
element shape functions are used to interpolate quantities to the in-
tegration points on the control volume surfaces for the evaluation of
surface fluxes. In order to avoid a decoupled/checkerboard pressure
field, the discretization of mass flows through control volume surfaces is
based on the method of Rhie and Chow (1983), which was modified by
Majumdar (1988). Ansys CFX uses a coupled solver in which the dis-
cretized mass and momentum equations are solved together as one sys-
tem of equations. The steady-state CFX solver uses a pseudo timestep for
iterative convergence. At each pseudo timestep, the linearized equations
are solved using an additive correction algebraic multigrid method.

DRDC and the University of New Brunswick (UNB) used version
2022R2 of Ansys CFX for this study. UNB used the steady-state solver for
Phase 1. DRDC used the steady solver for Phase 1, and both the steady
and unsteady solvers for Phase 2. DRDC also used a cylindrical rotat-
ing domain and sliding interface to perform unsteady RANS (URANS)
computations of the rudder rotating at a slow constant rate in Phase 2.
All DRDC URANS computations are done using second order temporal
discretization.

4.2.2. Ansys Fluent

Ansys Fluent is a multi-purpose commercial CFD software with a va-
riety of physical modelling capabilities, including multi-phase and dis-
crete phase models, conjugate heat transfer, chemical reactions, and
acoustics among others. The code uses a cell-centred finite volume
method to solve the conservation equations on unstructured grids. Ansys
Fluent defaults to using a least squares gradient reconstruction to com-
pute the control volume surface fluxes, but also has Gauss Green cell-
based and Gauss Green node-based methods. Like Ansys CFX, the Rhie
and Chow (1983) method is used to avoid non-physical pressure distri-
butions with the collocated velocity and pressure fields. Several SIMPLE-
like segregated solution algorithms are available, as well as a coupled
algorithm with the capability of running on GPU-based architectures.
The linearized equations are solved with an additive correction based
algebraic multigrid method. Finally, like the other commercial solvers,
Fluent contains turbulence models for all relevant industry standard
methods (i.e. RANS, Detached-Eddy Simulation (DES), LES), and can
be run with either steady-state or transient schemes.
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DSTG used Version 2021R1 of Ansys Fluent for Phase 1 computa-
tions, using the steady-state solver and Gauss Green node-based method.
UNB used Version 2024R2 for Phase 2, using the unsteady solver and
the least square gradient construction for surface fluxes.

4.2.3. REFRESCO

REFRESCO (Vaz et al., 2009) is MARIN’s in-house CFD solver, which
is based on a finite volume discretization of the continuity and momen-
tum equations written in strong conservation form. The solver uses a
fully-collocated arrangement and a face-based approach that enables
the use of cells with an arbitrary number of faces. Picard linearisation is
applied and segregated or coupled approaches are available with mass
conservation ensured using a SIMPLE-like algorithm (Klaij and Vuik,
2013) and a pressure-weighted interpolation technique to avoid spuri-
ous oscillations (Miller and Schmidt, 1988). Several alternative math-
ematical formulations can be used to solve turbulent flow. Thorough
code verification is performed for all releases of REFRESCO (Eca et al.,
2016).

MARIN used Version 2023.9 of REFRESCO for Phase 1 and Version
2024.1 for Phase 2, in all cases using the segregated solver. To com-
pute the flow at several angles of attack in Phase 2, MARIN used grid
deformation of the conformal DRDC grid within REFRESCO.

4.2.4. STAR-CCM +

STAR-CCM + is a generic multi-purpose commercial flow solver
originally developed and distributed by CD-Adapco, and now part of
Siemens PLM Software engineering suite. This is a finite-volume-based
solver running with unstructured meshes composed of arbitrary shaped
cells (hexahedra dominant or polyhedra). It provides a range of mod-
els for turbulence, as well as many other capabilities relevant to marine
applications such as multiphase flows and mesh motions. Steady-state
RANS approaches and unsteady LES and DES are available. Steady or
unsteady flows can be resolved by means of a coupled solver or a seg-
regated solver using predictor / corrector algorithm to couple pressure
and velocity (SIMPLE-like algorithm). It uses co-located variables with
a Rhie-Chow type pressure-velocity coupling. Note that the SST turbu-
lence model in STAR-CCM + is based on the 1994 model coefficients
but the modulus of the strain rate tensor is used instead of the vorticity
tensor, and so it can not be categorized as either the 1994 or 2003 ver-
sion. Also, by default, the STAR-CCM + does not use the 1994 or 2003
production limiter. There is no limiter enforced on the production of k;
instead, there is an additional limiter on the turbulent viscosity based
on Durbin’s realizability constraint.

QinetiQ used STAR-CCM + version v16.06 for Phase 1 and v2210 for
Phase 2. Naval Group (NG) used v2210 for both phases, and Chalmers
University of Technology (Chalmers) used v2310 for Phase 2. The segre-
gated solver with the SIMPLE-like algorithm was the approach employed
by all institutes using STAR-CCM +.

4.2.5. OpenFOAM

The open-source CFD toolkit OpenFOAM (https://openfoam.com/)
provides a large set of solvers for a multitude of flow problems, rang-
ing from incompressible single-phase problems to multiphase flows with
mass transfer, combustion, and compressibility. The spatial discretiza-
tion is performed using a cell-centred co-located FV method for un-
structured meshes with arbitrary cell-shapes, and a multistep scheme
is used for the time derivatives. To complete the FV-discretization the
face fluxes need to be reconstructed from grid variables at adjacent cells,
requiring interpolation of the convective fluxes and difference approxi-
mations for the inner derivatives of the diffusive fluxes; see Weller et al.
(1998) for more details on the discretization and the numerics used in
OpenFOAM.

For this study, The Swedish Defence Research Agency (FOI) used
OpenFOAM v2212 with the simpleFoam application for Phase 1 com-
putations. The Institute of Marine Engineering within Italy’s National
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Research Council (CNR-INM) used OpenFOAM v2306 for Phase 2, also
here with simpleFoam.

4.2.6. NavyFOAM

NavyFOAM (Kim et al., 2017) is an integrated Computational Fluid
Dynamics package based on OpenFOAM (Weller et al., 1998), developed
at the Naval Surface Warfare Center Carderock Division (NSWCCD).
NavyFOAM was funded by the Department of Defense High Performance
Computing Modernization Program (HPCMP) under the Computational
Research and Engineering Acquisition Tools and Environments (CRE-
ATETM) Ships Hydrodynamics Program, Office of Naval Research, and
internal Naval Innovation Science and Engineering (NISE). NavyFOAM
includes a number of features and advanced capabilities such as dis-
cretization schemes, advanced turbulence models, single- and multi-
phase flow solvers and customized post-processing utilities not included
in OpenFOAM. The functionalities of NavyFOAM are specifically tai-
lored to naval applications ranging from surface ships (Aram and Kim,
2017) to submarines (Kim et al., 2013), cavitation (Kim and Brewton,
2008), propeller flow analysis (Kim et al., 2010) and surface roughness
(Vargas et al., 2019). RANS, LES, and laminar to turbulent transition
models (Aram et al., 2022) are also part of NavyFOAM’s capabilities.
The software was developed with the objective of reducing the length
of design cycles for ships but is also used for examining resistance, pow-
ering, and manoeuvring. NavyFOAM includes single- and multi-phase
RANS flow solvers. NSWCCD used NavyFOAM for Phase 2 computa-
tions.

4.3. Phase 1: Initial Predictions

In Phase 1, participants were asked to use their own grids and numer-
ical methods to determine the static stall angle for the AVT-392 rudder,
to within one degree or less, given the benchmark conditions specified
in Section 3. The minimum range for static a values used in all cases
was 20° < a < 28°, but some participants had to expand that range to
capture stall. Seven different institutions performed computations with
five different flow solvers for Phase 1, as summarized in Table 4. Var-
ious mesh types were used, with cell counts ranging from 11 x 10° to
55 x 10, In all cases, the first cell layer at the rudder surface was set to
resolve the boundary layer to an average y* of 1 or less. Most partici-
pants used the SST turbulence model, but some used the seven-equation
Baseline Reynolds Stress (BSL-RSM) model (Ansys, Inc., 2022) and the
k — € Realizable model (Shih et al., 1994). While this is not the focus
of the present paper, DSTG studied the use of a corner flow correction
for the SST model implemented in Ansys Fluent in which case a corner
flow correction coefficient, C, is indicated; this is considered a sepa-
rate model from the base SST model, and is not used for the subsequent
verification study.

4.4. Phase 2: Verification Study

4.4.1. Grids

The common grids for Phase 2 were generated by DRDC using the
commercial meshing software Fidelity Pointwise, Version 18.6R3. A
block-structured topology with only hexahedral cells was used for com-
patibility with all flow solvers. Fig. 6 shows the surface grid on the AVT-
392 rudder and nearby floor and wall boundaries, and Fig. 7 shows
the block structure used for the inflation region around the rudder. The
block structure was carefully constructed around the tip trailing-edge re-
gion of the rudder, as shown in Fig. 8, to conform precisely to the rudder
geometry while achieving high quality grid metrics (e.g., by avoiding
small internal angles and large aspect ratios). Two grid types were gen-
erated, as contrasted in Fig. 6: 1) a conformal grid in which there is
a 1:1 connection between all cell nodes in the domain, and 2) a non-
conformal grid with a sliding interface between a fixed tunnel mesh
region and a cylindrical region surrounding the rudder. The cylindri-
cal region spans the entire height of the tunnel domain and is identical
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Table 4
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Summary of Submissions for Phase 1: Initial Predictions. SST-ns indicates a non-standard version of
Menter’s k — @ SST model.

Sub. Organization  Re, Solver Turbulence model =~ Mesh type Cells Ave. y+
1-1 DRDC 7.44E6  Ansys CFX SST-2003 Hex 55M ~0.4
1-2 MARIN 7.44E6 REFRESCO SST-2003 Hex 12.6M ~ 0.06
1-3 QinetiQ 7.44E6 STAR-CCM + SST-ns Trimmed ~18M ~0.2
1-4 QinetiQ 7.44E6  STAR-CCM+ SST-ns Hex 55M ~0.2
1-5 Naval Group 7.44E6  STAR-CCM+ SST-ns Hex dominant  36M ~1
1-6 DSTG 7.44E6 Ansys Fluent SST-2003 Hex/Tet 41M ~0.5
1-7 DSTG 7.44E6 Ansys Fluent SST-2003, C =1 Hex/Tet 41M ~ 0.5
1-8 DSTG 7.44E6 Ansys Fluent SST-2003, C = 0.5 Hex/Tet 41M ~ 0.5
1-9 DSTG 7.44E6 Ansys Fluent SST-2003, C =2 Hex/Tet 41M ~0.5
1-10 DSTG 7.44E6 Ansys Fluent k — € Realizable Hex/Tet 41M ~0.5
1-11 DSTG 7.44E6 Ansys Fluent BSL-RSM Hex/Tet 41M ~0.5
1-12 UNB 7.44E6 Ansys CFX BSL-RSM Hex 55M ~ 0.4
1-13 FoI 7.44E6 OpenFOAM SST-ns Hex dominant 41M ~ 0.25
1-13  DRDC 1.00E6  Ansys CFX SST-2003 Hex 55M ~0.06
1-14 MARIN 1.00E6 REFRESCO SST-2003 Hex 10.9M ~ 0.08
1-15  QinetiQ 1.00E6  STAR-CCM + SST-ns Trimmed 21M ~0.2
1-16 Naval Group 1.00E6 STAR-CCM + SST-ns Hex dominant 27M ~1
1-17 DSTG 1.00E6 Ansys Fluent SST-2003 Hex/Tet 41M ~0.08
1-18  DSTG 1.00E6  Ansys Fluent SST-2003, C =1 Hex/Tet 41M ~0.08
1-19  DSTG 1.00E6  Ansys Fluent SST-2003, C =0.5 Hex/Tet 41M ~0.08
1-20 DSTG 1.00E6 Ansys Fluent SST-2003, C =2 Hex/Tet 41M ~ 0.08
1-21 DSTG 1.00E6 Ansys Fluent k — € Realizable Hex/Tet 41M ~ 0.08
1-22 DSTG 1.00E6 Ansys Fluent BSL-RSM Hex/Tet 41M ~0.08
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Fig. 6. Coarse surface grid in the vicinity of the rudder, a = 24°. Left: grid with single, fully-connected domain (grid L4); Right: grid with a sliding interface (blue)
between a cylindrical region that rotates with the rudder and a fixed tunnel mesh.

in both the conformal and sliding-interface grids; in both cases it is ro-
tated about the rudder axis to generate different angles of attack. For

the conformal grid, the tunnel blocks adjacent to the cylindrical region L12.
were skewed such that a 1:1 connection is retained everywhere. For the
non-conformal grid, the tunnel mesh outside the cylindrical region re-

mains fixed and the mismatch between grid nodes across the cylindrical
interface is handled by interpolation. The sliding interface is convenient
for generating a variations directly within a flow solver and can be used
for dynamic cases, but it introduces additional numerical uncertainty
due to the interpolation. The conformal grids were used by all partic-
ipants to complete a careful grid study without this complication. The
sliding interface was then shown to have a negligible effect on forces and
moments for the Ansys CFX flow solver, which was used for simulating
many static a near stall and for performing dynamic URANS simulations
at quasi-static rudder rotation rates. In order to estimate discretization
uncertainties, grids were generated with 6 different refinement levels.
The coarsest grid is referred to as the ‘L4’ refinement level because the
number of cells in every block direction is divisible by 4. Finer grids
(L5, L6, L8, L10, and L12) were generated with a script that increases
the number of cells in the base L4 grid by the refinement ratio (e.g. by
5/4 for ‘L5’) in all three coordinate directions, while also decreasing the
grid spacing by the inverse of the refinement ratio. In this way, the grids
formed a geometrically-similar set suitable for estimating discretization

uncertainty. Table 5 summarizes the DRDC grid parameters used in this
study. The total cell count ranged from 6.9 x 10° for L4 to 185.5 x 10° for

4.4.2. Summary of Phase 2 computations

In the second phase of this collaborative work, all participants used
the DRDC structured grid set and the SST turbulence model. The sub-
missions are summarized in Table 6. The focus for this phase was on
a condition that showed significant discrepancies between submissions
for the initial study: @ = 24° at Re, = 7.44 x 10°. As will be elaborated
in Section 5.3, different initialization methods were investigated as they
were found to affect the solution. Computations were done using segre-
gated solvers using the SIMPLE algorithm or some variant of it, except
for the DRDC computations with the Ansys CFX coupled solver. The
various combinations of explicit and implicit relaxation parameters used
for the solutions are tabulated in Table 6. DRDC used a pseudo-transient
scheme where a large physical timestep of AU, /¢ = 0.22 is used to con-
verge the steady RANS equations. MARIN (for one set) and UNB used
a URANS approach with a first-order accurate temporal discretization
as a means to achieve a steady-state solution — this can also be viewed
as a pseudo-transient approach because the unsteady component of the
solution was not accurately resolved.
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Table 5

Grid parameters for the DRDC grids. The y* values were computed with OpenFOAM at a = 24°

and are for first cell centres (y* values for first grid node are double). 6, and §, are the grid

spacings in the chordwise and spanwise directions, respectively. N indicates the number of

cells in a specified direction.

Grid Refinement Level L4 L5 L6 L8 L10 L12
Relative step size 3 2.4 2 1.5 1.2 1
Total cells (millions) 6.9 13.4 23.2 55.0 107.3 185.5
Tunnel cells outside cylinder (millions) 4.6 9.0 15.5 36.8 72.0 124.3
Cells in cylinder around rudder (millions) 2.3 4.4 7.6 18.1 35.4 61.2
Cells in rudder inflation (millions) 1.2 2.3 3.9 9.2 18.0 31.2
N around airfoil 176 220 264 352 440 528
N over rudder span 120 150 180 240 300 360
N inflation (within ~ 0.09¢ of rudder) 48 60 72 96 120 144
5,./¢ % 100 at root leading edge 0.35 0.28 0.23 0.17 0.14 0.12
5,/¢ % 100 at root trailing edge 0.081 0.065 0.054 0.040 0.032 0.027
6, /€ % 100 maximum 3.65 2.92 2.43 1.82 1.46 1.21
6,/¢ x 100 at tip 0.087  0.070  0.058 0.044 0.035  0.029
5,/¢ x 100 maximum 3.76 3.00 2.49 1.87 1.49 1.24
First grid node height, rudder, y, /¢ x 10° 2.7 2.1 1.8 1.3 1.1 0.9
First grid node height, floor, y, /¢ x 10° 4.4 3.5 3.0 2.2 1.8 1.5
Rudder average y*, Re, = 7.4 x 10° 0.41 0.33 0.27 0.19 0.16 0.13
Rudder max. y*, Re; = 7.4 x 10° 1.2 1.0 0.80 0.60 0.49 0.40
Cell expansion rate at rudder 1.221 1.173 1.142 1.104 1.083 1.069
Cell expansion rate at tunnel floor 1.191 1.151 1.124 1.092 1.073 1.061
Minimum cell internal angle (degrees) 39.3 38.9 385 38.2 38.0 37.9
Maximum cell aspect ratio 3.4 x10*

Maximum cell volume ratio 2.1 1.9 1.9 1.9 1.9 1.9

Table 6

Summary of static submissions for Phase 2 grid study, for « = 24° at Re, = 7.44 x 10°. The relaxation pa-
rameters listed are for the momentum (Mom), turbulence (Turb) and pressure correction (P) equations,
with the tags E and I indicating explicit and implicit relaxation, respectively.

Sub Org. Solver Solver Initialization Relaxation Parameters
method Explicit (E) or Implicit (1)

2-1a MARIN REFRESCO SIMPLE-like u = U, or restart Mom,Turb: 0.9751, 0.3E; P:0.15E

2-1b  MARIN REFRESCO SIMPLE-like ~ u=U_ orrestart  1st order URANS, AtU /c = 1/50

2-2 Naval Group STAR-CCM + SIMPLE-like u=U, Mom:0.71; Turb:0.817; P:0.3E

2-3 DRDC Ansys CFX coupled u=U, Pseudo-transient, Ar = 0.01s

2-4 CNR-INM OpenFOAM SIMPLE Potential Flow Mom:0.9E; Turb:0.7E; P:0.7E

2-5 UNB Ansys Fluent PISO Potential Flow 1st order URANS, AU, /c = 1/25

2-6 QinetiQ STAR-CCM + SIMPLE-like Inviscid Euler Mom:0.57; P:0.2E

2-7 Chalmers STAR-CCM + SIMPLE-like Low p, u=Ug Mom:0.71; Turb:0.817; P:0.15E

2-8 NSWCCD-p NavyFOAM SIMPLE Potential flow Mom:0.2E; Turb:0.2E; P:0.3E

2-9 NSWCCD-v NavyFOAM SIMPLE u=Ug, Mom:0.2E; Turb:0.2E; P:0.3E
Table 7

Summary of static submissions for Phase 2 over a range of « at Re, = 7.44 x 10°.

Relaxation Parameters

Sub/Org  Solver Initialization Range or Timestep

MARIN REFRESCO u= U, or restart 18° < <24° See Sub 2-1a and 2-1b of Table 6
DRDC-a Ansys CFX u=Ug, low u for a > 26° 20° <@ <27.5° Pseudo-transient, AtU_, /¢ = 0.22
DRDC-d  Ansys CFX u=Ug, high u 25° <@ <27.5° 2nd order URANS, AU, /c = 1/32
UNB-a Ansys Fluent  Potential Flow 18° <a<27° 1st order URANS, AU, /c =1/25
UNB-d Ansys Fluent  u=U_, high u 25.5° <a £27.5° 1st order URANS, AtU_, /¢ = 1/25

Some participants ran simulations with the DRDC grids over a range
of static @ at Re, = 7.44 x 10°, as summarized in Table 7. MARIN used
the L10 grid and the same methodology as in the grid study to compute
solutions for 18° < a < 24°. The DRDC-a and UNB-a computations were
run at angles up to stall with methods that produced an attached-flow
solution. For UNB this was achieved using potential flow initialization
and URANS with first order temporal discretization. For DRDC, initial-
ization with the free-stream velocity and a pseudo-transient solution
method could only produce an attached-flow solution up to a = 26°.
Beyond that, simulations were initialized using a low fluid viscosity to
first establish an attached flow solution at higher Reynolds number. The
viscosity was then increased in steps until the true fluid viscosity was

set, and then the computations run for many convection times to see
if the attached-flow solution persisted or if the flow detached. The op-
posite approach was taken for the DRDC-d and UNB-d series: simula-
tions were initialized using a high fluid viscosity in order to first estab-
lish a detached-flow solution at a lower Reynolds number and then the
viscosity was reduced in a step change to the true fluid viscosity and
held for several convection times to see if the flow remained detached
or progressed to an attached-flow solution. In this way, the *-a and *-d
series were used to determine the upper and lower branches, respec-
tively, of a static hysteresis loop for the rudder. The L5 grid was used for
all the UNB computations. Several grid levels were used for the DRDC-a
computations to estimate discretization uncertainty.
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5. Results
5.1. Global flow field analysis

Prior to discussing specific results for the two phases of work, a qual-
itative analysis of the global flow field will be presented to characterize
different numerical solutions. In this section, we show this with the UNB
Ansys Fluent results with grid L5 for consistency but note that all the
primary flow features are also observed with other solvers and grid re-
finement levels. Fig. 10 shows the vortex cores in the flow, visualized
by non-dimensional Q-criterion isosurfaces, for three separate angles of
attack. The three angles of attack demonstrate different stall regimes in
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the high angle of attack range. The first, in Fig. 10(a), shows the high-a
flowfield below the critical stall angle. Below this angle, the boundary
layer is fully attached along the chord, and a dominant tip vortex sep-
arates from the leading edge of the rudder. The separated tip vortex
produces a suction region on the upper leeside of the rudder, increas-
ing the local normalized lift distribution in the tip region, as shown in
Fig. 11. A root trailing edge junction vortex separates from the surface
of the rudder. Aft of the trailing edge, the root trailing edge junction
vortex combines with the leeside leg of the horseshoe vortex formed at
the leading edge root junction.

As the angle of attack increases, the junction vortex moves further
towards the trailing edge of the rudder, where at the critical stall angle
(a = 24°) it degenerates into a small separated shear layer region on the
trailing edge, as illustrated in Fig. 9. The boundary layer separation re-
gion on the trailing edge continues to increase above the critical stall
angle, and this may be classified as light stall. In the light stall region
there is no considerable change in the normalized lift distribution, de-
spite the growing region of separated flow. Above the critical stall angle
the numerical flowfield is unstable with respect to solution strategy, and
the separated flow region has a tendency to interact with the tip vortex,
where the solution will then degenerate into a massively separated flow
region.

At a second critical stall angle, classified as total or deep stall, it is
not possible to obtain an attached flow in quasi-steady conditions, re-
gardless of solution strategy. Generally, if the flowfield degenerates to
the deeply stalled state, it is difficult to retrieve the light stall flow until
the angle of attack is decreased below the initial critical stall angle. In
the deep stall region, the trailing edge boundary layer separation pro-
gresses all the way to the leading edge, and interacts strongly with the
rudder tip vortex, as shown in Fig. 10(c). This is associated with a dra-
matic decrease in lift across the span, as shown in Fig. 11, and the lift
characteristics are highly dependent on angle of attack. The massively
separated region exhibits a periodic vortex shedding tendency and dis-
rupts the horseshoe vortex, which could lead to a significant increase in
flow generated noise.

5.2. Initial Study Results

Fig. 12 shows the lift coefficient predicted by all participants in the

initial study. A reasonable agreement is obtained for the lift curve prior
to deep stall and there is consensus that the stall angle, «, (which is
taken to be the « that gives a maximum C; in this case), increases with
Reynolds number. For a given solution method (participant/solver/tur-
bulence model combination), «; is typically around 2-3 degrees larger
at Re, = 7.44 x 10° than at Re, = 10°. However, at both Reynolds num-
bers, there is a very large variation in the actual value predicted for
ag; it varies from 18° to 24° at Re, = 10° and from 22° to 27° at
Re, = 7.44 x 10°. There is also a large scatter in predicted lift beyond
stall, but this is less surprising given the known challenges of steady
RANS methods predicting massively-separated flows shown by the deep
stall contour in Fig. 9. In many cases, the lift just beyond stall is ap-
proximately half that of the value just before stall. The variation in
stall angle can have a significant impact on hydrodynamic loads for
manoeuvring predictions at high angles of attack, similar to what was
observed for the NATO AVT-301 collaboration with the generic BB2 sub-
marine (NATO AVT-301 Task Group, 2022). It is particularly troubling
that there is a large scatter in predicted stall angle for computations
done with, nominally, the same SST turbulence model (5° variation at
Re, = 10° and 4° at Re, = 7.44 x 10°). However, the objective was to
define the new rudder to be suitable for wind tunnel experiments and
perform this initial study to see if the scatter observed in AVT-301 could
be replicated with a single rudder, and this indeed is the case. This al-
lows us to study this issue with finer grids and higher Reynolds numbers
than is possible with a full submarine geometry, as described next.
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Fig. 9. Flow streamlines and normalized axial velocity contour in the XY plane at a height of z/c = 0.31. Results are for UNB’s computations using Ansys Fluent.
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() a = 20° (b) @ = 26° (©)a=2715°

Fig. 10. Vortex cores in the wake of the rudder in three separate flow regimes, a) Attached flow, b) Light stall, ¢) Deep stall. Q-criterion surface (Q' = 0.07) is
coloured by normalized helicity. Results are for UNB’s computations using Ansys Fluent with the L5 grid.

5.3. Effects of initialization and solution method

An angle of attack of 24° at Re, = 7.44 x 10° was selected for detailed
analysis using the common grid set because this condition produced the
largest scatter in Phase 1 predictions. It was discovered that two solu-
tions could be obtained with some solvers for this condition, depending
on the initialization method. This is clearly seen by the NavyFOAM re-
sults produced by NSWCCD in Fig. 13. The NSWCCD-p computations,
which were initialized with a potential flow solution, showed a smooth
progression in C; from around zero to a steady solution of C; ~ 1.3 for

ed all 4 grid refinements considered. The iterations required for forces to
i reach a steady state increased from 1000 to 4000 as the grid refinement
8 ) '25 0 '50 0 ‘75 1\ 00 was increased from L4 to L8. In contrast, the NSWCCD-v computations,

which were initialized with the free-stream velocity, had very large os-
cillations in C; of up to almost +200 during the first 50 iterations. The
Fig. 11. Normalized lift distribution along the span of the rudder at several an- solution started to settle towards C;, ~ 1.1 after a few hundred iterations,
gles of attack. Solid lines correspond to the attached flow condition, and dashed but then decreased towards a low C; of around 0.7 after tens of thou-
to the stalled condition. Results are for UNB’s computations using Ansys Fluent sands of iterations. It appears that a steady mean C; was established by
with the L5 grid. the end of the NSWCCD-v computations but there were persistent oscil-

7= Z/STE H
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Fig. 12. Initial lift coefficient predictions for Phase 1 of the benchmark study.
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Fig. 13. Convergence of C, for NSWCCD computations with NavyFOAM.
NSWCCD-v (dashed) computations were initialized with the free-stream veloc-
ity and the NSWCCD-p (solid) computations were initialized using a potential
flow solution. The grid refinement level (L4-L8) is indicated by the color of the
curves in the legend. Inset: first 4000 iterations.

lations in C; from iteration-to-iteration of around +3%, indicating that
the solution is not well-converged to a steady-state. Note that relatively
small relaxation parameters were used for momentum and turbulence
equations (see Table 6), which likely suppressed oscillations and slowed
convergence relative to other computations. The NSWCCD-p computa-
tions produced an attached flow with a small separated flow region, like
that shown for 24° in Fig. 9, whereas the result for NSWCCD-v is like
the “deep-stall” fully-detached flow shown in the same figure. The os-
cillations in C; for NSWCCD-v may be a result of deep-stall unsteady
effects.

Like NSWCCD-p, UNB’s Ansys Fluent computations were initialized
with a potential flow method, but in this case, a URANS method with
first-order temporal discretization was used. However, the variation of
C, with timestep shown in Fig. 14 is remarkably similar to the shape
of the C; convergence curve for the NSWCCD-p computations. Fig. 15
shows the velocity field generated by the potential flow calculation
used for initialization in Ansys Fluent in comparison with the converged

12

for @ = 24° at Re, = 7.44 x 10° with grid L5.

RANS solution (this is for a larger angle of attack than used in the grid
study, but the characteristics are the same at lower a). This clearly shows
that the potential flow solution provides a much better approximation
to the attached-flow viscous solution than the uniform free-stream.

Consistent with NSWCCD-v, MARIN obtained a stalled result for a
steady REFRESCO computation with the L4 grid when using the undis-
turbed free-stream velocity for initialization. However, when this was
re-run with URANS, initialized by the low-C; steady RANS result, a
high-lift solution was obtained, as shown in Fig. 16. The URANS re-
sult was then used to initialize a steady RANS calculation and the flow
remained steady and attached. This clearly indicates that the solution
obtained depends on the flow initialization. MARIN obtained solutions
for the other grids, L5 up to L12, by restarting from the attached flow
solution on coarser grids. In each case, the attached flow solution was
maintained. It should be emphasized that, similar to the NSWCCD-v re-
sults, MARIN’s steady RANS computation did not actually full converge
to a steady-state, as can be seen by the force oscillations at the end of
the computation. This, combined with the fact that switching to URANS
produced a very well-converged steady high-lift solution, indicates that
the deep-stall steady RANS result is not a correct solution for a = 24° at
Re, =7.44 x 10°. We provide further evidence of this in the remainder
of this paper.
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Fig. 15. Velocity contour and streamlines at z/¢ = 0.887 predicted by the UNB / Ansys Fluent potential-flow solution used for initialization (left) and RANS solution

(right) for a = 26.5°, Re, = 7.44 x 10°, grid L5.
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Fig. 16. Force history for MARIN computations with REFRESCO at a = 24°, Re, = 7.44 x 10° using the L4 grid. Left: steady RANS initialized with the uniform

free-stream; right: URANS initialized from the RANS solution.

Chalmers and Naval Group also used the undisturbed free-stream ve-
locity as initialization for STAR-CCM + computations. They initially ob-
served a low C; after several solver iterations, indicative of deep-stall,
similar to MARIN’s REFRESCO computations. However, when run for
many iterations, the computations eventually arrived at the high-lift so-
lution in most cases. This is demonstrated for the L6 grid in Fig. 17(a).
A low C; was established after a few thousand iterations and then it
very slowly increased over the next 40000 iterations, at which point
there was a relatively quick transition to a steady high-lift solution. This
shows that a seemingly-converged low-lift solution can be obtained if a
computation is ended early (at iteration 10000 for example). However,
the high-lift solution could not be achieved for the Chalmers computa-
tions with the two finest grids considered (L8 and L10) after many it-
erations. For these cases, Chalmers found that an attached-flow solution
could be obtained by initializing the fluid viscosity with a value of 1%

13

of the nominal air viscosity then increasing it to the true air viscosity
using two ten-fold step increases. As shown in Fig. 17(b), this process
first establishes steady high-lift solutions at the higher Reynolds num-
bers that correspond to the lower viscosity settings. There were some
disturbances in the forces when the viscosity was changed, but this pro-
cess enabled a satisfactory convergence to an attached flow solution at
Re, =7.44x10°.

The Ansys CFX computations done by DRDC also used free-stream
initialization. High-lift, attached flow results were obtained for all grids.
There were large initial oscillations in forces, followed by a drop in C;,
towards the value for detached-flow, similar to the other computations
initialized with free-stream velocity. However, the lift then increased
towards a large steady value in a manner similar to the MARIN URANS
computation shown in Fig. 16. This similarity is not surprising because
the DRDC computations used a pseudo-transient method. A large pseudo
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Fig. 18. Convergence of C; and C;, for DRDC computations with Ansys CFX at a = 24°, Re, = 7.44 x 10°.

timestep of AtU/c = 0.22 was found to be stable with the Ansys CFX
coupled solver, which enabled the forces to converge to steady values
in around 200 pseudo-timesteps. The computations were continued un-
til the L, -norm residuals for continuity and momentum fell below 107°,
for all grids. As a test, the L, residuals for all equations were reduced
to below 10~!'* for the L8 grid. When the 10~ convergence criterion was
reached, the lift, drag, and yawing moment were converged to within
0.0001%, 0.0014%, and 0.072% of the final values, respectively. These
iterative errors are approximately three orders of magnitude smaller
than the estimated discretization uncertainty (discussed in the next sec-
tion), so they have a negligible contribution to the overall numerical
uncertainty.

The other grid study submissions (CNR-INM/OpenFOAM, and Qine-
tiQ/STAR-CCM +) used an inviscid solver (either potential flow or Eu-
ler) to initialize the flow. They produced steady attached-flow results
like NSWCCD-p, with the exception that the QinetiQ/STAR-CCM + com-
putations produced a stalled result for the L4 grid. This result is omitted
from the discretization uncertainty analysis described next as it is clearly
in a different flow regime than results for other grids. A similar study
was conducted for a = 22° at Re, = 1 X 10° and the same trends were
observed in terms of the effect of initialization and solution strategy.

Note that the strategy used to obtain an attached flow solution was
based on the available methods in each flow solver. Additional strate-
gies are possible, such as using a converged solution at a smaller « for
initialization. This was tested by one participant but found to require ex-
cessively small changes in «. This is because the rudder boundary must
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be rotated relative to the fixed tunnel side walls in order to change «
(whereas the free stream velocity could be adjusted if the rudder were
in a free-field), and the required interpolation did not provide a smooth
enough re-start with 0.5 degree increments. The rudder could also be
rotated dynamically in an unsteady simulation, but this should be done
with a reduced rotation rate of less that 10~ to approximate quasi-static
conditions (Le Fouest et al., 2021). This results in an expensive compu-
tation with many timesteps if a large range of « is to be explored using a
reasonable Courant number. In Section 5.6, we use this dynamic method
to evaluate a hysteresis loop.

5.4. Discretization uncertainty analysis

Discretization uncertainty estimates were made for attached-flow
solutions using the least-squares method of Eca and Hoekstra (2014)
that was updated in 2023 (Eca et al., April 2023) and implemented
in a computer program distributed by MARIN (Maritime Research In-
stitute Netherlands, 2025). In this method, least-squares regression is
used to fit a power-series to a solution variable, ¢, as a function of
the grid refinement ratio, r; = h;/h;, where h; is the grid spacing for
grid i, and i = 1 for the finest grid. First, the preferred fit of the form
¢ = ¢y + ah? is evaluated, where ¢, is the exact solution in the limit of
zero mesh spacing, « is the error constant, and p is the observed order of
convergence. If p is not in the acceptable range of 0.5 < p < 2.05, then the
best of three alternative fits is used instead: a linear fit (p = 1), a single-
term quadratic fit (p = 2), or a two-terms fit (¢ = ¢y + a; 7 + azhz). How-
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ever, the two-terms fit is only considered if its standard deviation is
smaller than 5% of the average data change, A¢ = (¢,u4x = Pmin)/ (15 —
1), where n, is the number of grids used for the fit. The error estimate,
¢; — ¢, is multiplied by a factor of safety (that depends on the quality
of the fit) to obtain a discretization uncertainty estimate for the solution
with grid i. The standard deviation of the fit itself is also included in the
uncertainty estimate.

All attached-flow results for C;, Cp, and C,,, are shown as a function
of grid refinement ratio in Fig. 19. In these plots, the step size is normal-
ized by the finest grid, L12, which is assigned a step size of 7 = 1. The
coarsest grid, L4, has a relative step size of h = 3 because its cell edge
lengths are 3 times those of the L12 grid throughout the domain. The
error bars show the calculated discretization uncertainty for the finest
grid in each submission, which ranges from grid L8 to L12. Overall, there
is good agreement between all 8 submissions in terms of both the fine
grid solution and the trends with grid refinement. In general, the lift and
drag increase in magnitude monotonically as the mesh is refined (step
size is reduced). A notable exception is the Naval Group results for C;,
for which a two-term fit was obtained that has a decreasing trend in the
extrapolation towards zero step size, 4 = 0. A similar, but less notice-
able trend was obtained for the NSWCCD-p results for C,,,. In all other
cases, single-term fits were obtained for lift, drag, and yawing moment.
The exponents used for the fits, p, are given along with uncertainty es-
timates for the finest and L5 grid solutions for each series in Table 8. In
many cases, a fit with p = 2, or close to 2, was obtained, consistent with
the expect order of convergence for second order methods, but in some
cases the observed order of convergence was closer to linear (p = 1). In
all cases, the estimated discretization uncertainties for the fine grid solu-
tions was below 1% for C; and below 2% for Cj,. The uncertainty in C,,,
appears large as a percentage, but that is because its magnitude is very
small for this condition. This is because the yaw axis is located at the
quarter-chord (at mid-span), which is the theoretical position of centre-
of-lift in thin airfoil theory. Later, it will be shown that C),, increases
to around 0.05 for a stalled condition, which is an order of magnitude
larger than the value predicted for these pre-stall results. When normal-
ized by this post-stall value, the fine-grid uncertainties for C,,, are in
the range of around 1 — 7%.



M. Bettle et al. Ocean Engineering 342 (2025) 122847
MARIN —»— DRDC —— UNB —— CHALMERS NSWCCD-v MARIN —»— DRDC —s— UNB —— CHALMERS NSWCCD-v
—=— NG —e— CNR —— QINETIQ —— NSWCCD-p —=— NG —e— CNR —— QINETIQ —— NSWCCD-p
6 -
0.02 +
4R
G .
' \
- _% AN " 0.011
i ‘s\‘~__~'—-~_ .-----___., ------ ‘-....‘..
B - \\
04 X ] |
— 0.00
T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
x/c x/c
(@) z/b=09
MARIN —+— DRDC —— UNB —— CHALMERS NSWCCD-v MARIN —+— DRDC —s— UNB —— CHALMERS NSWCCD-v
—=— NG —e— CNR —— QINETIQ —— NSWCCD-p —=— NG —e— CNR —— QINETIQ —— NSWCCD-p
6 -
0.02 4
S -
| P 0.01 -1:
2 |
e ——— \ - el
0 //_v_ﬁ sim=s==re et 0.00 V/’dk -\.‘\“\"“——‘—ox«‘l
T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
x/c x/c
(b)z/b=0.5
MARIN —»— DRDC —— UNB —— CHALMERS NSWCCD-v MARIN —+— DRDC —s— UNB —— CHALMERS NSWCCD-v
—=— NG —e— CNR —— QINETIQ —— NSWCCD-p —=— NG —e— CNR —— QINETIQ —— NSWCCD-p
6 -
0.02 4
4 -
) X
| 0.01 -E
2 ] |
N . " | =
T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
x/c x/c
(©)z/b=02

Fig. 21. Grid L8 predictions of ¢, and non-dimensional x-component of wall shear, z,’, as a function of local chord at 3 spanwise locations for « = 24° at Re, =

7.44 x 10°. Dashed lines: suction side; solid lines: pressure side.

The predicted uncertainties for the L5 grid are included in Table 8
because this level of refinement may be of practical interest when mesh-
ing an entire marine vehicle. This grid, which contains 4.4 x 10° cells in
the cylindrical region surrounding the rudder (as opposed to 61.2 x 10°
for the L12 grid), gives estimated discretization uncertainties as low as
1% for both C; and Cj, for cases where a single-term fit was applied.
The largest uncertainty was 2.4% for C; and 4.8% for Cp,. Note that an
unexpectedly-low uncertainty estimate was obtained for the Naval Group
result, for which a two-term fit was applied. This is because the result
for the L5 grid (h = 2.4) happens to be very close to the extrapolation to
h =0 in this case. The two-term fit shows anomalous convergence be-
haviour that could be due to the results being outside of the asymptotic
range and/or the cancellation of errors in the surface integration pro-
cess used for calculating integral quantities. As such, these coarse-grid
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uncertainty values for the cases with two-term fits should not be used
as general guidance for the accuracy of the L5 grid. Also note that each
code has a different error constant but the extrapolation to 2 = 0 (‘in-
finite refinement’) is consistent. This highlights the fact that there are
different grid requirements for each solver and it is thus best to perform
a discretization uncertainty analysis for a given geometry/problem and
flow solver.

Fig. 20 compares the finest grid results for all the submissions with
error bars showing the estimated discretization uncertainties for these
results. Since all error bars overlap with each other for all quantities
of interest (C;, Cp, and C,,,), it can be said that there are no signif-
icant differences between results when considering numerical uncer-
tainty, which was found to be small. This shows that the scatter ob-
served in the initial study is unlikely to be the result of any differences
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Fig. 22. Convergence of C, for some of DRDC’s Ansys CFX computations with grid L10 for Re, = 7.44 x 10°. The velocity in the entire domain was initialized to the
free-stream value in all cases. For one case at 26.5° (red curve), the fluid viscosity and corresponding Reynolds number were varied as follows: [1/4, Re, = 29.8 x 10°]
for the first 400 timesteps, [1/2, Re, = 14.9 x 10°] for timesteps 401 to 600, and [y, Re. = 7.44 x 10°] for timestep 601 to the end, where y is the assumed dynamic
viscosity for air used in this benchmark case. For a = 27.2° and a = 27.3°, the viscosity was set to u/4 for the first 800 timesteps, y/2 for timesteps 801-1200, and to

u from timestep 1201 to the end.

Table 8

Finest grid and L5 grid solutions, with estimated uncertainties, for Re, = 7.44 x 10%, « = 24°. The exponent p
is given for cases where a single-term fit was used in the uncertainty analysis, otherwise the use of a two-term

fit is indicated.

Submission

Finest grid for submission Grid L5

(Finest Grid) c, c, 1000C,,, C, c, 1000C,,,
MARIN 1.327 £ 0.4% 0.2339 + 1.0% 4.0 + 86% 1.307 +2.4% 0.2271 + 4.8% -3.8+357%
REFRESCO (L12) p=172 p=194 p=155 p=194 p=172 p=155
Naval Group 1.329+04%  0.2347+03%  52+17% 1323 +£0.1%  02332+12%  33+101%
STAR-CCM + (L12) two-term p=2 p=183 two-term p=2 p=183
DRDC 1.327 +0.2% 0.2343 + 1.0% 4.9 +55% 1.320 + 1.0% 0.2318 +2.4% 1.8 +360%
Ansys CFX (L12) p=2 p=104 p=105 p=2 p=104 p=105
CNR-INM 1.331 +0.7% 0.2351 +0.2% 55+12% 1.327 + 1.6% 0.2338 + 0.9% 3.8+76%
OpenFOAM (L12) p=1 p=197 p=173 p=1 p=197 p=173
UNB 1.327 +0.4% 0.2345 +0.7% 5.0 +26% 1.321 + 1.0% 0.2334 + 1.8% 3.5+ 96%
Ansys Fluent (L8) p=2 p=2 p=2 p=2 p=2 p=2
QinetiQ 1.331 £ 0.9% 0.2348 + 0.2% 54+ 12% 1.323 + 1.6% 02332 + 1.1% 3.3 + 100%
STAR-CCM+ (L12)  p=0.66 p=2 p=186 p=0.66 p=2 p=186
Chalmers 1.329+04% 02349 +0.6%  52+29% 1.321£12%  02327+18%  2.8+162%
STAR-CCM+ (L10) p=2 p=154 p=157 p=2 p=154 p=157
NSWCCD-p 1.329 +0.4% 0.2346 + 0.6% 5.0+11% 1.324 + 1.0% 0.2332 + 1.6% 3.6+67%
NavyFOAM (L8) p=2 p=2 two-term p=2 p=2 two-term

in the underlying equations being solved by each code (e.g., slight dif-
ferences in the SST turbulence versions). It is clear that the initializa-
tion and solution process are both influential in determining whether a
high-lift, attached-flow or a low-lift, detached-flow solution is obtained
at large angles of attack just below the critical angle for deep stall. Ini-
tialization with an inviscid method (potential flow or Euler equations),
or with low viscosity, and the use of an unsteady or pseudo-transient
solution method have the tendency to produce the high-lift solution
in this situation. The typical approach of initializing the RANS equa-
tions with the uniform undisturbed free-stream velocity has a tendency
to produce a stalled condition. The same observations and conclusion
were obtained when this grid study was repeated for a = 22° at Re, =
1 x 10°. All solvers produced consistent results, to within discretization

uncertainty, when initialized in a manner that produced the high-lift
solution.
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5.5. Local flow quantities

The predictions for chord-wise variation of ¢, and 7/ are shown in
Fig. 21 for @ = 24° at Re, = 7.44 x 10°. There are no noticeable differ-
ences in pressure between all the attached-flow solutions. They give a
peak minimum c, of close to -7.5. This large negative peak is an impor-
tant consideration for cavitation analysis (Molland and Turnock, 2022).
The NSWCCD-v results are shown as an example of a stalled solution.
The peak negative c, on the suction side is roughly half that of the
attached-flow solutions, while the pressure side changes are relatively
small. The agreement between attached flow solutions for 7, is also gen-
erally good, but there are some noticeable differences for the peak value
on the suction side near the leading edge. There are also two groups of
solutions for the shear stress near the tip (z/b = 0.9). Here, the Open-
FOAM and NavyFOAM results are shifted around 10-15% higher than
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Fig. 23. Computed lift, drag, and pitching moment coefficients as a function
of angle of attack, a, at Re, = 7.44 x 10°. Symbols: computations at static a;
solid lines: rotating rudder URANS simulations with low reduced yaw rate,
k = @c/(2U,). The following flow solvers were used: Ansys CFX for the rotating
rudder and DRDC computations, REFRESCO for the MARIN computations, and
Ansys Fluent for the UNB computations. The error bars show the estimated dis-
cretization uncertainty for the DRDC-a results with the L10 grid. The DRDC-d
and UNB-d computations were initialized with higher than nominal fluid vis-
cosity to force a stalled flow state at lower Reynolds number before adjusting
the viscosity to achieve Re, = 7.44 x 10°; these cases were then run with URANS
and the average force over several convection times is shown.

the rest from around 40% of the chord to the trailing edge. The cause of
these differences is not known, but it may be a result of slight differences
in the SST model or numerical methods implemented in these solvers.
However, these differences in shear stress do not result in a significant
difference in the total integrated forces and moment because they are
localized to a relatively small area over the rudder and there is excellent
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agreement in the pressure which is the primary contributor to the total
force. It is also noted that the differences in wall shear stress due to pre-
dicted flow condition (i.e., attached versus detached) are much larger
than the differences between solvers for the attached-flow solution, as
expected.

5.6. Static hysteresis loop evaluation

In this section, the same grids and solution procedures studied in the
a = 24° verification study are used to evaluate a static hysteresis loop at
larger angles-of-attack. In Section 5.6.1, we first evaluate the high lift
branch of the hysteresis loop by controlling the solution to start from
attached flow. Then in Section 5.6.2, we compute the low lift branch
by forcing a stalled initial condition. In Section 5.6.3 we show the flow
fields for both branches in the hysteresis loop. Finally, in Section 5.6.4,
we confirm the static hysteresis loop using URANS computations of a
slowly rotating rudder.

5.6.1. High lift branch

DRDC used the Ansys CFX solver to determine the upper branch of
the hysteresis loop at Re = 7.44 x 10° by repeating their a = 24° calcu-
lations at larger angles of attack. It was found that free-stream initial-
ization and the pseudo-transient method of Ansys CFX consistently pro-
duced stable high-lift solutions for « < 26°, and then deep-stall, low-C;
flow at larger angles. The low-viscosity initialization method previously
demonstrated by Chalmers was applied for a > 26°. However, it was
found that initialization with the viscosity set to a quarter of the nominal
value was sufficient for establishing an attached flow solution at a higher
Reynolds number, as shown in Fig. 18 for a = 26.5°. For this case, the
viscosity was then doubled at timestep 401 and held until timestep 600
to establish another steady result at Re, = 14.9 x 105. At timestep 601,
the viscosity was again doubled to achieve the target Reynolds number
of Re, = 7.44 x 10° and held until the end of the computation. Each time
the viscosity was adjusted, there was a smooth transition to a new solu-
tion at a lower Reynolds number. This method was applied for angles of
attack up to the static stall stability limit, which was determined to be
a = 27.2°, as demonstrated in Fig. 22. At a = 27.2°, the solution slowly
transitioned to a new stable solution when the Reynolds number was
halved. The same transition is initially seen for a = 27.3° but then the
lift coefficient diverges from a value of 1.4 down to around 0.7. Oscilla-
tions with peak-to-peak amplitude of +14% are then established in this
deep-stall flow regime.

UNB also determined the static stall angle, but in this case using
the Ansys Fluent solver with potential-flow initialization and a URANS
method with first order discretization in time. The stability limit for
attached flow was found to be 27°, in agreement with the Ansys CFX
result (since a 0.5 degree increment was used for Ansys Fluent and the
27.5° computation gave a deep-stall result). The Ansys Fluent (UNB-a)
and Ansys CFX (DRDC-a) force and moment predictions for the upper
branch of the hysteresis loop are compared in Fig. 23, together with
MARIN computations done with the L10 grid at lower angles of attack
(note that the other results that are overlaid in Fig. 23 will be discussed
in Sections 5.6.2 and 5.6.4). Overall, the agreement is good, considering
that discretization errors are likely to have a modest effect as the Ansys
Fluent computations were done with the L5 grid. The Ansys CFX results
shown are for the L5 and L10 grids and the error bars were computed
using the uncertainty analysis described earlier. Grids L4 to L10 were
used for this uncertainty analysis, except the coarse L4 grid was excluded
for a = 27° and 27.2° because the high-lift solution could not be obtained
for that grid at those angles.

The lift curve becomes very non-linear above « =24° and peaks
somewhere between 26.5° and 27°. Beyond that, the most consequen-
tial change due to stall is the ~ 50% drop in C;. However, there is also
a significant increase in torque about the rudder axis as C,,, increases
from 0.01 to 0.05. This indicates that the centre of pressure shifts to-
wards the trailing edge with deep stall. There is very little change in
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Fig. 24. DRDC-a results for the suction-side limiting streamlines, Re, = 7.44 x 10°. The image has been mirrored so that the flow is from left to right.

1.4 T 5 T
—a = 25.0°| Re, = 7.44 x 10
—a = 25.5°
13 —a = 26.5°
12 —a = 27.5 ]
11 F 1

tUy /€

Fig. 25. Progression of C; with non-dimensional time for Ansys CFX URANS
computations with the SST-2003 turbulence model at Re, = 7.44 x 10° (DRDC-
d). Computations are initialized from a RANS solution with viscosity set to 2u
(Re, =3.72x 10°).

the drag coefficient before and after stall. While the drag is expected
to increase due to the larger separation zone, there is a corresponding
drop in the lift-induced drag and it appears that these effects approxi-
mately cancel. However, note that this is sensitive to grid refinement —
the L5 grid predicts a drop in Cj, of around 7% but the fine L10 grid pre-
dicts approximately no change when going from a = 27.2° to « = 27.3°.
It should be noted that URANS computations of the stalled flow around
this angle of attack (to be discussed fully in Section 5.6.2) show that the
flow is unsteady with predicted peak-to-peak oscillations on the order of
15%. Steady RANS does not converge well for this reason, and iterative
errors contribute to the large difference between the L5 and L10 results.

Fig. 24 shows how the limiting streamlines on the suction side of the
rudder change as the angle is increased from 20° to 27.3°, following the
upper lift branch of the hysteresis loop. At 20°, there is a clear corner
vortex around the intersection between the root chord and the trailing
edge. This vortex is within the floor boundary layer, which is approx-
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imately 0.2 m high, or ~ 0.09c. This corner vortex becomes larger at
a = 22°, being stretched primarily in the chord-wise direction with the
height extending just above the boundary layer. By a = 24° a small trail-
ing edge recirculation zone has formed, which extends from around the
top of the boundary layer to around mid-span. This region grows into a
distinct ‘owl face pattern’ by around « = 25.5°, in which there are two
nodes separated by a saddle point. As the angle of attack is increased
further, the saddle point moves upstream and the upper node moves
spanwise towards the tip. At a = 27.2°, the saddle point at the leading
edge of the owl face pattern has moved up to approximately mid-chord
and the upper node is around mid-span. This flow pattern is not sta-
ble in the numerical model beyond the critical angle of a« = 27.2° and
a very different shear pattern with leading-edge stall was obtained at
a = 27.3°. This change corresponds to the large drop in the lift curve.
Note that this static analysis does not capture a dynamic process, with
intermediate flow states, that occurs as the angle is increased beyond
the critical angle (from 27.2° to 27.3°). An analysis of stall dynamics is
planned as a follow-on to this benchmark study.

5.6.2. Low lift branch

In order to evaluate the lower-C; branch of the hysteresis loop, a
deep-stall flow field was established for a given static angle by initializ-
ing with a low Reynolds number / high viscosity fluid in a process oppo-
site of the low-viscosity initialization method described earlier. URANS
computations were used because the deep-stall flow is inherently un-
steady. Fig. 25 shows how the lift coefficient evolves in the Ansys CFX
URANS computations, which were initialized from a detached flow field
obtained with viscosity set to 2y (Re, = 3.72 X 10%). It was found that a
deep-stall flow could be maintained in the URANS computations down
to a =25.5°. At a = 25°, the solution proceeded slowly to the high-lift
solution over more than 30 convection times, a time scale similar to that
indicated by Le Fouest et al. (2021). Note that this URANS computation,
with second order temporal discretization, arrives at precisely the same
steady solution as the steady RANS computation, suggesting that the
flow is statistically steady at « = 25°. Similar computations were done
with Ansys Fluent (UNB-d). The mean values of forces and moment were
calculated over several convection times after a steady periodic solution
was obtained and plotted in Fig. 23. This shows a static hysteresis loop
in the approximate range of 25° < a < 27.2°. Below that range, the flow
attaches in URANS computations if run sufficiently long, regardless of
the initialization. Above that range, only the deep-stall solution with
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f127.5°

Fig. 26. DRDC-d time-averaged Ansys CFX results for the suction-side wall shear lines for Re, = 7.44 x 10°. The image has been mirrored so that the flow is from

left to right.

leading edge separation could be obtained, regardless of initialization
or solver method.

Fig. 26 shows the time-averaged shear lines for DRDC-d results rang-
ing from a =25.5° to 27.5°. The separation line is close to the lead-
ing edge in all cases, but it progresses further forward as the angle is
increased.

5.6.3. Comparison of flow fields for upper and lower branches

Within the hysteresis range, two very different flow patterns are ob-
tained for the two branches, as shown in Fig. 27 for a = 26.5°. When
starting from an attached-flow condition, the flow remains attached
with only a small region of separated flow near the trailing edge. The
horseshoe vortex generated upstream of the rudder remains strong and
coherent several rudder chords downstream of the model. When start-
ing from a detached-flow, the flow remains detached with a large region
of separated flow. The Q-isosurface for an instant in the URANS solu-
tion shows periodic vortex shedding from the bottom half of the span.
This shedding frequency corresponds to the oscillations in lift shown in
Fig. 25.

5.6.4. Slowly rotating rudder computations

To confirm the hysteresis loop in another way, Ansys CFX compu-
tations were also run with very low reduced yaw rate, k = ac/(2QU,,),
where « is the rate of change in angle-of-attack in radians/s. The result-
ing force and moment coefficients are overlaid on the static results in
Fig. 23. Two computations were done with grid L5 with a factor of 4
difference in timestep size. They both start at « = 24° and first increase
in angle-of-attack at a constant k = 7.27 x 1073, which is equivalent to
1 degree of rotation every 120 convective times (defined as ¢/U). The
rotation direction is reversed at a = 30° for the simulation with larger
timestep and at « = 28° for the other. Both simulations return to a = 24°
with k = —=7.27 x 107>, These slow dynamic simulations produce a hys-
teresis loop that is in agreement with the static computations, with only
a small delay in the stall angle for increasing «. Following Le Fouest
et al. (2021), the stall angle in the dynamic case is taken to be the angle
at which the lift drops by 4% of the total lift drop during stall. Based on
this definition, stall occurs at a = 27.47° in the dynamic case, which is
0.27° later than that predicted by the static computations. This is equiva-
lent to a delay of 32 convective times for this rotation rate, in agreement
with the experimental results of Le Fouest et al. (2021). After deep stall
occurs, the rudder has to be rotated back to around a = 25° before the
flow re-attaches and the lift re-joins the upper branch of the hystere-
sis loop. Below a = 25°, the results for increasing and decreasing alpha
are overlaid, indicating that dynamic effects are negligible below the
hysteresis loop at this slow rotation rate. This indicates that the deep
stall results for static computations at « = 24° observed in Section 5.3
are not valid solutions. This is further confirmed with a dynamic sim-
ulation with the fine L10 grid, which starts from the stalled DRDC-d
computation at a = 25.5° and rotates at an even lower reduced yaw rate
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of k= —1.8x107%. As indicated by Fig. 23, the flow in this case also
re-attaches by a = 25°.

6. Summary and Conclusion

A new generic marine rudder geometry, the AVT-392 rudder, was
defined for benchmark CFD and experimental studies with a focus on
rudder stall. It shares several overall features with the BB2 submarine’s
aft control surfaces (ACSs), such as a NACA0016 profile and trailing
edge rounding, and it has approximately the same aspect ratio and ta-
per. However, the sweep and tip inclination angles for the AVT-392
rudder were selected to approximate the flow incidence seen by the
hull-mounted BB2 ACS when mounted to the wind tunnel floor. While
designed to be relevant for submarine ACSs, the AVT-392’s low aspect
ratio and taper are expected to make it relevant for a wide range of
marine vehicle control surfaces.

A numerical benchmark was defined to study RANS/URANS pre-
dictions of the AVT-392 rudder stall characteristics, with the aim of
understanding and resolving the issue of RANS computations giving
inconsistent predictions for the BB2 ACSs stall in a previous study.
Consistent RANS/URANS predictions are needed for efficiently and re-
liably predicting marine vehicle manoeuvring loads in practical appli-
cations. Reynolds numbers of Re, = 1 x 10® and Re, = 7.44 x 10® were
selected for the study because they are the bounds for the achievable
Reynolds numbers in large-scale wind tunnel experiments that are cur-
rently being planned. The larger Reynolds number is also within the
full-scale range of operation for a conventional submarine. Initial pre-
dictions were done independently by seven organizations and five flow
solvers using typical grids and methods to see if the inconsistencies for
the BB2 ACS stall predictions would be replicated with the AVT-392
rudder. Indeed, this was found to be the case, indicating that the issue
persists in the absence of a hullform. There was a 4-5 degree spread in
the initial predictions for stall angle even when using the same nominal
SST turbulence model. This initial (Phase 1) study was thus deemed a
success because it showed we could study the issue with a simpler test
case (isolated rudder instead of a fully appended submarine).

A verification study with a set of six geometrically-similar structured
grids and the SST turbulence model was then undertaken at « = 24° to
understand this issue. We found that two solutions could be obtained
for a range of large angles of attack near stall, depending on the initial-
ization and solution strategies. Initialization with potential flow tended
to produce high-lift attached-flow solutions with small trailing edge
separated flow regions (light stall), while initialization using the uni-
form free-stream velocity tended to produce low-lift solutions with mas-
sive separation zones, characteristic of deep-stall. The high-lift solutions
could also be obtained by initializing with uniform flow but with the
viscosity set temporarily lower to first establish an attached flow at
higher Reynolds number; when the viscosity was stepped to the true
value to achieve the target Reynolds number, the flow remained at-
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Fig. 27. Ansys CFX predictions (grid L10) of Q-criterion isosurfaces coloured by normalized helicity for @ = 26.5°, Re, = 7.44 x 10°. Top: DRDC-a RANS; middle:

time-averaged DRDC-d URANS; bottom: DRDC-d URANS at ¢’ = 1V, /¢ = 49.

tached. Likewise, the flow remained attached when initializing using
an attached flow solution from a different grid refinement. Pseudo-
transient methods, either within a steady RANS method or a URANS
method with first order temporal discretization and large timestep, also
tended to proceed to the high-lift solution up to higher angles of attack
than other steady methods. This dependence on solution strategy may
explain the large scatter observed in RANS predictions of the BB2 under-
going a steady turn (NATO AVT-301 Task Group, 2022), but this should
be confirmed by revisiting that problem using the lessons learned from
the present study.

The verification study was then extended to larger « and it revealed a
hysteresis loop that has a high lift/light stall branch and a low lift/deep
stall branch, which replicates known physical behaviour. This loop is
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confirmed with URANS computations of the rudder rotating slowly with
increasing and decreasing angle of attack. This partially explains the in-
consistencies — which solution is obtained depends on the computational
starting condition and procedure. However, below the hysteresis loop,
where there should only be an attached flow solution, we observe that
steady RANS can produce an incorrect stalled flow. We believe this to be
a result of poor iterative convergence, and it shows the danger of using
steady RANS for predictions at high angles of attack close to static stall.

From this study, we have arrived at the following conclusions and
recommendations:

¢ CFD practitioners, and those using static data for manoeuvring mod-
els, should be aware that marine rudders can exhibit a physical flow
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hysteresis effect which causes two very different flows and lift co-
efficients over a range of angle of attack. Based on URANS simu-
lations with slow rudder rotation, and carefully-conducted steady
RANS and URANS computations at static angles, the k —w SST
model predicts this static hysteresis range to be 25° < a <27.2°
for the new AVT-392 generic rudder benchmark case at Re, =
7.44 x 10°. In this range, statistically-steady flow is observed for
the high-lift branch. Statistically-unsteady flow, with approximately
half of the lift coefficient, is computed with URANS for the lower
branch.

Due to the statistically-unsteady nature of stalled flow, steady RANS
predictions are problematic for predicting rudder stall and can yield
very different results for stall angle which depend on initialization
and solution procedure. In this study, we found that steady RANS
could produce an incorrect deep stall numerical result that is at least
1° below the start of the hysteresis loop, which is 3.2° below the crit-
ical stall angle at the end of the hysteresis loop. A steady RANS solu-
tion of stalled flow should not be accepted, or should be viewed with
extreme scepticism. We recommend switching to unsteady RANS in
this case. We observed in this study that URANS was effective for tak-
ing an incorrect deep-stall RANS result to a well-converged attached-
flow state at a = 24°.

Model-scale RANS computations can significantly under-predict the
stall angle for full-scale conditions. This is due to a combination of
a Reynolds-number sensitivity and the previously-noted numerical
issue. The earliest critical stall angle predicted at Re, = 1 x 10® in
Phase 1 of this study was 18°, which is 9° below the critical stall angle
determined for Re, = 7.44 x 10°. This highlights the importance of
carefully running computations at full-scale conditions and the need
for high-Reynolds-number experiments for validation.

While steady RANS solutions may be appropriate for the upper
branch of the hysteresis loop, they are difficult to obtain unless care
is taken in the numerical procedure. We found that the following
methods help arrive at the upper branch: initialization with poten-
tial flow, initialization with low fluid viscosity (high Reynolds num-
ber), and the use of pseudo transient or URANS. Initialization with
the free-stream, a common practice, tends to gravitate to the stalled
condition.

URANS of a slowly rotating rudder can also be effective for evaluat-
ing the full hysteresis loop. However, we note that this is expensive
for obtaining the static limit due to the very long timescales for stall.
Our URANS simulations confirm the recommendation of Le Fouest
et al. (2021) that a reduced rotation rate of k = 1 x 10~* or less is
required to accurately approximate static conditions. This requires
many timesteps if a reasonable timestep/Courant number is to be
used.

The long timescales for static stall also highlight an important point:
static stall conditions are likely never relevant for real marine vehicle
operation. This motivates further study on dynamic effects at real-
istic rates of change in angle of attack. It also highlights a potential
deficiency of quasi-steady manoeuvring models if they are applied
in situations where the static stall angle is exceeded.

The method of Eca and Hoekstra (2014) was found to be useful
for estimating discretization uncertainty and evaluating the consis-
tency in solution between flow solvers. When well-converged solu-
tions were obtained, all six flow solvers produced the same solution
for lift, drag, and yawing moment for a = 24° at Re, = 7.44 x 105,
to within small estimated uncertainty bounds. The L5 refinement
level presented in this paper was found to give reasonable agree-
ment with much finer grids for this study. However, discretization
errors are case- and solver-specific and a discretization uncertainty
analysis must be performed for any given application for reliable
results.

This study deals exclusively with solution verification, with the focus
on achieving consistent and repeatable RANS predictions for marine
rudder stall. This is an important precursor to the assessment of the
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physical accuracy of these methods using experiments, which is rec-
ommended as a follow-on to this study.
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