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Abstract: In 1939, Oppenheimer and Snyder showed that the continued gravitational
collapse of a self-gravitating matter distribution can result in the formation of a black
hole, cf. Oppenheimer and Snyder (Phys Rev 56:455–459, 1939). In this paper, which
has greatly influenced the evolution of ideas around the concept of a black hole, matter
was modeled as dust, a fluid with pressure equal to zero. We prove that when the corre-
sponding initial data are suitably approximated by data for a collisionless gas as modeled
by the Vlasov equation, then a trapped surface forms before the corresponding solution
to the Einstein–Vlasov system can develop a singularity and again a black hole arises. As
opposed to the dust case the pressure does not vanish for such solutions. As a necessary
starting point for the analysis, which is carried out in Painlevé–Gullstrand coordinates,
we prove a local existence and uniqueness theorem for regular solutions together with
a corresponding extension criterion. The latter result will also become useful when one
perturbs dust solutions containing naked singularities in the Vlasov framework.

1. Introduction

It is well known that in the context of General Relativity the gravitational collapse of
some matter distribution can result in the formation of a spacetime singularity where the
structure of spacetime breaks down. Historically the first example where this was shown
is the seminal paper [34] by Oppenheimer and Snyder. The matter model employed in
their analysis was a perfect, compressible fluid with pressure identically equal to zero, a
model often referred to as dust; the initial data consist of a homogeneous ball of such dust.
Since such matter cannot build up any force acting against being compressed ad infinitum
by its own gravity, it is not surprising that the dust ball collapses. The ground-braking
insight was what this entails for the metric and causal structure of spacetime: A spacetime
singularity forms. The comforting aspect of the analysis is that this singularity is hidden
behind an event horizon and cannot be observed from far away. The Oppenheimer–
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Snyder solution is therefore an example where the weak cosmic censorship hypothesis,
which was later formulated by Penrose [35], holds.

But the dust matter model can be criticized as being somewhat peculiar and unre-
alistic, since usually matter will build up a force going counter to the compression. In
addition, it is known that for dust and a class of inhomogeneous data, gravitational col-
lapse can also result in naked singularities which are not hidden behind an event horizon
and are forbidden by the weak cosmic censorship hypothesis [18].

In the present paper we investigate a situation analogous to the Oppenheimer–Snyder
set-up, but with a collisionless gas as matter model instead of dust, i.e., we try to prove
an analogue to the Oppenheimer–Snyder collapse for the Einstein–Vlasov system; the
system is formulated in Sect. 2. Besides the fact that a self-gravitating collisionless
gas is often used in astrophysics to model objects like galaxies or globular clusters,
cf. [17], there are several more specific reasons which motivate this analysis. Firstly,
dust can be viewed as a singular special case of Vlasov and initial dust data can in
a precise sense be approximated by Vlasov data. Secondly, Vlasov matter has, when
viewed macroscopically, non-trivial pressure which may in general prevent collapse;
for example, there exist plenty of steady states with Vlasov matter, but there can exist
none with dust; for Vlasov matter the pressure in general is anisotropic and also the
current is non-trivial. Thirdly, so far no naked singularities have been shown to exist
with Vlasov matter. Finally, dust produces singularities also in the Newtonian regime,
but with Vlasov solutions exist globally in the Newtonian case. In [43] it was analyzed
what happens if Vlasov data are pushed towards dust data in the Newtonian case. That
paper was supposed to serve as a blueprint for the present analysis, the main result of
which is the following theorem, which we state here in a somewhat vague fashion; the
precise version follows below, cf. Theorem 6.1.

Theorem 1.1. For regular initial data which approximate Oppenheimer–Snyder data in
a suitable way the corresponding solution to the Einstein–Vlasov system approximates
the Oppenheimer–Snyder dust solution arbitrarily well. In particular, it forms a trapped
surface before it can form a spacetime singularity so that just as in the Oppenheimer–
Snyder case the singularity is hidden behind an event horizon.

We should add that the Hawking-Penrose singularity theorem [35] implies that the
spacetime obtained in Theorem 1.1 must be geodesically incomplete, but this does not
necessarily imply that a singularity occurs in the sense that curvature-related scalar
quantities blow up, as they do for the Oppenheimer–Snyder solution. Whether this is the
case is an interesting topic for further research.

Theorem 1.1 may at first glance look like a result on continuous dependence on initial
data. However, there exists no mathematical framework in which both the Einstein-dust
system and the Einstein–Vlasov system are well-posed. As a matter of fact, the result
we prove gives a much more specific relation between the solutions of the two systems:
In a core region the Vlasov solution is equal to a homogeneous solution of the Einstein–
Vlasov system, and this homogeneous solution can in turn be compared to the dust
solution. This more specific relation is then accessible to a rigorous proof. The whole
analysis is restricted to a spherically symmetric, asymptotically flat situation and employs
Painlevé–Gullstrand coordinates; the Einstein–Vlasov system in these coordinates is
formulated in Sect. 2.2. A necessary prerequisite of the analysis is a local existence
and uniqueness result for the initial value for the Einstein–Vlasov system in Painlevé–
Gullstrand coordinates, together with a continuation criterion which tells us exactly
which components of the solution must be controlled in order to extend it. This result
will also become important in the analysis of Vlasov-perturbed dust solutions with
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naked singularities, cf. [16]. The local existence and uniqueness result is formulated
and proven in Sects. 3 and 4. We note that comoving coordinates, which are often
used in the dust case, do not seem to be suitable for proving a local existence result
for the Einstein–Vlasov system due to problems at the center. In Sect. 5 we review
homogeneous solutions in the dust case, construct such solutions in the Vlasov case,
and establish various relations between these solutions. Section 6 is then devoted to the
proof of the precise version of Theorem 1.1, cf. Theorem 6.1.

Before we proceed some further references to the literature seem in order. In 1965,
Penrose [35] showed that once a spacetime develops a trapped surface then it must
become singular in the sense of geodesical incompleteness. Since trapped surfaces are
stable under small perturbations of the spacetime this result extends the Oppenheimer–
Snyder singularity formation to more general spacetimes, at the price of a rather weak
definition of “singularity”. In addition, this result brings up the question of which data re-
sult in the formation of trapped surfaces; for a long time, the zero pressure Oppenheimer–
Snyder solution was the only known example.

The present investigation is by no means the first attempt to extend the Oppenheimer–
Snyder result to a matter model with non-zero pressure. For the fluid case this was done in
[44]. In the case of a collapsing fluid ball a major difficulty, already in the Oppenheimer–
Snyder case, arises at the interface between matter and vacuum which is treated as a
shock wave in [44] and across which two different coordinate systems need to be matched
in [34]. No such difficulties arise in our approach. We use a single coordinate system
to cover the whole spacetime—Painlevé–Gullstrand coordinates—and rely on a general
local existence result in which the metric is as regular at the boundary of the matter as
anywhere else; the boundary takes care of itself.

In 1984, Christodoulou [18] showed that with dust as matter model solutions can
develop naked singularities. Since the initial data used in [18] are spherically sym-
metric and hence not generic, this result does not disprove weak cosmic censorship;
it is not known whether naked singularities can develop for generic dust data. Later
Christodoulou showed that naked singularities occur also for a self-gravitating scalar
field, but that for this “matter” model weak cosmic censorship does hold in a suitable
sense, cf. [19–25].

Gravitational collapse in the context of the Einstein–Vlasov system has previously
been investigated in [2,3,6,10,11,13–15,33,42], both numerically and analytically. But
for the analytic results the data were specifically tailored to lead to collapse and in par-
ticular were far from Oppenheimer–Snyder type data or “real” astrophysical situations;
the initial data constructed in [6] have the important additional property that they have
a complete regular past. The Vlasov matter model is distinguished from other mod-
els mentioned above by several features. There are classes of initial data—small data,
data with “outgoing” particles—which lead to global, geodesically complete solutions
of the Einstein–Vlasov system, cf. [9,26,32,40]. There also exists a plethora of static
and stationary solutions of this system, cf. [4,7,8,12,36,38,41]. Stability or instabil-
ity of these steady states has been investigated in [28–31], and perturbations of stable
steady states can result in time-periodic oscillations, cf. [13,28]. More background on the
Einstein–Vlasov system and also its Newtonian counterpart can be found in [1,5,37,39].
Altogether, a self-gravitating, collisionless gas can exhibit a large variety of dynamical
behaviors, both in the Newtonian and in the relativistic regime, and with the present
investigation we intend to add a new one to this list which has its roots in the classical
paper [34] by Oppenheimer and Snyder.
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2. The Einstein–Vlasov System

2.1. The Einstein–Vlasov system in general coordinates. The Einstein–Vlasov system
describes a collisionless, self-gravitating ensemble of particles in the context of gen-
eral relativity. Let M denote a smooth four-dimensional spacetime manifold and gμν a
Lorentz metric on M with signature (−+ ++). In local coordinates xμ the corresponding
line element takes the form

ds2 = gμνdxμdxν;
Greek indices run from 0 to 3, and we use the Einstein summation convention. The
particle ensemble has a density f defined on the cotangent bundle T M∗, i. e., f =
f (xμ, pν) ≥ 0 where pν = gνγ pγ and pγ denote the canonical momentum coordi-
nates corresponding to the local spacetime coordinates xμ; in what follows we identify
elements of T M∗ with their coordinates. All the particles are assumed to have the same
rest mass, which we normalize to 1, i.e., f is supported on the mass shell

P M∗ := {
(xμ, pν) ∈ T M∗ | gμν pμ pν = −1, pμ future pointing

}
.

We assume that on P M∗ the component p0 can be expressed by the coordinates (xμ, p j )

where Latin indices run from 1 to 3. In what follows we write xμ = (t, x j ) and view t
as a time-like coordinate. The basic unknowns in the Einstein–Vlasov system (besides
the spacetime M) are the Lorentz metric gμν and the particle density f . They obey the
Einstein equations

Gμν = 8πTμν (2.1)

coupled to the Vlasov equation

∂t f +
pi

p0 ∂xi f − 1

2p0

∂gνδ

∂xi
pν pδ ∂pi f = 0. (2.2)

Here Gμν is the Einstein tensor induced by the Lorentz metric gμν . The two equations
are coupled by defining the energy momentum tensor as

Tμν = |g|− 1
2

∫
pμ pν f

dp1dp2dp3

p0 , (2.3)

where g is the determinant of the metric gμν ; we use units so that the speed of light and
the gravitational constant equal unity. The geodesic equations

dxμ

dτ
= pμ = gμν pν,

dpμ

dτ
= −1

2

∂gνδ

∂xμ
pν pδ,

which describe the worldlines of test particles on the spacetime manifold (M, gμν),
correspond to the characteristic equations of the Vlasov equation (2.2) for f supported
on the mass-shell P M∗, the latter being invariant under the geodesic flow.

We wish to study the Einstein–Vlasov system (2.1), (2.2), (2.3) under the assumptions
of spherical symmetry and asymptotic flatness.
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2.2. The system in Painlevé–Gullstrand coordinates. We consider the Einstein–Vlasov
system with a metric of the form

ds2 = −dt2 + a2(dr + βdt)2 + r2
(

dθ2 + sin2 θdφ2
)

where t ∈ R, r ≥ 0, θ ∈ [0, π ], φ ∈ [0, 2π ], and a = a(t, r), β = β(t, r). The
radial coordinate r is the area radius, i.e., a sphere given by fixed values of t and r and
parameterized by the polar angles θ and φ has surface area equal to 4πr2. The meaning
of the time coordinate t can be seen as follows. If we consider an observer moving
towards the future along a radial geodesic given by

ṙ = dr

dt
= −β(t, r),

then along this curve, i.e., for such an observer, ds2 = −dt2, so that the time coordinate
t coincides with the proper time measured by this observer; time is measured by radially
falling geodesic clocks, cf. [27]. Asymptotic flatness and regularity at the center require
that

β(t, 0) = β(t,∞) = 0, a(t, 0) = a(t,∞) = 1. (2.4)

Taking suitable combinations of the Einstein equations and defining

A = 1

a2 − β2 (2.5)

results in the following set of field equations:

∂t
(
r(1 − A)

) = 8πr2
(
β(ρ + p) − (aβ2 + a−1) j

)
, (2.6)

∂r
(
r(1 − A)

) = 8πr2(ρ − aβ j), (2.7)

∂tβ − β ∂rβ = 1

2r
(1 − A) + 4πr p, (2.8)

∂t a − β ∂r a = −4πra2 j; (2.9)

the geometrically invariant quantity A = g(dr, dr) is related to the Hawking mass via
(3.4) below. The definition of the matter terms ρ, p, j in terms of f follows shortly, and
we note that

T00 = ρ − 2aβ j + a2β2 p,

T01 = a2βp − aj,

T11 = a2 p,

T22 = r2 pT ;
the tangential pressure pT , which does not appear in the field equations (2.6)–(2.9), will
play its role later on. To formulate the Vlasov equation and the matter terms we use
Cartesian coordinates

(x1, x2, x3) = r (sin θ cos φ, sin θ sin φ, cos θ),
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and non-canonical momentum variables defined by the relations

vc = pc +

(
1

a
− 1

)
x j p j

r

xc

r
, pc = vc + (a − 1)

x · v

r

xc

r
.

Here pc are the canonical momenta corresponding to the spatial coordinates defined
above, · denotes the Euclidean scalar product in R

3, and indices of vectors x, v ∈ R
3 are

raised and lowered with the Kronecker δ; in addition |v| denotes the Euclidean norm.
Then

p0 =
√

1 + |v|2 =: 〈v〉.

When using these coordinates the function f must explicitly be required to be spherically
symmetric, i.e., f (t, Ax, Av) = f (t, x, v) for A ∈ SO(3). The Vlasov equation reads

∂t f +

(
v

a〈v〉 − β
x

r

)
· ∂x f

+

[(
β

∂r a

a
− ∂t a

a
+ ∂rβ

)
x · v

r

x

r
+

β

r

(
v − x · v

r

x

r

)]
· ∂v f = 0. (2.10)

The matter terms are

ρ(t, r) = ρ(t, x) =
∫

〈v〉 f (t, x, v) dv, (2.11)

p(t, r) = p(t, x) =
∫ ( x · v

r

)2
f (t, x, v)

dv

〈v〉 , (2.12)

j (t, r) = j (t, x) =
∫

x · v

r
f (t, x, v) dv, (2.13)

pT (t, r) = pT (t, x) = 1

2

∫ ∣∣∣∣
x × v

r

∣∣∣∣

2

f (t, x, v)
dv

〈v〉 . (2.14)

The system (2.6)–(2.13) together with the boundary conditions (2.4) and the definition
(2.5) is the Einstein–Vlasov system in Painlevé–Gullstrand coordinates. We need to
prescribe the following initial data:

f (0) = f̊ , a(0) = å, β(0) = β̊; (2.15)

here f (0) stands for f restricted to the initial time slice t = 0 etc. Besides regular-
ity assumptions which we specify below the data å and β̊ must satisfy the boundary
conditions (2.4) and the constraint equation (2.7).

In passing we note the following fact which will become important later on. For a
characteristic curve s �→ (x(s), v(s)) of the Vlasov equation (2.10), v(0) = 0 implies
that v(s) = 0 for all times. A characteristic with this property corresponds to one of
the radially falling geodesic clocks, and in general, v/a〈v〉 is the velocity relative to the
latter.
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3. The Local Existence Result

3.1. A suitable reduced system. In order to prove a local existence result we need to
select a suitable subsystem, as the system stated above is over-determined. We replace
the combination of derivatives of a in (2.10) via (2.9) and keep only (2.8) and (2.9)
together with the corresponding matter terms to determine a and β. We use the integrated
version of (2.7) to define A and arrive at the following reduced system:

∂t f +

(
v

a〈v〉 − β
x

r

)
· ∂x f

+

[
4πr a j

x · v

r

x

r
+

(
∂rβ − β

r

)
x · v

r

x

r
+

β

r
v

]
· ∂v f = 0. (3.1)

∂tβ − β ∂rβ = 1

2r
(1 − A) + 4πr p, (3.2)

∂t a − β ∂r a = −4πra2 j, (3.3)

where ρ, p, j are given in terms of f by (2.11)–(2.13), and

A(t, r) = 1 − 8π

r

∫ r

0
(ρ − aβ j) (t, s) s2ds. (3.4)

It is important to make sure that a remains positive. This fact together with the form of
(3.3) motivates an auxiliary quantity defined by

a = eλ, (3.5)

in terms of which (3.3) can be rewritten as

(∂t − β ∂r ) e−λ = 4πr j. (3.6)

3.2. Initial data. The initial data prescribed in (2.15) must satisfy the following assump-
tions:

f̊ ∈ C1
c (R6), å ∈ C1([0,∞[), β̊ ∈ C2([0,∞[),

where the subscript c denotes compact support, f̊ is spherically symmetric,

f̊ ≥ 0, å(0) = 1 = å(∞), å′(0) = 0, β̊(0) = β̊ ′′(0) = 0 = β̊(∞),

å(r) > 0 for r ≥ 0,

and

Å(r) = 1

å(r)2 − β̊(r)2 for r ≥ 0, (3.7)

where Å is as in (3.4) with ρ = ρ̊ and j = j̊ induced by f̊ . The assumption that f̊ has
compact support can in principle be relaxed, but this would make the proofs much more
complicated.
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Remark 3.1. Such data can for example be obtained by taking å = 1, f̊ even in v so that
j̊ = 0, and then solving (3.7) for β̊, i.e.,

β̊(r) =
(

8π

r

∫ r

0
ρ̊(s) s2ds

)1/2

. (3.8)

Using l’Hospital’s rule one can show that indeed

β̊ ∈ C2([0,∞[), β̊(0) = β̊ ′′(0) = 0.

However, we must not a-priori restrict our local existence result to such data, because
when we extend the solution to some maximal existence interval, f|t=t0 , a|t=t0 , β|t=t0
must for any t0 > 0 again be admissible data.

3.3. The solution concept and the local existence result. We first specify the regularity
properties which the various parts of a solution must satisfy.

Definition 3.2. Let I ⊂ R be an interval.

(a) f : I × R
6 → [0,∞[ is regular, if f ∈ C1(I × R

6), f (t) is spherically symmetric
for t ∈ I , and supp f (t) is compact, locally uniformly in t ∈ I .

(b) ρ (or p, pT ) : I × R
3 → [0,∞[ is regular, if ρ ∈ C1(I × R

3), ρ(t) is spherically
symmetric for t ∈ I , and supp ρ(t) is compact, locally uniformly in t ∈ I .

(c) j : I ×R
3 → R is regular, if j ∈ C(I ×R

3) ∩ C1(I ×R
3 \ {0}), j (t) is spherically

symmetric for t ∈ I , supp j (t) is compact, locally uniformly in t ∈ I , j ∈ C1(I ×
[0,∞[) as a function in (t, r), and j (t, 0) = 0.

(d) a : I × [0,∞[ → ]0,∞[ is regular, if a ∈ C1(I × [0,∞[), and the boundary
conditions ∂r a(t, 0) = 0, a(t, 0) = 1 hold.

(e) β : I × [0,∞[ → R is regular, if β ∈ C1(I × [0,∞[), ∂rβ ∈ C1(I × [0,∞[), and
the boundary conditions β(t, 0) = ∂2

r β(t, 0) = 0 hold.
(f) The fields are locally bounded, if a−1, ra j , β, ∂rβ are bounded on J × [0,∞[ for

any compact interval J ⊂ I .

Note that the boundary conditions at infinity which were part of (2.4) are not included
in the definition above; we will take care of them after having established a solution in
the sense of the definition. We aim to prove the following result; by ‖ · ‖ we denote the
sup norm with respect to r = |x | ∈ [0,∞[ or (x, v) ∈ R

3 × R
3, as the case may be.

Theorem 3.3. Each set of initial data ( f̊ , å, β̊) as specified in Sect. 3.2 launches a unique
solution ( f, a, β) of the reduced system (3.1)–(3.4) on some time interval [0, T [, the
components of which are regular in the sense of Definition 3.2. The boundary conditions
(2.4) hold. If T > 0 is chosen maximal and

sup
{|v| | (x, v) ∈ supp f (t), 0 ≤ t < T

}

+ sup
{‖a(t)‖ + ‖∂rβ(t)‖ | 0 ≤ t < T

}
< ∞, (3.9)

then T = ∞.

This theorem will be proven by setting up an iteration scheme which generates a sequence
of approximate solutions converging to the desired solution of the reduced system.
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3.4. Recovering the full system. It is important that a sufficiently regular solution of the
subsystem is indeed a solution to the full set of equations.

Proposition 3.4. Assume that ( f, a, β) is a solution of the subsystem as obtained in
Theorem 3.3. Then the equations (2.5), (2.6) and the Vlasov equation in the form (2.10)
hold as well. The full set of the Einstein equations (2.1) is satisfied.

In order to prove this result, the following auxiliary results will be useful. The first one
corresponds to (a part of) the balance equations ∇μTμν = 0, written in the present
coordinates.

Lemma 3.5. Let f be a regular solution of the Vlasov equation (3.1) corresponding to
a given, regular set of fields (ã, j̃ , β̃). Then

∂tρ = β̃∂rρ − 1

ã
∂r j − 2

r ã
j +

2β̃

r
(ρ + pT ) +

(
∂r β̃ + 4πr ãj̃

)
(ρ + p),

∂t j = β̃∂r j +
2β̃

r
j − 1

ã

(
∂r p +

2

r
p − 2

r
pT

)
+ 2

(
∂r β̃ + 4πr ãj̃

)
j.

Proof. First we differentiate the formulas (2.11) and (2.13) with respect to t . Then we
substitute ∂t f via the Vlasov equation (3.1). The terms containing ∂v f can be integrated
by parts. The terms containing ∂x f can be related to (radial derivatives of) various source
terms, more precisely,

∫
v · ∂x f dv = ∂r j +

2

r
j,

∫
〈v〉 x

r
· ∂x f dv = ∂rρ,

∫
x · v

r

x

r
· ∂x f dv = ∂r j,

∫
x · v

r

v

〈v〉 · ∂x f dv = ∂r p +
2

r
p − 2

r
pT ,

cf. [37, Lemma 6.6, Lemma 6.8]. Collecting terms yields the result. ��
Notice that in the proof only the Vlasov equation is used, the field equations play no

role. This will become important in the next section, where we will apply this result to the
iterates in an iteration scheme. An analogous comment applies to the second auxiliary
result.

Lemma 3.6. Let T > 0 and let β̃ be regular on [0, T [×[0,∞[ in the sense of Defini-
tion 3.2 (e), and bounded on [0, T ′] × [0,∞[ for any T ′ < T .

(a) For any r ≥ 0 and t ∈ [0, T [ there exists an unique C1 solution [0, T [ � s �→
R(s, t, r) of the equation

ṙ = −β̃(s, r)

with R(t, t, r) = r . Moreover, R ∈ C1([0, T [2×[0,∞[) and ∂r R ∈ C1([0, T [2×[0,

∞[) with R(s, t, 0) = 0 = ∂2
r R(s, t, 0).
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(b) For b̊ ∈ C1([0,∞[) and q ∈ C1([0, T [×[0,∞[),

b(t, r) = b̊(R(0, t, r)) +
∫ t

0
q(s, R(s, t, r)) ds

defines the unique solution b ∈ C1([0, T [×[0,∞[) of the initial value problem

∂t b − β̃(t, r) ∂r b = q(t, r), b(0, r) = b̊(r).

Proof. In order to prove part (a) we note that the assumptions on β̃ allow us to extend
this function via β̃(t, r) := −β̃(t,−r) to β̃ ∈ C1([0, T [×R) with β̃(t, 0) = 0. For
this extended characteristic equation the existence of R ∈ C1([0, T [2×R) is standard;
notice that by assumption, β̃ is bounded on compact subintervals of [0, T [ so that the
characteristics do exist on [0, T [. Since β̃(t, 0) = 0 it follows that R(s, t, 0) = 0,
and no characteristic can cross the line r = 0. Hence we can consistently restrict R to
[0, T [2×[0,∞[. Since

d

ds
∂r R(s, t, r) = −∂r β̃(s, R(s, t, r))∂r R(s, t, r), ∂r R(t, t, r) = 1

it follows that

∂r R(s, t, r) = exp

(∫ t

s
∂r β̃(τ, R(τ, t, r)) dτ

)
, (3.10)

and since ∂r β̃ is continuously differentiable, ∂r R ∈ C1([0, T [2×R). Moreover, ∂2
r R(s, t,

0) = 0, since ∂2
r β̃(t, 0) = 0. Part (b) is standard theory of first order PDEs. ��

We are now ready to prove Proposition 3.4.

Proof of Proposition 3.4. .Assume that we are given a regular solution to the subsystem
(3.1)–(3.4). Then by (3.3), the original Vlasov equation (2.10) holds as well. The key
points are to see that A, which in the subsystem is given by (3.4), indeed satisfies the
relation (2.5) and the field equation (2.6); the field equation (2.7) follows directly from
(3.4).

We first compute the left hand side of (2.6), using the definition (3.4) and Lemma 3.5.
This results in terms containing ∂rρ, ∂r p, or ∂r j under the radial integral. If we integrate
these terms by parts, we find that

∂t (r(1 − A)) = 8πr2
(
β(ρ + p) − (aβ2 + 1/a) j

)

+ 4π

∫ r

0
s2aj ∂r

(
1

a2 − β2 − A

)
(t, s) ds; (3.11)

this is indeed (2.6), provided A satisfies the relation (2.5).
Let us define

d := A − 1

a2 + β2.

Using (3.11), an integration by parts with respect to the radial variable, and (3.4) it
follows that

∂t d − β ∂r d = 4πra jd − 4π

r

∫ r

0
∂r (ajσ 2)(t, σ )d(t, σ ) dσ.
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Now the assumption on the data guarantees that d(0, r) = 0, and we can use Lemma 3.6
to conclude that

d(t, r) = 4π

∫ t

0

[
(ra j) − 1

r

∫ r

0
∂r (ajσ 2)(t, σ )d(t, σ ) dσ

]
(s, R(s, t, r)) ds.

In the present context the function d is bounded with respect to r , locally uniformly in t .
The previous equation thus implies that on any compact time interval [0, T ′] ⊂ [0, T [,

‖d(t)‖ ≤ C
∫ t

0
‖d(s)‖ ds

which implies that d = 0. Hence (2.5) and by (3.11) also (2.6) hold.
To conclude this proof we must recall that (2.6)–(2.9) together with (2.5), which

now all hold, are not the Einstein equations Eμν := Gμν − 8πTμν = 0, but suitable
combinations of some of them. Indeed, (2.8) is, up to an overall factor 2ra2, the equation
E11 = 0. Next we observe that aE01 − aβE11 = 0 is equivalent to the equation (2.9),
but since we already know that E11 = 0 it follows that E01 = 0 as well. Equation (2.7)
arises as the combination E00 − βE01 = 0 from which we conclude that E00 = 0. It
remains to show that E22 = 0; the also nontrivial equation E33 = 0 is just a multiple
of this, and all the other components of the field equations vanish by symmetry. The
equation E22 = 0 explicitly reads as follows:

r

a3

[
r a3∂r∂tβ − r a2∂2

t a − r a2β2∂2
r a − r a3β∂2

r β + 2r a2β∂r∂t a

+ 2r a2∂t a∂rβ + r a2∂tβ∂r a − r a3 (∂rβ)2 − a2β2∂r a

− 2 a3β∂rβ − ∂r a + a2β∂t a − 3r a2β∂r a∂rβ + a3∂tβ
]

= 8πr2 pT . (3.12)

We differentiate (2.8) with respect to r , and (2.9) with respect to t or with respect to r . If
we substitute the resulting expressions for ∂r∂tβ, ∂2

t a, and ∂r∂t a into the left hand side
of (3.12), observe Lemma 3.5, and collect terms we see that (3.12) holds. ��
Remark 3.7. Strictly speaking, the regularity of a which is specified in Definition 3.2 is
not sufficient for the above derivation of (3.12). However, this is only a technical point,
and after having proven Theorem 3.3 we will see that a is indeed as regular as β, provided
å ∈ C2([0,∞[), cf. Corollary 4.2 below. For the proof of Theorem 3.3 it is useful not
to require more regularity than needed in order to make sense of the subsystem. One
reason for discussing (3.12) already at this point is the fact that it motivates a certain
maneuver which leads to control of first order derivatives of f in Sect. 4.7 below.

4. Proof of the Local Existence Result

In this section we prove Theorem 3.3. The proof is split into a number of steps which
we deal with in the various subsections which follow.
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4.1. The Vlasov equation and the characteristic system. We will deal with the modified
Vlasov equation (3.1) via the method of characteristics. When constructing the iterative
scheme below it is important that we study (3.1) for a prescribed set of fields ã, β̃, j̃ .
For s ∈ [0, T [, x, v ∈ R

3 we define

F1(s, x, v) := v

ã(s, r)〈v〉 − β̃(s, r)
x

r
, (4.1)

F2(s, x, v) := 4πr (ã j̃ )(s, r)
x · v

r

x

r
+

(

∂r β̃ − β̃

r

)

(s, r)
x · v

r

x

r
+

β̃(s, r)

r
v. (4.2)

In what follows we often abbreviate z = (x, v) ∈ R
3 × R

3. The characteristic system
of the modified Vlasov equation (3.1) can now be written in the form

ż = F(s, z). (4.3)

Lemma 4.1. Assume that ã, β̃, j̃ are regular and locally bounded on the time interval
[0, T [ as specified in Definition 3.2.

(a) For any t ∈ [0, T [ and z ∈ R
3 × R

3 there exists a unique solution [0, T [ �
s �→ Z(s, t, z) = (X, V )(s, t, x, v) of (4.3) with Z(t, t, z) = z. Moreover, Z ∈
C1([0, T [×[0, T [×R

3 × R
3).

(b) By f (t, z) := f̊ (Z(0, t, z)) for t ∈ [0, T [ and z ∈ R
3 × R

3 the unique, regular
solution to the modified Vlasov equation (3.1) with f (0) = f̊ is defined.

Proof. We claim that F ∈ C1([0, T [×R
3 ×R

3). The crucial point here is the regularity
at the spatial origin. The behavior of a, j, β at r = 0 together with l’Hospital’s rule
imply that

lim
r→0

(
∂rβ − β

r

)
(s, r) = 0 = lim

r→0

(
r∂rβ − β

r2

)
(s, r).

Hence the limits

lim
r→0

∂xi

(
β

x j

r

)
= ∂rβ(t, 0)δi j ,

lim
r→0

∂xi

(
ra j

x · v

r

x j

r

)
= 0 = lim

r→0
∂xi

((
∂rβ − β

r

)
x · v

r

x j

r

)

exist, and F is C1, also at the center. Since for any 0 < T ′ < T the function F is
bounded with respect to s ∈ [0, T ′] and x ∈ R

3 and grows at most linearly in |v|, any
solution of the characteristic system exists for s ∈ [0, T [. The remaining assertions are
standard. ��

4.2. The iteration scheme—the set-up.

4.2.1. The 0 th iterates We define the 0 th iterate of the fields on [0,∞[×[0,∞[ as

a0(t, r) := 1, j0(t, r) := 0, β0(t, r) := 0.

These iterates need not fit the given initial data, but it is important that they satisfy (3.3).
For technical reasons we also define f0 := 0.
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4.2.2. Induction assumption on the (n − 1) st iterates We assume that an−1, jn−1, βn−1
are defined on [0, Tn−1[×[0,∞[ for some Tn−1 > 0, and that they are regular and locally
bounded in the sense of Definition 3.2. In addition, we assume that

∂t an−1 − βn−1 ∂r an−1 = −4πra2
n−1 jn−1; (4.4)

notice that these assumptions hold for the 0 th iterates, i.e., for n = 1.

4.2.3. fn and its characteristics We replace ã, j̃ , β̃ in (4.1), (4.2) by the above (n−1) st
iterates and denote the resulting function by Fn−1. Then we can apply Lemma 4.1 to
obtain corresponding iterates for the characteristics Zn = (Xn, Vn) as the solution of
ż = Fn−1(s, z) and fn(t, z) := f̊ (Zn(0, t, z)) as the n th iterate for f , which is defined
on [0, Tn−1[×R

3 × R
3. As desired, fn is regular in the sense of Definition 3.2 (a).

4.2.4. The n th iterates for the source terms We define ρn, pn, jn, pT,n by (2.11)–(2.14)
with fn instead of f . These functions are regular in the sense of Definition 3.2 (b), (c);
for the details of this assertion we refer to [37, Lemma 6.8].

4.2.5. The n th iterates for the metric quantities—An We define

An(t, r) = 1 − 8π

r

∫ r

0
(ρn − an−1βn−1 jn) (t, s) s2ds. (4.5)

It is easily seen that the function (1 − An)/(2r) is continuously differentiable on
[0, Tn−1[×[0,∞[ and twice continuously differentiable with respect to r on this set
with [(1 − An)/(2r)]|r=0 = 0 = ∂2

r [(1 − An)/(2r)]|r=0.

4.2.6. The n th iterates for the metric quantities—βn This is the crucial step. We define
βn as the solution of the initial value problem

∂tβ − βn−1 ∂rβ = 1

2r
(1 − An) + 4πr pn, β(0, r) = β̊(r). (4.6)

By the induction assumption on the previous iterates we can apply Lemma 3.6 (a) with
b = βn−1. This implies that for any t ∈ [0, Tn−1[ and r ≥ 0 there exists a unique
solution [0, Tn−1[ � s �→ Rn(s, t, r) of the characteristic equation

ṙ = −βn−1(s, r)

with Rn(t, t, r) = r , and Rn has the regularity properties stated in Lemma 3.6 (a).
Following part (b) of that lemma we define the next iterate for β as

βn(t, r) := β̊(Rn(0, t, r)) +
∫ t

0

(
1

2r
(1 − An)

)
(s, Rn(s, t, r)) ds

+ 4π

∫ t

0
(r pn)(s, Rn(s, t, r)) ds

=: βn,1(t, r) + βn,2(t, r) + βn,3(t, r). (4.7)



  284 Page 14 of 59 H. Andréasson, G. Rein

The difficulty is to recover for βn the regularity properties which we assumed for βn−1.
To do so we first observe that analogously to (3.10),

∂r Rn(s, t, r) = exp

(∫ t

s
∂rβn−1(τ, Rn(τ, t, r)) dτ

)
. (4.8)

Clearly, βn,1 ∈ C1([0, Tn−1[×[0,∞[) with ∂rβn,1 ∈ C1([0, Tn−1[×[0,∞[). The same
is true for βn,2 by the regularity properties of (1−An)/(2r) stated above. The problematic
term is βn,3. Obviously,

∂rβn,3(t, r) =
∫ t

0
∂r (r pn)(s, Rn(s, t, r))∂r Rn(s, t, r) ds.

From [37, p. 98] we see that

∂r (r pn)(s, r) = 2pT,n(s, r) − pn(s, r) + r
∫

x · v

r

v

〈v〉 · ∂x fn(s, x, v) dv. (4.9)

Only the last term, which we denote by σn(s, x), needs to be investigated further. To
do so we need to exploit the fact that fn solves the “previous” Vlasov equation. We
define a Cartesian version of the characteristic Rn(s, t, r), namely s �→ Xn(s, t, x) is
the solution to

ẋ = −βn−1(s, r)
x

r
(4.10)

with Xn(t, t, x) = x ; note that the right hand side of this differential equation is in
C1([0, Tn−1[×R

3) and vanishes at the center x = 0. In particular, Xn(s, t, 0) = 0, and
no other characteristic can cross the center. It is easy to see that |Xn(s, t, x)| = Rn(s, t, r)

where r = |x |. Moreover,

Xn(s, t, x)

|Xn(s, t, x)| = x

r

for x �= 0; notice that σn(s, 0) = 0. It is interesting to note that s �→ (Xn(s, t, x), 0) is ac-
tually a characteristic of the Vlasov equation, namely (Xn(s, t, x), 0) = (Xn(s, t, x, 0),

Vn(s, t, x, 0)). Let

Dt fn(t, x, v) := ∂t fn(t, x, v) − βn−1(t, r)
x

r
· ∂x fn(t, x, v).

In what follows we often abbreviate Xn(s) = Xn(s, t, x) and Rn(s) = Rn(s, t, r). Then
the chain rule and the Vlasov equation for fn imply that

d

ds
fn(s, Xn(s), v) = (Dt fn)(s, Xn(s), v) = −

(
v

an−1〈v〉 · ∂x fn

)
(s, Xn(s), v)

− (
Fn−1,2 · ∂v fn

)
(s, Xn(s), v);

Fn−1 = (Fn−1,1, Fn−1,2) is defined analogously to (4.1), (4.2). This implies that
(

x · v

r

v

〈v〉 · ∂x fn

)
(s, Xn(s), v) = −

(
an−1

x · v

r
Dt fn

)
(s, Xn(s), v)

−
(

an−1
x · v

r
Fn−1,2 · ∂v fn

)
(s, Xn(s), v).
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Integration with respect to v and an integration by parts imply that
(∫

x · v

r

v

〈v〉 · ∂x fndv

)
(s, Rn(s))

= −an−1(s, Rn(s))
d

ds
jn(s, Rn(s))

+ 2an−1(s, Rn(s))

(
4π an−1 jn−1 jn +

(
∂rβn−1 +

βn−1

r

)
jn

)
(s, Rn(s)).

We substitute this into the formula for ∂rβn,3 to obtain

1

4π
∂rβn,3(t, r) =

∫ t

0
(2pT,n − pn)(s, Rn(s, t, r)) ∂r Rn(s, t, r) ds

−
∫ t

0
(ran−1)(s, Rn(s, t, r))∂r Rn(s, t, r)

d

ds
jn(s, Rn(s, t, r)) ds

+ 2
∫ t

0

(
ran−1 jn

(
4π an−1 jn−1 +

(
∂rβn−1 +

βn−1

r

)))

(s, Rn(s, t, r))∂r Rn(s, t, r) ds

=: β ′
n,31(t, r) + β ′

n,32(t, r) + β ′
n,33(t, r). (4.11)

The term β ′
n,31 is continuously differentiable, where we have to observe that ∂2

r Rn exists
and is continuous. The term β ′

n,33 is continuously differentiable by the properties of the
previous iterates. In the term β ′

n,32 we integrate by parts and observe that (4.4) holds:

β ′
n,32(t, r) = −ran−1(t, r) jn(t, r) + (ran−1 jn)(0, Rn(0, t, r))∂r Rn(0, t, r)

+
∫ t

0
jn(s, Rn(s, t, r))

[
∂s Rn(s, t, r)∂r Rn(s, t, r)an−1(s, Rn(s, t, r))

+ Rn(s, t, r)∂s∂r Rn(s, t, r)an−1(s, Rn(s, t, r))

− Rn(s, t, r)∂r Rn(s, t, r) 4π(ra2
n−1 jn−1)(s, Rn(s, t, r))

]
ds. (4.12)

The first two terms are continuously differentiable. The same is true for the first and last
term under the integral. The crucial term is ∂s∂r Rn(s, t, r). First we note that

∂s∂
2
r Rn(s, t, r) = −∂r

(
∂rβn−1(s, Rn(s, t, r))∂r Rn(s, t, r)

)

which exists and is continuous. Now it holds that

∂t Rn(s, t, r) = ∂r Rn(s, t, r) βn−1(t, r)

which is continuously differentiable with respect to s and t , and this implies that also
∂s∂t∂r Rn(s, t, r) exists and is continuous. Hence the term β ′

n,32 is continuously dif-
ferentiable with respect to t and r . It follows that βn ∈ C1([0, Tn−1[×[0,∞[) with
∂rβn ∈ C1([0, Tn−1[×[0,∞[) as desired. Also, βn(t, 0) = 0 = ∂2

r βn(t, 0). The as-
sertion for βn(t, 0) follows from the definition (4.7). For the assertion of its second
order derivative in r we check all the terms which appear in that derivative and observe
that each of these contains at least one factor of the form Rn, ∂s Rn, ∂2

r Rn, ∂2
r [(1 −

An)/(2r)], jn, ∂r pn, ∂r pT,n , each of which vanishes at r = 0. Altogether, we have
shown that βn is regular in the sense of Definition 3.2 (e).
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4.2.7. The n th iterates for the metric quantities—an We define the next iterate an by
defining λn as the solution to the initial value problem

(∂t − βn ∂r ) e−λ = 4πr jn, e−λ(0,r) = e−λ̊(r) = 1/å(r), (4.13)

cf. (3.5) and (3.6). Note that we use the new iterate βn at this stage, but otherwise the
structure of this problem is the same as (4.6). Since βn has the required regularity we
can proceed as before and use Lemma 3.6 to define [0, Tn−1[ � s �→ Rn+1(s, t, r) as the
solution of the characteristic equation

ṙ = −βn(s, r)

with Rn+1(t, t, r) = r , and

e−λn(t,r) := e−λ̊(Rn+1(0,t,r)) + 4π

∫ t

0
(r jn)(s, Rn+1(s, t, r)) ds (4.14)

on some maximal interval [0, Tn[⊂ [0, Tn−1[ on which the right hand side is positive.
We let an = eλn and need to check that an is regular, but this is fine from (4.14), since we
only need an ∈ C1([0, Tn[×[0,∞[), i.e., the complicated maneuver to get the second
order derivatives of βn need not be repeated for an . Since Rn+1(s, t, 0) = 0, it follows
that e−λn(t,0) = 1 and hence an(t, 0) = 1, and ∂r an(t, 0) = 0. Finally,

∂t an − βn∂r an = −4πra2
n jn, (4.15)

which is exactly (4.4) required in the induction assumption, but now for the next iterate.
One iteration cycle is now complete. It needs to be checked that an, jn, βn are locally

bounded on [0, Tn[, but this will be done as part of the bounds to be established next.
Since the local boundedness of βn was used to define an above, it is important that that
boundedness can be proven, before an is even defined, which will indeed be the case.

4.3. Bounds on the iterates—loop 1. We fix two constants P0 ≥ 1, Q0 ≥ 1 such that

supp f̊ ⊂ BQ0 × BP0;
BR denotes the closed ball in R

3 with radius R and center 0. In what follows, C > 0
denotes a constant which may depend on

P0, Q0, ‖ f̊ ‖, ‖å‖, ‖1/å‖, ‖β̊‖, ‖∂r β̊‖;
C does not depend on t or n, and in what follows it may change from line to line. For
n ∈ N and t ∈ [0, Tn−1[ we define

Pn(t) := sup
{|Vn(s, 0, z)| | z ∈ supp f̊ , 0 ≤ s ≤ t

}
, (4.16)

Qn(t) := sup
{|Xn(s, 0, z)| | z ∈ supp f̊ , 0 ≤ s ≤ t

}
. (4.17)

We aim for a Gronwall-loop (“loop 1”) by which we can bound these quantities and
various others which naturally come up in the loop. On the interval [0, Tn−1[,

fn(t, x, v) = 0 if |x | ≥ Qn(t) or |v| ≥ Pn(t),

‖ρn(t)‖, ‖pn(t)‖, ‖pT,n(t)‖, ‖ jn(t)‖ ≤ C Pn(t)4,
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and

ρn(t, x) = pn(t, x) = pT,n(t, x) = jn(t, x) = 0 if |x | ≥ Qn(t).

We use the characteristic equations which define Xn(s) and Vn(s) to estimate Qn and
Pn :

Qn(t) ≤ C +
∫ t

0

(
‖e−λn−1(s)‖ + ‖βn−1(s)‖

)
ds, (4.18)

Pn(t) ≤ C + C
∫ t

0

(
Qn−1(s)‖an−1(s)‖ Pn−1(s)

4 + ‖∂rβn−1(s)‖
)
Pn(s) ds. (4.19)

Next (4.5) and (4.7) imply that

∥∥∥∥
1

r
(1 − An)(t)

∥∥∥∥ ≤ C Qn(t)Pn(t)
4 (1 + ‖an−1(t)‖‖βn−1(t)‖) , (4.20)

‖βn(t)‖ ≤ ‖β̊‖ + C
∫ t

0
Qn(s)Pn(s)4 (1 + ‖an−1(s)‖‖βn−1(s)‖) ds. (4.21)

Before we continue with our Gronwall argument we notice that the estimates (4.18)–
(4.21), which we could have carried out before constructing an in Sect. 4.2.7, show
that βn satisfies the boundedness condition which was used in constructing an , cf. the
discussion at the end of Sect. 4.2.7.

We continue with the Gronwall loop by estimating ∂rβn . From the discussion for the
radial derivatives of the right had side of (4.7) it follows that

‖∂rβn(t)‖ ≤ C

[
exp

(∫ t

0
‖∂rβn−1(τ )‖dτ

)
+ Qn(t)Pn(t)

4‖an−1(t)‖

+
∫ t

0
Pn(s)4

(
1 + ‖an−1(s)‖‖βn−1(s)‖

+ Qn(s)‖an−1(s)‖
(
‖∂rβn−1(s)‖ + Qn(s)‖an−1(s)‖Pn−1(s)

4
))

ds

+
∫ t

0
exp

(∫ t

s
‖∂rβn−1(τ )‖dτ

)
Pn(s)4

(
1 + ‖an−1(s)‖‖βn−1(s)‖

+ Qn(s)‖an−1(s)‖
(

Qn−1(s)‖an−1(s)‖Pn−1(s)
4 + ‖∂rβn−1(s)‖

))
ds; (4.22)

notice that the term ∂r Rn(s, t, r), which arises when differentiating (4.7), is given by
(4.8).

Finally we bound 1/an = e−λn and an . As to the former, (4.14) implies that

‖e−λn(t)‖ ≤ C

(
1 +

∫ t

0
Qn(s)Pn(s)4ds

)
. (4.23)

On the other hand, we can apply Lemma 3.6 (b) to the equation (4.15) and obtain the
estimate
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‖an(t)‖ ≤ C

(
1 +

∫ t

0
Qn(s)Pn(s)4‖an(s)‖2ds

)
. (4.24)

The estimates (4.18)–(4.24) form a closed Gronwall-type loop which allows us to es-
tablish uniform control of the involved quantities. We define

[0, T [ � t �→ (zQ(t), zP (t), zβ(t), z∂r β(t), z1/a(t), za(t))

as the maximal solution of the set of integral equations

zQ(t) = C +
∫ t

0

(
z1/a(s) + zβ(s)

)
ds,

zP (t) = C + C
∫ t

0

(
zQ(s)za(s)zP (s)4 + z∂r β(s)

)
zP (s) ds,

zβ(t) = C + C
∫ t

0
zQ(s)zP (s)4 (

1 + za(s)zβ(s)
)

ds,

z∂r β(t) = C

[
exp

(∫ t

0
z∂r β(τ )dτ

)
+ zQ(t)zP (t)4za(t)

+
∫ t

0
zP (s)4

(
1 + za(s)zβ(s)

+ zQ(s)za(s)
(

z∂r β(s) + zQ(s)za(s)zP (s)4
))

ds

+
∫ t

0
exp

(∫ t

s
z∂r β(τ )dτ

)
zP (s)4

(
1 + za(s)zβ(s)

+ zQ(s)za(s)
(

zQ(s)za(s)zP (s)4 + z∂r β(s)
))

ds

]
,

z1/a(t) = C

(
1 +

∫ t

0
zQ(s)zP (s)4ds

)
,

za(t) = C

(
1 +

∫ t

0
zQ(s)zP (s)4za(s)2ds

)
.

It follows by induction that for all n ∈ N, Tn > T , and for t ∈ [0, T [,
Qn(t) ≤ zQ(t), . . . , ‖an(t)‖ ≤ za(t).

4.4. Bounds on the iterates—loop 2. In order to see that the quantities which were
bounded in the previous subsection do actually converge we need to bound ∂z Fn . If
we examine which new terms this requires in addition to those already bounded in the
previous loop, we find that we in addition need to bound

∂r an, ∂r jn, ∂2
r βn . (4.25)

If we recall (4.14), it follows that

e−λn(t,r)∂rλn(t, r) = −e−λ̊(Rn+1(0,t,r))λ̊′(Rn+1(0, t, r))∂r Rn+1(0, t, r)

−
∫ t

0
∂r (r jn)(s, Rn+1(s, t, r))∂r Rn+1(s, t, r) ds.
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If we recall that an = eλn and (4.8), we see that

‖∂r an(t)‖ ≤ C(t)

(
1 +

∫ t

0
‖∂r jn(s)‖ds

)
, (4.26)

where the C(t) denotes a positive, continuous function defined on the interval [0, T [
which depends on the z-functions introduced in the previous subsection, and on ‖å′‖.

In order to estimate ∂2
r βn we recall the split in (4.7). First we observe that by differ-

entiating (4.8) once more we obtain the estimate

∣∣∣∂2
r Rn(s, t, r)

∣∣∣ ≤ C(t)
∫ t

s
‖∂2

r βn−1(τ )‖ dτ. (4.27)

This immediately implies that

‖∂2
r βn,1(t)‖ ≤ C(t)

(
1 +

∫ t

0
‖∂2

r βn−1(τ )‖ dτ

)
. (4.28)

In order to differentiate βn,2 twice, we need to do this for (1 − An)/(2r) first, recalling
(4.5):

∂r

(
1 − An(t, r)

2r

)
= 4π(ρn − an−1βn−1 jn)(t, r)

− 8π

r3

∫ r

0
s2(ρn − an−1βn−1 jn)(t, s) ds,

∂2
r

(
1 − An(t, r)

2r

)
= 4π∂r (ρn − an−1βn−1 jn)(t, r)

− 8π

r

∫ r

0
∂r (ρn − an−1βn−1 jn)(t, s) ds

+
24π

r4

∫ r

0
s2

∫ s

0
∂r (ρn − an−1βn−1 jn)(t, τ ) dτ ds.

Using these identities it follows that

‖∂2
r βn,2(t)‖ ≤

∫ t

0
C(s)

(
1 + ‖∂rρn(s)‖ + ‖∂r jn(s)‖

+ ‖∂r jn−1(s)‖ + ‖∂2
r βn−1(s)‖

)
ds. (4.29)

In order to bound ∂2
r βn,3(t) we check all the terms which arose when we showed that

βn,3(t) is twice differentiable in Sect. 4.2.6. Collecting all the terms results in the estimate

‖∂2
r βn,3(t)‖ ≤

∫ t

0
C(s)

(
1 + ‖∂r pn(s)‖ + ‖∂r pT,n(s)‖ + ‖∂r jn(s)‖

+ ‖∂r jn−1(s)‖ + ‖∂2
r βn−1(s)‖

)
ds (4.30)

+ C(t)
(

1 + ‖∂r jn(0)‖ + ‖∂r jn(t)‖
)
. (4.31)



  284 Page 20 of 59 H. Andréasson, G. Rein

The estimates (4.28),(4.29),(4.30) together imply that

‖∂2
r βn(t)‖ ≤ C(t)

∫ t

0

(
‖∂rρn(s)‖ + ‖∂r pn(s)‖ + ‖∂r pT,n(s)‖ + ‖∂r jn(s)‖

+ ‖∂r jn−1(s)‖ + ‖∂2
r βn−1(s)‖

)
ds

+ C(t)
(

1 + ‖∂r jn(t)‖
)
. (4.32)

As in [37, Lemma 6.8] it follows that

‖∂rρn(t)‖, ‖∂r pn(t)‖, ‖∂r pT,n(t)‖, ‖∂r jn(t)‖ ≤ C(t)‖∂x fn(t)‖, (4.33)

and clearly,

|∂z fn(t, z)| ≤ ‖D f̊ ‖|∂z Zn(0, t, z)|; (4.34)

we note that only characteristics which start in the support of f̊ need to be consid-
ered here. We can now differentiate the characteristic system ż = Fn−1(s, z) satisfied
by Zn(s, t, z) with respect to z so that with the abbreviation Zn(s) = Zn(s, t, z) =
(Xn, Vn)(s, t, x, v),

∂z Żn(s) = ∂z Fn−1(s, Zn(s)) · ∂z Zn(s),

and hence after applying a Gronwall argument,

|∂z Zn(s, t, z)| ≤ exp

(∫ t

s
sup{|∂z Fn−1(τ, x, v)| | |v| ≤ zP (t)} dτ

)

≤ exp

(∫ t

s
C(τ )

(
1 + ‖∂r jn−1(τ )‖ + ‖∂2

r βn−1(τ )‖
)

dτ

)
, (4.35)

where the function zP was introduced in 4.3 and |Vn(s)| ≤ zP (t) for 0 ≤ s ≤ t < T . If
we define

Sn(t) := max
0≤k≤n

(
‖∂z fk(t)‖ + ‖∂2

r βk(t)‖
)

,

then the the estimates (4.32), (4.33), (4.34), (4.35) can be combined to yield

Sn(t) ≤ C(t) exp

(
C(t)

∫ t

0
Sn(s)ds

)
(4.36)

on [0, T [, where C(t) denotes a continuous, increasing function which depends on the
z-functions introduced in Sect. 4.3, and on certain derivatives of the initial data. Let
ξ : [0, T∗[ � t �→ ξ(t) denote the maximal solution to the integral equation

ξ(t) = C(t) exp

(
C(t)

∫ t

0
ξ(s)ds

)
; (4.37)

of course T∗ ≤ T . Then for all n ∈ N and t ∈ [0, T∗[, Sn(t) ≤ ξ(t), and hence we obtain
uniform bounds for the quantities stated in (4.25).
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4.5. Convergence—loop 1. We fix some interval [0, δ] ⊂ [0, T∗[ so that all the uniform
bounds established in the previous two section hold on [0, δ]; in what follows C denotes
a constant which is independent of t ∈ [0, δ] and n ∈ N. Since

|Rn+1(s, t, r) − Rn(s, t, r)| ≤
∫ t

s
|βn(τ, Rn+1(τ, t, r)) − βn−1(τ, Rn(τ, t, r)| dτ

≤
∫ t

s
‖βn(τ ) − βn−1(τ )‖dτ

+ C
∫ t

s
|Rn+1(τ, t, r) − Rn(τ, t, r)| dτ,

so that by Gronwall’s lemma,

|Rn+1(s, t, r) − Rn(s, t, r)| ≤ C
∫ t

0
‖βn(τ ) − βn−1(τ )‖dτ, 0 ≤ s ≤ t ≤ δ. (4.38)

Combining this estimate with the formula (4.7) and the uniform bounds for the various
source terms which appear on the right hand side of that equation it follows that for
n ≥ 2,

‖βn(t) − βn−1(t)‖ ≤ C
∫ t

0

(
‖ fn(s) − fn−1(s)‖ + ‖an−1(s) − an−2(s)‖

+ ‖βn−1(s) − βn−2(s)‖
)

ds. (4.39)

Combining (4.38) with (4.14) it follows that

‖an(t) − an−1(t)‖ ≤ C
∫ t

0

(
‖ fn(s) − fn−1(s)‖ + ‖βn(s) − βn−1(s)‖

)
ds, (4.40)

and combining this in turn with (4.39) yields

‖βn(t) − βn−1(t)‖ ≤ C
∫ t

0

(
‖ fn(s) − fn−1(s)‖ + ‖ fn−1(s) − fn−2(s)‖

+ ‖βn−1(s) − βn−2(s)‖
)

ds. (4.41)

We must estimate differences like fn − fn−1. To this end we choose U > 0 such that
|Vn(s, t, x, v)| ≤ U for all 0 ≤ s ≤ t ≤ δ, n ∈ N, and |v| ≤ zP (t). The estimates from
the previous subsection imply that

|∂z Fn(s, x, v)| ≤ C, 0 ≤ s ≤ δ, n ∈ N, |v| ≤ U.

By the characteristic system for the n th and (n − 1)st iterate and a Gronwall argument
it follows that

|Zn(s) − Zn−1(s)| ≤ C
∫ t

0

(
‖an−1(s) − an−2(s)‖ + ‖βn−1(s) − βn−2(s)‖

+ ‖ fn−1(s) − fn−2(s)‖ + ‖∂rβn−1(s) − ∂rβn−2(s)‖
)

ds,
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which together with (4.40) implies that

‖ fn(t) − fn−1(t)‖ ≤ C
∫ t

0

(
‖ fn−1(s) − fn−2(s)‖ + ‖βn−1(s) − βn−2(s)‖

+ ‖∂rβn−1(s) − ∂rβn−2(s)‖
)

ds, (4.42)

and in order to close the Gronwall loop we are left with estimating ∂rβn − ∂rβn−1. To
do so we recall the split in (4.7) and the fact that computing ∂rβn,1 and ∂rβn,2 causes no
problems. We first observe that by (3.10),

|∂r Rn − ∂r Rn−1|(s, t, r)

≤ C
∫ t

0
(‖∂rβn−1(τ ) − ∂rβn−2(τ )‖ + |Rn − Rn−1|(τ, t, r)) dτ

≤ C
∫ t

0
(‖∂rβn−1(τ ) − ∂rβn−2(τ )‖ + ‖βn−1(τ ) − βn−2(τ )‖) dτ.

Using this it is easy to see that

‖∂rβn,1(t) − ∂rβn−1,1(t)‖ + ‖∂rβn,2(t) − ∂rβn−1,2(t)‖
≤ C

∫ t

0

(
‖ fn(s) − fn−1(s)‖ + ‖ fn−1(s) − fn−2(s)‖ + ‖βn−1(s) − βn−2(s)‖

+ ‖∂rβn−1(s) − ∂rβn−2(s)‖
)

ds. (4.43)

When estimating the difference ∂rβn,3 − ∂rβn−1,3 the same terms will come up again
from the terms β ′

n,31 and β ′
n,33 in (4.11), and the only qualitatively new term is

∂s∂r Rn(s, t, r) − ∂s∂r Rn−1(s, t, r),

the one arising after the integration by parts in β ′
n,32, cf. (4.12). But differentiating (3.10)

with respect to s we see that the latter difference term can be estimated by

‖∂rβn(t) − ∂rβn−1(t)‖ + |∂r Rn − ∂r Rn−1|(s, t, r) + |Rn − Rn−1|(s, t, r).

Altogether,

‖∂rβn(t) − ∂rβn−1(t)‖
≤ C

∫ t

0

(
‖ fn(s) − fn−1(s)‖ + ‖ fn−1(s) − fn−2(s)‖

+ ‖βn−1(s) − βn−2(s)‖ + ‖∂rβn−1(s) − ∂rβn−2(s)‖
)

ds. (4.44)

We define

dn(t) := ‖ fn(t) − fn−1(t)‖ + ‖βn(t) − βn−1(t)‖ + ‖∂rβn(t) − ∂rβn−1(t)‖
and add the estimates (4.41), (4.42), (4.44) to establish the estimate

dn(t) ≤ C
∫ t

0
dn−1(s) ds (4.45)
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which holds for n ≥ 2 and t ∈ [0, δ]; note that ‖ fn(s) − fn−1(s)‖ can be eliminated
from the right hand side using (4.42).

It is now a standard argument to conclude form (4.45) that

fn → f, βn → β, ∂rβn → ∂rβ

uniformly in t ∈ [0, δ] and uniformly in the other relevant variables. This immediately
implies the convergences

ρn → ρ, an → a,
1

an
→ 1

a
,

1 − An

2r
→ 1 − A

2r
,

where A is given by (3.4), the other source terms converge as well, and

Rn(s, t, r) → R(s, t, r), ∂r Rn(s, t, r) → ∂r R(s, t, r)

where s �→ R(s, t, r) solves ṙ = −β(s, r) with R(t, t, r) = r . The fact that

∂tβn − βn−1∂rβn = 1 − An

2r
+ 4πr pn

implies that also ∂tβn → ∂tβ, in particular, β ∈ C1([0, δ] × [0,∞[) satisfies (3.2) and
β(0) = β̊.

4.6. Convergence of ∂r an—regularity of a. The convergence of ∂r an does not follow
directly from the Gronwall loop in the previous subsection, it requires a separate, non-
trivial argument. First we observe that it suffices to prove the convergence of ∂rλn . If
we recall the definition of λn in (4.14) and take a radial derivative, the first term on the
right hand side converges by the results from the previous subsection, and we are left
with proving the convergence of

∫ t

0
∂r [(r jn)(s, Rn+1(s, t, r))] ds.

From [37, Lemma 6.6, Lemma 6.8] we can conclude that

∂r (r jn) = r
∫

v · ∂x fndv − jn

so that we are left with proving the convergence of

∫ t

0

(
r
∫

v · ∂x fndv

)
(s, Rn+1(s, t, r)) ∂r Rn+1(s, t, r) ds.

By the Vlasov equation for fn ,
∫

v · ∂x fndv = −
∫

an−1〈v〉
(

∂t fn − βn−1
x

r
· ∂x fn

+

[
4πran−1 jn−1

x · v

r

x

r
+

(
∂rβn−1 − βn−1

r

)
x · v

r

x

r
+

βn−1

r
v

]
· ∂v fn

)
dv.
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In the term with [. . . ] we integrate by parts with respect to v, and the resulting terms
converge by the previous subsection. In order to analyze the remaining term we observe
that

d

ds
fn(s, Xn+1(s, t, x), v) =

(
∂t fn − βn

x

r
· ∂x fn

)
(s, Xn+1(s, t, x), v),

where we need to recall the meaning of the characteristic curve Xn+1(s, t, x) introduced
via (4.10); note that |Xn+1(s, t, x)| = Rn+1(s, t, r) if r = |x |. Paying attention to the
mismatch in the subscript of β we are left with

∫ t

0
(ran−1)(s, Rn+1(s, t, r))

∫
〈v〉 d

ds
fn(s, Xn+1(s, t, x), v) dv∂r Rn+1(s, t, r)ds

+
∫ t

0
[. . .] (βn(s, Rn+1(s, t, r) − βn−1(s, Rn+1(s, t, r)) ds,

where the [. . .] contains various terms which are bounded by the results obtained in
Sect. 4.3 and ∂x fn which is bounded by Sect. 4.4. Since βn converges uniformly by
the results from Sect. 4.5, the second integral can be dropped, and we must show the
convergence of the first one. In that term we integrate by parts with respect to s. The
resulting boundary terms converge by the results in Sect. 4.5, and the same is true for the
two integrals containing ∂s Rn+1(s, t, r) and ∂s∂r Rn+1(s, t, r), and the remaining integral
which needs to converge is

∫ t

0
Rn+1(s, t, r)

d

ds
an−1(s, Rn+1(s, t, r))ρn(s, Rn+1(s, t, r))∂r Rn+1(s, t, r) ds.

We observe that

d

ds
an−1(s, Rn+1(s, t, r)) = ∂t an−1(. . .) + ∂s Rn+1(s, t, r)∂r an−1(. . .)

= (∂t an−1 − βn−1∂r an−1) (. . .) + (βn−1 − βn) (s, Rn+1(s, t, r))∂r an−1(. . .)

= −
(

4πra2
n−1 jn−1

)
(. . .) + (βn−1 − βn) (s, Rn+1(s, t, r))∂r an−1(. . .),

where in the last step we used (4.15). Since ∂r an−1 is uniformly bounded by the results
obtained in Sect. 4.4 and βn converges uniformly according to Sect. 4.5 the second term
vanishes, while the first now contains only terms which converge according to Sect. 4.5.
Hence ∂r an converges, uniformly in t and r , by (4.15) the same is true for ∂t an , and
hence a ∈ C1([0, δ] × [0,∞[) satisfies (3.3) and its initial condition.

4.7. Convergence—loop 2. The convergence results and ensuing regularity of the limit
objects is not yet sufficient for f to solve the Vlasov equation. To remedy this situation we
consider the derivatives of the characteristics Zn(s, t, z) with respect to z and form certain
combinations of these in such a way that the coefficients of the differential equations
satisfied by these combinations have better convergence and regularity properties than
the original equations. This maneuver is sometimes referred to as the “Magic Lemma”;
cf. [37, Lemma 2.3], where its differential geometric background is explained as well.
In the present situation it takes the following form, which is motivated by the particular
combination of second order derivatives of a and β which is contained in (3.12).
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As above, we denote by Zn+1(s, t, z) = (Xn+1, Vn+1)(s, t, x, v) = (Xn+1, Vn+1)(s)
the solution to the characteristic system

ẋ = v

an(s, r)〈v〉 − βn(s, r)
x

r
, (4.46)

v̇ = 4πr (an jn)(s, r)
x · v

r

x

r
+

(
∂rβn − βn

r

)
(s, r)

x · v

r

x

r
+

βn(s, r)

r
v (4.47)

with Zn+1(t, t, z) = z. For j ∈ {1, . . . , 6} fixed we define

ξ := ∂z j Xn+1, (4.48)

η := ∂z j Vn+1 −
(

4πr a2
n jn + an

(
∂rβn − βn

r

))
(s, Xn+1)〈Vn+1〉 Xn+1

|Xn+1| · ξ
Xn+1

|Xn+1| .
(4.49)

Then

ξ̇ = c1,n(s, zn+1(s))ξ + c2,n(s, zn+1(s))η, (4.50)

η̇ = c3,n(s, zn+1(s))ξ + c4,n(s, zn+1(s))η + c∗
n(s, zn+1(s))ξ, (4.51)

where c1,n, . . . , c4,n are continuous and such that for any U > 0 there exists a constant
C > 0 such that

|ci,n(s, z)| ≤ C, i = 1, . . . , 4, n ∈ N, (s, z) ∈ [0, δ] × R
3 × BU , (4.52)

|∂zci,n(s)| ≤ C, i = 1, . . . , 4, n ∈ N, (s, z) ∈ [0, δ] × (R3 \ {0}) × BU , (4.53)

and

ci,n → ci uniformly on [0, δ] × R
3 × BU , i = 1, . . . , 4;

c1,n, . . . , c4,n contain only terms the convergence of which is already established. This
is not true for the critical coefficient

c∗
n(s, x, v)ξ =

(
4πra2

n(βn∂r jn − ∂t jn) + an(∂2
r βn − ∂r∂tβn)

)
〈v〉 x

r
· ξ

x

r
. (4.54)

The justification of this maneuver is a straight forward computation for which we intro-
duce the notation A ∼ B to mean that A − B contains only terms the convergence of
which was established in Sects. 4.5 and 4.6; the critical terms, which we collect into c∗

n ,
are those containing first order derivatives of jn or second order ones of βn . If we sub-
stitute Zn+1 into (4.46) and (4.47) and then differentiate with respect to z j , the ∂z j Xn+1
component of the resulting “variational system” obeyed by ∂z j Zn+1 is of the form (4.50).
In order to obtain (4.51) we differentiate (4.49) with respect to s and take into account
the variational system for ∂z j Zn+1:

η̇ ∼
(

4πr an ∂r jn + ∂2
r βn

) x · v

r

x

r
· ξ

x

r
−

(
4πr a2

n ∂t jn + an∂t∂rβn

)
〈v〉 x

r
· ξ

x

r

−
(

4πr a2
n ∂r jn + an∂2

r βn

)( x ·v
r

an〈v〉 − βn

)
〈v〉 x

r
· ξ

x

r

∼
(

4πr a2
n ∂t jn + an∂t∂rβn

)
〈v〉 x

r
· ξ

x

r
+

(
4πr a2

n ∂r jn + an∂2
r βn

)
βn

x

r
· ξ

x

r
= c∗

nξ

as desired.
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It remains to investigate the critical coefficient c∗
n , and we start with the term con-

taining the derivatives of βn . The idea is to use the fact that the equation

∂tβn − βn−1∂rβn = 1

2r
(1 − An) + 4πr pn,

holds by construction, cf. Sect. 4.2.6, and it can be differentiated with respect to r .
Comparing with the definition of c∗

n there is a mismatch in the subscripts, but this can
be remedied as follows:

∂t∂rβn − βn∂2
r βn = ∂t∂rβn − βn−1∂

2
r βn + (βn−1 − βn)∂2

r βn

= ∂r (∂tβn − βn−1∂rβn) + ∂rβn−1∂rβn + (βn−1 − βn)∂2
r βn

∼ 4πr∂r pn + (βn−1 − βn)∂2
r βn,

where we used the fact that ∂r ((1 − An)/(2r)) does converge by 4.5, which is obvious
from the relation (4.5). Since ∂2

r βn is bounded by Sect. 4.4 and βn converges by Sect. 4.5
it follows that (βn−1 − βn)∂2

r βn → 0, uniformly in t and r , and we are left with the
expression

4πr (anβn∂r jn − an∂t jn − ∂r pn)

as the critical part of c∗
n . In order to proceed we express ∂t jn via Lemma 3.5 to find that

r (anβn∂r jn − an∂t jn − ∂r pn)

= 2
(

pn − pT,n
) − 2ran

(
∂rβn−1 − βn−1

r
+ 4πran−1 jn−1

)
jn

+ ran(βn − βn−1)∂r jn + r

(
an

an−1
− 1

) (
∂r pn +

2

r
pn − 2

r
pT,n

)
.

The terms ∂r jn and ∂r pn are uniformly bounded by Sect. 4.4, and the difference factors
in front of them converge to 0 uniformly by Sect. 4.5. The remaining terms do not
contain any “forbidden” derivatives; they converge uniformly by Sect. 4.5, and their
radial derivatives are uniformly bounded by Sect. 4.4.

It is now straight forward to conclude that ξ = ξn and η = ηn converge, and hence
∂z j Xn and ∂z j Vn converge, uniformly on [0, δ] × [0, δ] × R

3 × BU , where U > 0
was arbitrary. This implies that Z ∈ C1([0, δ] × [0, δ] × R

6) which in turn implies the
missing regularity for f , and the limiting objects f, a, β do constitute a regular solution
to the initial value problem as claimed in Theorem 3.3.

Uniqueness of this solution follows if we apply the Gronwall-type estimates estab-
lished in Sect. 4.5 for the difference of two consecutive iterates to the difference of
two solutions with the same data. This unique solution can be extended to a maximal
existence interval [0, T [, and it remains to prove the continuation criterion contained in
Theorem 3.3.

We still need to check the boundary conditions for the metric at infinity. As above,
let [0, T [ � s �→ R(s, t, r) denote the unique solution of the characteristic equation

ṙ = −β(s, r) (4.55)
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with R(t, t, r) = r ; these are the characteristics of both (3.2) and (3.3). We fix some
T ′ < T . Then β is bounded on [0, T ′] × [0,∞[, which for the characteristics implies
that

|R(s, t, r) − r | ≤ C, r ≥ 0, 0 ≤ s, t ≤ T ′,

and hence

lim
r→∞ R(s, t, r) = ∞

uniformly in s, t ∈ [0, T ′]. Since by Lemma 3.6,

a(t, r) = å(R(0, t, r)) − 4π

∫ t

0

(
ra2 j

)
(s, R(s, t, r)) ds,

the uniformly-in-t compact support of j and the boundary condition å(∞) = 1 imply
that a(t,∞) = 1 as required. Next we note that the compact support property and (3.4)
immediately imply that A(t,∞) = 1, and by the relation (2.5), β(t,∞) = 0 as desired.

4.8. The continuation criterion. Let us assume now that the existence interval [0, T [
of our local solution is maximal with T < ∞, and that the continuation condition
(3.9) holds. Since f is constant along characteristics this implies that there is a constant
C∗ > 0 such that for all t ∈ [0, T [,

f (t, x, v) = 0 if |v| ≥ C∗, ‖ f (t)‖, ‖a(t)‖, ‖∂rβ(t)‖ ≤ C∗.

The bound of ∂rβ and the boundary condition β(t, 0) = 0 imply that |β(t, r)| ≤ C∗r .
Hence by the first component of the characteristic system,

|ẋ(s)| ≤ ‖1/a(s)‖ + C∗|x(s)|.
For

Q(t) := sup{|X (s, 0, z)| | z ∈ supp f̊ , 0 ≤ s ≤ t}
this implies that

Q(t) ≤ eC∗T
(

R0 +
∫ t

0
‖1/a(s)‖ds

)
,

where R0 := sup{|x | | (x, v) ∈ supp f̊ }. Next by Lemma 3.6,

(1/a)(t, r) = (1/å)(R(0, t, r)) + 4π

∫ t

0
(r j)(s, R(s, t, r)) ds, (4.56)

where R(s, t, r) are the characteristics defined above, cf. (4.55). Hence

‖1/a(t)‖ ≤ ‖1/å‖ + C
∫ t

0
Q(s) ds,

and by these estimates for Q and 1/a it follows that

‖1/a(t)‖, Q(t) ≤ C∗, t ∈ [0, T [,
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after suitably increasing C∗. But now (3.2) together with (3.4) directly yield a Gronwall
inequality for β:

|∂tβ(t, r)| ≤ C∗|β(t, r)| + C + C‖β(t)‖,
where C is given in terms of C∗. Hence increasing C∗ again, also the bound

‖β(t)‖ ≤ C∗, t ∈ [0, T [
holds.

In order to extend the solution we also have to bound various derivatives. First we
notice that we can repeat the arguments from Sect. 4.6, which lead to the convergence
of ∂r an , on the level of our local solution. For the latter, we do not get any of the “error”
terms containing differences of two consecutive iterates, and the remaining terms which
arise are bounded by the continuation assumption and the bound which we already
derived. Thus ∂r a remains bounded on [0, T [.

Next we repeat the “Magic Lemma” arguments from Sect. 4.7, but again on the level
of the local solution. This means that in the equations corresponding to (4.50) and (4.51)
we drop the subscripts, and in the analysis of the corresponding coefficients we can
drop all the “error” terms which contain a difference of two consecutive iterates. But
these terms were indeed the only ones which also contained derivatives which we have
not yet bounded, so that the actual coefficients are bounded on [0, T [. This implies that
‖∂z f (t)‖ and hence also ‖∂2

r β(t)‖ remain bounded.
Now we pick some t0 ∈]0, T [ close to T and consider the new initial value problem,

where we prescribe f (t0), a(t0), β(t0) as data at t = t0; these data are admissible in the
sense of our local existence result, which gives us a solution on some interval [t0, t0 + δ].
If we now examine which parameters of the data determined the length δ we find that all
these parameters are uniformly bounded on the interval [0, T [. Thus we may pick δ > 0
independently of t0, and if the latter is chosen close enough to T , we have extended the
solution beyond T , in contradiction to [0, T [ being the maximal existence interval.

The proof of Theorem 3.3 is complete.

4.9. Regularity of the metric. On general principles and in particular in view of the
discussion of (3.12) in Proposition 3.4 and the remark after its proof it is desirable that
a, β ∈ C2([0, T [×[0,∞[). For β this follows from Definition 3.2 (e) and the fact that
by (3.2) also ∂2

t β exists and is continuous. We need to check the regularity of a.

Corollary 4.2. In addition to the general assumptions on the data ( f̊ , å, β̊) specified in
Sect. 3.2, let å ∈ C2([0,∞[). Then a ∈ C2([0, T [×[0,∞[).
Proof. The argument basically follows that of Sect. 4.6, but now on the level of a solution.
We represent ∂r a by differentiating (4.56) and must show that

∫ t

0
∂r [(r j)(s, R(s, t, r))] ds

is C1. Using the relation

∂r (r j) = r
∫

v · ∂x f dv − j,
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the Vlasov equation and integration by parts on the term containing ∂v f the crucial term
concerning regularity turns out to be

∫ t

0

(
ra

∫
〈v〉

(
∂t f − β

x

r
· ∂x f

)
dv

)
(s, R(s, t, r))∂r R(s, t, r) ds

=
∫ t

0
R(s, t, r)a(s, R(s, t, r))

d

ds
ρ(s, R(s, t, r)) ∂r R(s, t, r) ds.

We integrate by parts and have to check that the resulting terms are C1. First we note
that

d

ds
a(s, R(s, t, r)) = (∂t a − β∂r a) (s, R(s, t, r)) = −4π

(
ra2 j

)
(s, R(s, t, r))

is indeed C1, and so are all the other terms which arise, where we recall the regularity
discussion for βn in Sect. 4.2.6. Thus ∂r a is C1, and the remaining derivative ∂t t a exists
and is continuous due to (3.3). ��

5. Homogeneous Solutions

The initial data used for our main result possess a spatially homogeneous central core.
In order to understand the dynamics of the corresponding solutions we investigate in
this section spatially homogeneous solutions of the Einstein–Vlasov system written in
Painlevé–Gullstrand coordinates. First we consider dust, which we view as a singular
special case of Vlasov matter. Then we show that such homogeneous solutions also
exist for the genuine Vlasov case, i.e., with non-vanishing pressure. Finally we analyze
how the homogeneous Vlasov solutions converge to the homogeneous dust solution in
a suitable singular limit. This asymptotic relation is central for the proof of our main
result in Sect. 6.

5.1. The dust case. In their classical paper [34] on continued gravitational collapse and
the formation of a black hole Oppenheimer and Snyder used dust as matter model. Dust
can be viewed as an ideal, compressible fluid with pressure identically zero, or as a
singular special case of collisionless Vlasov matter which is δ-distributed with respect
to the momenta. The latter viewpoint is particularly suitable in the present context, since
for any characteristic of the Vlasov equation (2.10), v(t) = 0 for all t if v(0) = 0. Thus

f (t, x, v) = ρ(t, x) δ(v)

is a consistent ansatz for a solution of the Einstein–Vlasov system in Painlevé–Gullstrand
coordinates. It implies that

p = pT = j = 0

and reduces the system to the equations

∂tρ − β
x

r
· ∂xρ −

(
∂rβ +

2

r
β

)
ρ = 0,

1 − A = 1 − 1

a2 + β2 = 8π

r

∫ r

0
s2ρ(t, s) ds,

∂t a − β ∂r a = 0.
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We restrict ourselves to the so-called marginally bound case a = 1, which is consistent
with the boundary conditions (2.4) and rewrite the equation for ρ in radial coordinates
to obtain the equations

∂tρ − β ∂rρ −
(

∂rβ +
2

r
β

)
ρ = 0, (5.1)

β2(t, r) = 2m(t, r)

r
= 8π

r

∫ r

0
s2ρ(t, s) ds, (5.2)

which in turn are equivalent to a single equation for the mass function m:

∂t m −
√

2m

r
∂r m = 0, (5.3)

where we choose the positive root in (5.2). If m̊ denotes the initial data for the mass
function, i.e.,

m(0, r) = m̊(r) = 4π

∫ r

0
s2ρ̊(s) ds,

then by standard maneuvers for first order PDEs and up to regularity issues (5.3) is
equivalent to the implicit equation

m(t, r) = m̊

((
r3/2 +

3

2

√
2m(t, r)t

)2/3
)

. (5.4)

For the special case when ρ̊ is constant,

ρ̊(r) = α, i.e., m̊(r) = 4π

3
αr3

with some positive amplitude α > 0 we find that

m(t, r) = 4π

3
α

r3

(1 − √
6παt)2

, r ≥ 0, 0 ≤ t <
1√
6πα

. (5.5)

This implies that

β(t, r) =
√

8π

3
α

r

1 − √
6παt

, r ≥ 0, 0 ≤ t <
1√
6πα

. (5.6)

We introduce the abbreviation

σ(t) :=
√

8π

3
α

1

1 − √
6παt

(5.7)

so that β(t, r) = σ(t)r . Moreover,

exp

(
−

∫ t

0
σ(τ) dτ

)
= (1 − √

6παt)2/3 =: γ (t), 0 ≤ t <
1√
6πα

. (5.8)
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Hence the trajectories of the dust particles, which are the characteristics of the equations
(5.1) and (5.3), are given as

[0, 1/
√

6πα[ � s �→ γ (s)r, r ≥ 0. (5.9)

In passing we notice that the scale function γ is the unique solution of the initial value
problem

γ̈ = −4π

3
α

1

γ 2 , γ (0) = 1, γ̇ (0) = −
√

8π

3
α, (5.10)

which will become important when we relate the homogeneous dust solution to the
corresponding solution with Vlasov matter.

The solution obtained to far is not asymptotically flat and does not represent an iso-
lated, collapsing matter distribution, but we can cut it along any of the particle trajectories
in (5.9) and extend it by vacuum. We choose to cut along the trajectory starting at r = 1
so that

ρ̊(r) = α1[0,1](r), i.e., m̊(r) = 4π

3
α

{
r3 , 0 ≤ r ≤ 1,

1 , r > 1,

and

m(t, r) = 4π

3
α

⎧
⎨

⎩

r3

(1 − √
6παt)2

, 0 ≤ r ≤ γ (t),

1 , r > γ (t),
0 ≤ t <

1√
6πα

, (5.11)

β(t, r) =
√

8π

3
α

⎧
⎪⎨

⎪⎩

r

1 − √
6παt

, 0 ≤ r ≤ γ (t),

1√
r

, r > γ (t),
0 ≤ t <

1√
6πα

, (5.12)

and in (5.9) only dust particles with 0 ≤ r ≤ 1 are present. In passing we note that
this cutting procedure works because we cut along a characteristic curve of the relevant
equations which is not crossed by other characteristics; it is straight forward to check
that the truncated solution satisfies the Einstein-dust system in a distributional sense.
Alternatively, one can check that the mass function (5.11) satisfies the implicit relation
(5.4) to which we have reduced the Einstein-dust system above.

From the equation for radial null geodesics we see that a surface given by some pair
(t, r) is trapped if β(t, r) > 1. This holds if

0 < r <
8π

3
α and t >

1√
6πα

− 2

3
r.

The earliest (marginally) trapped surface forms at

r = 8π

3
α, t = 1√

6πα

(

1 −
(

8π

3
α

)3/2
)

,

and we shall choose α < 3
8π

so that this happens to the future of the initial hypersurface.
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5.2. The Vlasov case. In order to show that Oppenheimer–Snyder type collapse also
happens with Vlasov matter we first need to establish solutions of the Einstein–Vlasov
system which are spatially homogeneous and resemble the homogeneous dust solutions
obtained in the previous section. We demand that

j = 0, a = 1, β(t, r) = σ(t)r.

From the characteristic system of the Vlasov equation (2.10) we get that

v̇ = σ(s)v,

and hence

d

ds

(
exp

(
−2

∫ s

0
σ(τ) dτ

)
|v|2

)

= exp

(
−2

∫ s

0
σ(τ) dτ

) (
−2σ(s)|v|2 + 2v · v̇

)
= 0

along characteristics. As before, let

γ (t) = exp

(
−

∫ t

0
σ(τ) dτ

)
,

and define a spatially homogeneous particle distribution

h(t, x, v) = H(γ 2(t)|v|2),
where H ∈ C1([0,∞[) is non-negative and H(η) = 0 for η large. Then the Vlasov
equation holds, and we have to determine σ respectively γ such that the field equations
hold as well. Now

ρ(t) = 4πγ (t)−4
∫ ∞

0

√
γ 2(t) + u2 H(u2) u2du

and

p(t) = 4π

3
γ (t)−4

∫ ∞

0

u2
√

γ 2(t) + u2
H(u2) u2du.

Since

A(t, r) = 1 − r2σ 2(t)

(2.6) becomes

σ̇ = 4π(ρ + p), (5.13)

(2.7) becomes

σ 2 = 8π

3
ρ, (5.14)

and (2.8) becomes

σ̇ = 3

2
σ 2 + 4πp; (5.15)
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(2.9) is satisfied identically. If (5.14) holds, then (5.13) and (5.15) become equal. Hence
we proceed as follows. We define σ as the solution of (5.13) with initial condition

σ(0) =
√

8π

3
ρ(0);

note that γ (0) = 1, so ρ(0) is completely determined by H . We need to check that now
(5.14) holds for all times for which σ exists. Indeed,

d

dt

(
σ 2−8π

3
ρ
)

= 2σ σ̇ − 8π

3
γ̇

[

−4ρ

γ
+

4π

γ 4

∫ ∞

0

γ
√

γ 2 + u2
H(u2) u2du

]

= 2σ σ̇ − 8π

3
γ̇

4π

γ 4

∫ ∞

0

(
γ

√
γ 2 + u2

− 4

√
γ 2 + u2

γ

)

H(u2) u2du

= 8πσ(ρ + p)

− 8πσ
4π

3

1

γ 4

∫ ∞

0

(

3
√

γ 2 + u2 +
u2

√
γ 2 + u2

)

H(u2) u2du

= 0.

We can therefore use (5.13) as our master equation which determines σ , but we turn it
into an equation for γ as follows. Since γ̇ = −σγ we find that

γ̈ = −σ̇ γ − σ γ̇ = −4π(ρ + p)γ +
(γ̇ )2

γ
;

note that ρ and p actually depend on γ . We can in addition eliminate γ̇ using the relation
γ̇ = −σγ and (5.14). This results in

γ̈ = −4π

3

φ(γ ) + 3ψ(γ )

γ 3 , (5.16)

where

φ(ξ) = 4π

∫ ∞

0

√
ξ2 + u2 H(u2) u2du,

ψ(ξ) = 4π

3

∫ ∞

0

u2
√

ξ2 + u2
H(u2) u2du;

these functions belong to C1([0,∞[). Eqn. (5.16) is supplemented with the initial con-
ditions

γ (0) = 1, γ̇ (0) = −
√

8π

3
ρ(0).

Remark 5.1. We note that as γ (t) → 0, i.e., as the homogeneous solution approaches
the final singularity, p(t)/ρ(t) → 1/3 which is the ratio obtained for a “radiation fluid”
or equivalently, for particles with zero rest mass. This behavior is clearly different from
dust.
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5.3. Relating homogeneous Vlasov solutions to homogeneous dust solutions. In what
follows we need to relate homogeneous Vlasov solutions to certain homogeneous dust
solutions. To this end, let γD be the solution to

γ̈ = −2

9

1

γ 2 , γ (0) = 1, γ̇ (0) = −2

3
, (5.17)

i.e., we choose α = 1/(6π) in (5.10), and

γD(t) = (1 − t)2/3, 0 ≤ t < 1. (5.18)

Quantities related to the corresponding homogeneous dust solution will be denoted by
βD , m D etc. In addition, we define for ε > 0 small

αε := 1

6π
(1 − ε1/5).

Then

γD,ε(t) = (1 −
√

1 − ε1/5t)2/3, 0 ≤ t <
1√

1 − ε1/5
(5.19)

is the solution to (5.10) with αε substituted for α, and notations like βD,ε , m D,ε etc will
again refer to the corresponding homogeneous dust solution.

For the Vlasov case we redefine the homogeneous particle distribution as

h(t, x, v) = hε(t, x, v) = αεε
−3/2 H(ε−1γV,ε(t)

2|v|2), (5.20)

for some fixed function

H ∈ C1([0,∞[), H ≥ 0, non-increasing, H = 0 on [1,∞[, and
∫

H(|v|2)dv = 4π

∫ ∞

0
H(u2) u2du = 1. (5.21)

This leads to a homogeneous solution of the Einstein–Vlasov system, provided γV,ε is
the unique solution to the initial value problem

γ̈ = −4π

3

φε(γ ) + 3ψε(γ )

γ 3 , γ (0) = 1, γ̇ (0) = −
√

8π

3
ρ̊ε, (5.22)

where

φε(ξ) = 4παε

∫ ∞

0

√
ξ2 + εu2 H(u2) u2du, (5.23)

ψε(ξ) = 4π

3
αεε

∫ ∞

0

u2
√

ξ2 + εu2
H(u2) u2du, (5.24)

and

ρ̊ε = 4παε

∫ ∞

0

√
1 + εu2 H(u2) u2du.

For future reference we note that the mass-energy density induced by h is given as

ρh(t) = 1

γ 4
V,ε(t)

φε(γV,ε(t)). (5.25)

The following comparison result will be useful.



Oppenheimer–Snyder Type Collapse for a Collisionless Gas Page 35 of 59   284 

Lemma 5.2. Let 0 < T < 1. Then for ε > 0 sufficiently small, γV,ε exists on [0, T ],
and for t ∈]0, T ],
(a) γV,ε(t) > γD(t),
(b) σV,ε(t) < σD(t),
(c) |γV,ε(t)− γD,ε(t)| + |σV,ε(t)−σD,ε(t)| ≤ Cε where C > 0 is independent of ε or t.

Proof. By definition, γD(0) = 1 = γε(0), and

γ̇V,ε(0) = −2

3

√

(1 − ε1/5)4π

∫ ∞

0

√
1 + εu2 H(u2) u2du

> −2

3

√
(1 − ε1/5)(1 + ε) > −2

3
= γ̇D(0), (5.26)

provided ε > 0 is sufficiently small. Hence there exists t∗ ∈]0, 1] such that γV,ε > γD
on ]0, t∗[, in particular, γV,ε exists on this interval which we choose maximal. On the
interval ]0, t∗[∩[0, T ],

γV,ε(t) > γD(t) ≥ γD(T ),

and for arguments ξ ≥ γD(T ),

φε(ξ) + 3ψε(ξ)

ξ3

= 4παε

ξ3

(∫ ∞

0

√
ξ2 + εu2 H(u2) u2du + ε

∫ ∞

0

u2
√

ξ2 + εu2
H(u2) u2du

)

= 4παε

ξ2

∫ 1

0

(√
1 + εu2/ξ2 + ε

u2

ξ2
√

1 + εu2/ξ2

)

H(u2) u2du

<
αε

ξ2

(
1 +

2ε

ξ2

)
≤ αε

ξ2

(

1 +
2ε

γ 2
D(T )

)

= 1

6π

1

ξ2 (1 − ε1/5)

(

1 +
2ε

γ 2
D(T )

)

<
1

6π

1

ξ2 ,

provided ε > 0 is sufficiently small. Hence on ]0, t∗[∩]0, T ],

γ̈V,ε(t) = −4π

3

φε(γV,ε(t)) + 3ψε(γV,ε(t))

γ 3
V,ε(t)

≥ −2

9

1

γ 2
V,ε(t)

> −2

9

1

γ 2
D(t)

= γ̈D(t),

(5.27)

which implies that t∗ > T and proves part (a).
As to part (b) we recall that

σV,ε = − γ̇V,ε

γV,ε

, σD = − γ̇D

γD
.

Hence

σD − σV,ε = γ̇V,εγD − γ̇DγV,ε

γDγV,ε

. (5.28)
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This quantity, in particular its numerator, is positive at t = 0, since γD(0) = 1 = γV,ε(0)

and γ̇V,ε(0) > γ̇D(0) by (5.26). But by (5.27) and since we already know that γV,ε > γD
on ]0, T ],

d

dt

(
γ̇V,εγD − γ̇DγV,ε

) = γ̈V,εγD − γ̈DγV,ε

> −2

9

1

γ 2
V,ε

γD +
2

9

1

γ 2
D

γV,ε ≥ 0

which implies that the quantity in (5.28) remains positive on ]0, T ].
Part (c) is simply a result on continuous dependence on parameters and initial data, but

since we need the order in ε we carry out the argument. First we note that for t ∈ [0, T ],
0 < γD(T ) ≤ γV,ε(t), γD,ε(t) ≤ 1.

For arguments ξ ∈ [γD(T ), 1] it is straight forward to see that

−4π

3
αε

1

ξ2 − Cε ≤ −4π

3

φε(ξ) + 3ψε(ξ)

ξ3 ≤ −4π

3
αε

1

ξ2 ,

where ε > 0 is small and C > 0 is independent of ε or ξ . In addition,

γ̇D,ε(0) =
√

8π

3
αε ≤

√
8π

3
αε4π

∫ 1

0

√
1 + εu2 H(u2)u2du = γ̇V,ε(0)

≤
√

8π

3
αε + Cε.

Hence the differential equations for γD,ε and γV,ε imply that

|γV,ε(t) − γD,ε(t)| ≤
∫ t

0

(

Cε +
4π

3
αε

∫ s

0

∣∣∣∣∣
1

γ 2
V,ε(τ )

− 1

γ 2
D,ε(τ )

∣∣∣∣∣
dτ

)

ds

≤ Cε + C
∫ t

0
|γV,ε(s) − γD,ε(s)| ds,

and Gronwall’s lemma shows that

|γV,ε(t) − γD,ε(t)| + |γ̇V,ε(t) − γ̇D,ε(t)| ≤ Cε.

Since σ = −γ̇ /γ in both the Vlasov and the dust case the remaining estimate in part
(c) follows. ��

6. Oppenheimer–Snyder type collapse with Vlasov matter

In what follows we consider solutions of the Einstein–Vlasov system which are launched
by initial data of the form

f̊ (x, v) = ε−3/2 H(|v|2/ε)ρ0(x), (6.1)
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where H is specified in (5.21), ρ0 ∈ C1
c (R3) is spherically symmetric, non-negative,

non-increasing as a function of r = |x |, ρ0(r) = 0 for r ≥ 1 + ε,

ρ0(r) = αε = 1

6π
(1 − ε1/5) for 0 ≤ r ≤ 1,

and ε ∈]0, 1] is a small parameter such that αε > 0. In addition, å = 1, and β̊ is given
by (3.8). In passing we note that ρ0 is not the mass-energy density induced by f̊ which
as before will be denoted by ρ̊: By (5.21),

ρ0(r) ≤ ρ̊(r) = ρ0(r)ε−3/2
∫ √

1 + |v|2 H(|v|2/ε) dv

= ρ0(r)

∫ √
1 + ε|v|2 H(|v|2) dv ≤ (1 + ε)ρ0(r). (6.2)

Notice also that dependence on ε will not always be marked by the corresponding
subscript, but only in cases where this is necessary in order to avoid confusion.

We want to show that data as above lead to the formation of a black hole, more
specifically, we want to prove the following theorem which is our main result and the
precise version of the “intuitive” Theorem 1.1, stated in the introduction.

Theorem 6.1. For ε > 0 sufficiently small the solution to the Einstein–Vlasov system
launched by the data specified above exists on the time interval [0, 8

9 ]. There exist times
0 < t0 < t1 < t2 < 8

9 such that there is no trapped surface for t < t0 while the surfaces
given by (t, r) with t ≥ t1 and r = 1

3 are trapped. For t ≥ t2 all the matter is contained
within the radius r = 1

3 . Let M = ∫
ρ̊. Then for t ≥ t2 and r > 1

3 , 1 − A(t, r) = 2M
r ;

a black hole with Schwarzschild radius 2 M = 4
9 + O(ε1/5) forms.

We recall the definition of A in (2.5) and note that a surface with coordinates (t, r) is
trapped iff A(t, r) < 0. It should be observed that by the time t = 7

9 the asymptotically
flat homogeneous dust solution has formed a trapped surface at r = 1

3 and for t close to
8
9 all its mass is contained within this trapped surface.

Remark 6.2. Our specific choice of various parameters which determine the initial data
was made purely for the sake of convenience so that we arrive at the explicit and simple
values for t and r which appear above. We emphasize that the parameters for the initial
data could also have been kept more general.

In order to speak about a black hole it is strictly speaking not sufficient to consider
the solution only up to time t = 8

9 . However, the following additional assertions hold.

Proposition 6.3. For ε sufficiently small the maximal Cauchy development of the given
initial data contains the region

O =
{
(t, x) | t > t2, |x | >

1

3

}

where the solution is vacuum and

a = 1, β(t, r) =
√

2M

r
.

The line {t ≥ t2, r = 2M} is part of the radially outgoing null geodesic which passes
through the point (t2, 2M). This null geodesic is future complete and generates the event
horizon of a black hole of mass M.
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The proof of the theorem (and the proposition) is a fairly involved bootstrap argument
which aims to compare the solution to the homogeneous ones introduced in Sect. 5 and
which we split in a sequence of lemmas. Before we start on this, another remark seems
in order to put these results into perspective.

Remark 6.4. In principle, Theorem 6.1 can be viewed as a result on continuous de-
pendence on initial data. However, in practice there exists no mathematical framework
within which both the Einstein–Vlasov and the Einstein-dust system are well posed; the
latter system must be viewed as a singular limit of the former system. But once a solution
of the former system with a trapped surface is obtained, then continuous dependence
on the Vlasov data does hold and further small perturbations of these data, which could
for example make them slightly inhomogeneous on the interval [0, 1], would launch a
solution to the Einstein–Vlasov system which still forms a trapped surface.

6.1. Getting the bootstrap argument started. We consider the following bootstrap as-
sumptions on the solution to the Einstein–Vlasov system launched by the data specified
above. The solution is to exist on some time interval [0, T ∗[⊂ [0, 8

9 ] and for 0 ≤ t < T ∗
and r ≥ 0,

(i) ∂rβ(t, r) < ∂rβD(t),
(ii) β(t, r) > −1,

(iii)
1

2
< a(t, r) < 2,

(iv) for all characteristics of the Vlasov equation starting in supp f̊ ,

(1 − t)2/3|v(t)| ≤ 2 |v(0)|;
note that ∂rβD depends only on t . The key assumption is (i) which is quite non-trivial
to recover in an improved form. The assumptions (ii) and (iii) are needed to get the
bootstrap argument started, but they are easy to recover in an improved form. The latter
is also true for (iv) which will be used to keep matter terms like j and p, which vanish
for dust, small. A key step in recovering (i) will be a more sophisticated estimate for the
momentum support, which uses polar coordinates and yields a refined estimate for ρ,
cf. Lemma 6.16 and (6.25) below.

To begin with, we have to show that the bootstrap assumptions hold at least on some
small time interval.

Lemma 6.5. For ε > 0 sufficiently small the solution of the Einstein–Vlasov system
which according to Theorem 3.3 is launched by the data specified at the beginning of this
section, cf. (6.1), exists on some time interval [0, T ∗[⊂ [0, 8

9 ] and satisfies the bootstrap
assumptions (i)–(iv) there. We choose T ∗ = T ∗

ε > 0 maximal with this property.

Proof. By assumption, a(0) = å = 1 which satisfies (iii). Next we recall that by (3.8),

β̊(r) =
√

2m̊(r)

r
,

where

m̊(r) = 4π

∫ r

0
ρ̊(s) s2ds ≥ 4πρ̊(r)

∫ r

0
s2ds = 4π

3
r3ρ̊(r);
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note that ρ̊ inherits the monotonicity in r from ρ0. Thus

∂r β̊(r) = 1√
2

1
√

m̊(r)/r

(
4πr ρ̊(r) − m̊(r)

r2

)
≤ 1√

2

1
√

m̊(r)/r

8π

3
r ρ̊(r)

≤ 1√
2

8π

3

1
√

4π
3 ρ̊(r) r2

r ρ̊(r) =
√

8π

3
ρ̊(r).

By (6.2), ρ̊(r) ≤ 1
6π

(1 − ε1/5)(1 + ε), and hence for ε > 0 sufficiently small,

∂r β̊(r) ≤ 2

3

√
(1 + ε)(1 − ε1/5) ≤ 2

3

(
1 − 1

2
ε1/5

)
= ∂r β̊D(r) − 1

3
ε1/5. (6.3)

Since obviously β̊(r) ≥ 0 we see that (i)–(iii) hold initially and hence on some time
interval [0, δ], provided δ > 0 is small enough. As to (iv) we note the identity

d

ds
|v|2 = 8πr a j

( x · v

r

)2
+ 2

(
∂rβ − β

r

) ( x · v

r

)2
+ 2

β

r
|v|2 (6.4)

which follows from the v-component of the characteristic system of the Vlasov equation
(3.1). The identity implies that on [0, δ],

d

ds
|v|2 ≤ Cε |v|2,

where Cε > 0 depends on the solution of the Einstein–Vlasov system and hence on ε,
but not on s ∈ [0, δ]. By making δ smaller if necessary, (iv) now holds as well. ��

6.2. Simple consequences of the bootstrap assumptions. In what follows we always
consider the solution of the Einstein–Vlasov system obtained in Lemma 6.5 which
satisfies the assumptions (i)–(iv) on [0, T ∗[. We derive some consequences which in
particular will show that we recover (ii)–(iv) in an improved form. Constants denoted
by C are positive, may depend on γD but not on T ∗ or ε, and may change from line to
line. We start by establishing some bounds on the source terms and on β.

Lemma 6.6. For all 0 ≤ t < T ∗,

(a) ‖ j (t)‖, ‖p(t)‖, ‖pT (t)‖ ≤ Cε1/2, ‖ρ(t)‖ ≤ C.
(b) −1 < β(t, r) ≤ βD(t, r) ≤ Cr for r ≥ 0.

Proof. The form of the initial data in (6.1) implies that |v| ≤ ε1/2 for (x, v) ∈ supp f̊ ,
the bootstrap assumption (iv) implies a corresponding estimate for (x, v) ∈ supp f (t),
and this implies part (a). The boundary condition for β together with the bootstrap
assumptions (i), (ii) imply (b). ��
Next we estimate characteristics of the Vlasov equation which run in the support of f .

Lemma 6.7. For any characteristic t �→ (x(t), v(t)) of the Vlasov equation which starts
in the support of f̊ and 0 ≤ t < T ∗,

|x(t)| ≤ C and (1 − t)2/3|v(t)| ≤ (1 + Cε1/4)|v(0)|.
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Proof. The bootstrap assumption (iii) and Lemma 6.6 (b) imply that

|ṙ(s)| ≤ |x · v/r |(s)
a〈v〉 + |β(s, r(s))| ≤ 3 + C |r(s)|

which implies the bound on |x(t)|. If we apply this bound, the bootstrap assumption (i),
and Lemma 6.6 (a) to (6.4) it follows that

d

ds
|v|2 ≤ 16π‖r j (s)‖

( x · v

r

)2
+ 2∂rβ

( x · v

r

)2
+ 2

β

r

[
|v|2 −

( x · v

r

)2
]

≤ Cε1/2
( x · v

r

)2
+ 2∂rβD(s)

( x · v

r

)2
+ 2∂rβD(s)

[
|v|2 −

( x · v

r

)2
]

≤
(

4

3

1

1 − s
+ Cε1/2

)
|v|2,

which implies that

|v(t)| ≤ exp(Cε1/2)

(1 − t)2/3 |v(0)| ≤ 1 + Cε1/2

(1 − t)2/3 |v(0)|,

for ε > 0 sufficiently small, and the proof is complete. ��
Lemma 6.7 shows that we get the bootstrap assumption (iv) back in an improved form
if we choose ε such that 1 + Cε1/2 < 2. Next we examine the metric quantities a and β

and in particular show that we can get back the bootstrap assumption (iii) in an improved
form.

Lemma 6.8. It holds that

a(t, r) = 1 + O(ε1/2),

β2(t, r) = 2m(t, r)

r
+ O(ε1/2),

where

m(t, r) = 4π

∫ r

0
ρ(t, s) s2ds. (6.5)

Proof. We recall (4.56) which in the present situation takes the form

1

a(t, r)
= 1 + 4π

∫ t

0
(r j)(s, R(s, t, r)) ds, (6.6)

where R(s, t, r) is the characteristic defined via (4.55). If we combine (2.5) and (3.4),

β2(t, r) = 2m(t, r)

r
+

1

a2(t, r)
− 1 − 8π

r

∫ r

0
(aβ j)(t, s) s2ds. (6.7)

The assertion for a now follows by combining (6.6) with the estimates for r and j from
the previous lemmas. Using the same information together with the result for a in (6.7)
gives the assertion for β2. ��

Lemma 6.8 shows that we get the bootstrap assumption (iii) back in an improved
form.
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6.3. The homogeneous core. For what follows we need to show that in a certain core
region and for ε sufficiently small the solution f of the Einstein–Vlasov system coincides
with the homogeneous solution h = hε introduced in Sect. 5.3, cf. (5.20). To this end,
let r∗ : [0, 1[→]0,∞[ denote the maximal solution to the initial value problem

ṙ = −ε1/4 − βD(s, r), r(0) = 1.

This function can be computed to be

r∗(t) = (1 − 3ε1/4)(1 − t)2/3 + 3ε1/4(1 − t), t ∈ [0, 1[; (6.8)

we choose ε > 0 sufficiently small so that 1 − 3ε1/4 > 1
2 . Obviously,

(1 − 3ε1/4)γD(t) ≤ r∗(t) ≤ γD(t), t ∈ [0, 1[, (6.9)

which is interesting in view of the fact that γD defines the boundary of the matter support
of the Oppenheimer–Snyder dust solution given by (5.11). In particular,

r∗(t) ≥ 1

2
γD(8/9) =: r∗ > 0 for t ∈ [0, 8/9]. (6.10)

Lemma 6.9. Let

I := {(t, x) ∈ [0, T ∗[×R
3 | 0 ≤ |x | ≤ r∗(t)}.

Then for ε > 0 sufficiently small, f = h on I × R
3 with corresponding identities for

the metric coefficients; note that both solutions exist on [0, T ∗[.
Proof. Let s �→ (x(s), v(s)) denote a characteristic of f such that

|x(t)| = r∗(t) and |x(s)| < r∗(s) for s > t,

so this characteristic is running in the interior of the region I and hits its outer boundary
at time t when followed backwards in time. We claim that both f (t, x(t), v(t)) = 0 and
h(t, x(t), v(t)) = 0, provided ε > 0 is sufficiently small. To see the assertion for f , we
note that

x(t) · v(t)

r(t) a(t, r(t)) 〈v(t)〉 − β(t, r(t)) = ṙ(t) ≤ ṙ∗(t) = −ε1/4 − βD(t, r∗(t)).

Since r(t) = r∗(t) and β ≤ βD by Lemma 6.6 (b), this implies that

ε1/4 ≤ ε1/4 + βD(t, r∗(t)) − β(t, r∗(t))

≤ − x(t) · v(t)

r∗(t) a(t, r∗(t)) 〈v(t)〉 ≤ 2|v(t)| ≤ 4

(1 − 8/9)2/3 |v(0)|,

where we used the bootstrap assumptions (iii) and (iv). Thus

|v(0)| ≥ 1

20
ε1/4 > ε1/2

for ε > 0 sufficiently small. Together with the fact that f is constant along characteristics
and (6.1) this implies that f (t, x(t), v(t)) = f̊ (x(0), v(0)) = 0. But by Lemma 5.2 (b),

βh(t, r) = σV,ε(t)r < σD(t)r = βD(t, r)
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for r > 0. Hence for a characteristic of the homogeneous solution h the above estimate
for |v(t)| turns into

|v(t)| ≥ ε1/4 > (1 − 8/9)−2/3ε1/2 ≥ γD(t)−1ε1/2 ≥ γV,ε(t)
−1ε1/2,

where we used Lemma 5.2 (a). Hence h(t, x(t), v(t)) = 0, cf. (5.20).
In addition, any solution to

ṙ = −β(s, r) or ṙ = −βh(s, r) (6.11)

which at some time s satisfies r(s) < r∗(s) must satisfy r(t) < r∗(t) for all t < s
which again follows by comparing the relevant β functions. Hence no characteristic of
the field equations (2.8) or (2.9) for either f or h can leave the region I when followed
backwards in time.

The above behavior of the various characteristics with respect to the region I together
with the fact that for t = 0 the solutions f and h coincide on I × R

3 imply that f and
h coincide on I and as long as they exist. To see this we proceed as follows.

Metric quantities or macroscopic densities corresponding to the homogeneous so-
lution h are always denoted by the corresponding subscript. In particular, we note that
ah = 1, jh = 0, and ∂x h = 0. Taking the difference of the Vlasov equation (3.1) for f
and the one for h implies that

∂t ( f − h) +

(
v

a〈v〉 − β
x

r

)
· ∂x ( f − h)

+

[
4πr a j

x · v

r

x

r
+

(
∂rβ − β

r

)
x · v

r

x

r
+

β

r
v

]
· ∂v( f − h)

= D · ∂vh, (6.12)

where

D =
(

∂rβh − βh

r

)
x · v

r

x

r
+

βh

r
v

− 4πr a j
x · v

r

x

r
−

(
∂rβ − β

r

)
x · v

r

x

r
− β

r
v.

The characteristic system for (6.12) is the same one as for (3.1), and as before we denote
by s �→ (X, V )(s, t, x, v) its solution with (X, V )(t, t, x, v) = (x, v). Let |x | < r∗(t)
and choose t∗ minimal and such that |X (s, t, x, v)| < r∗(s) for s ∈]t∗, t]. Then it
follows that

( f − h)(t, x, v) = ( f − h)(t∗, X (t∗, t, x, v), V (t∗, t, x, v))

+
∫ t

t∗
(D · ∂vh)(s, X (s, t, x, v), V (s, t, x, v)) ds

=
∫ t

t∗
(D · ∂vh)(s, X (s, t, x, v), V (s, t, x, v)) ds. (6.13)

The difference f −h at time t∗ vanishes, because either t∗ > 0 in which case |X (t∗, t, x, v)| =
r∗(t∗) and both f and h vanish separately at the corresponding point in phase space, or
t∗ = 0 in which case |X (0, t, x, v)| ≤ 1 so the characteristic starts in the region where
the initial data for f and h coincide.



Oppenheimer–Snyder Type Collapse for a Collisionless Gas Page 43 of 59   284 

Based on (6.13) we now aim for a Gronwall argument to show that f − h = 0 on
I . For this purpose we denote by ‖ · ‖t the sup norm of a function of x (or of x and v)
where the sup extends only over |x | = r ≤ r∗(t). We consider f − h only for times
t ≤ T ∗∗ < T ∗; on the compact interval [0, T ∗∗] both f and h exist and are bounded
together with their metric components etc., and in what follows, constants denoted by c
may depend on these bounds. By adding and subtracting suitable terms in the right hand
side of (6.13),

‖ f (t) − h(t)‖t ≤
∫ t

0
(‖∂rβ(s) − ∂rβh(s)‖s + ‖a(s) − ah(s)‖s + ‖ f (s) − h(s)‖s) ds; (6.14)

the last term arises from j = j − jh , and β/r − βh/r was estimated by ∂rβ − ∂rβh .
The differences of the various metric terms can now be handled exactly as we handled
them for two consecutive iterates in Sect. 4.5. As before, let s �→ R(s, t, r) denote
the unique solution of (6.11) with R(t, t, r) = r and analogously for Rh(s, t, r); these
are the characteristics of both (3.2) and (3.3) for either f or h. As we saw above,
R(s, t, r), Rh(s, t, r) ≤ r∗(s) for s < t if r ≤ r∗(t). As in (4.38) a direct Gronwall
argument implies that

|R(s, t, r) − Rh(s, t, r)| ≤ c
∫ t

0
‖β(τ) − βh(τ )‖τ dτ, 0 ≤ s ≤ t, r ≤ r∗(t).

Proceeding as for (4.39), integration of (3.2) along characteristics, cf. Lemma 3.6, implies
that

‖β(t) − βh(t)‖t ≤ c
∫ t

0

(
‖ f (s) − h(s)‖s + ‖a(s) − ah(s)‖s

+ ‖β(s) − βh(s)‖s

)
ds;

note that β̊(r) = β̊h(r) for r ≤ 1, and that when going backwards in time the character-
istics R and Rh remain in I if they start there at time t . Since by Lemma 3.6,

a(t, r) = å(R(0, t, r)) − 4π

∫ t

0

(
ra2 j

)
(s, R(s, t, r)) ds

and å(R(0, t, r)) = 1 = ah for r ≤ r∗(t) it follows that

‖a(t) − ah(t)‖t ≤ c
∫ t

0
‖ f (s) − h(s)‖sds.

In order to complete the Gronwall loop we need to also estimate the difference ∂r β−∂rβh ,
cf. (6.14). To achieve this we can proceed exactly as for the derivation of (4.44) and obtain
the estimate

‖∂rβ(t) − ∂rβh(t)‖t

≤ c
∫ t

0
(‖ f (s) − h(s)‖s + ‖β(s) − βh(s)‖s + ‖∂rβ(s) − ∂rβh(s)‖s) ds.

If we combine these estimates, Gronwall’s lemma implies that f = h on I ×R
3 and for

t ≤ T ∗∗, and hence for t < T ∗ as claimed. ��
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As a first application of the above homogeneous core result we show that we recover
(ii) in improved form.

Lemma 6.10. For ε sufficiently small, β(t, r) > 0 for all r > 0.

Proof. For 0 < r ≤ r∗ the assertion follows by Lemma 6.9, since βh(t, r) = σV,ε(t)r >

0. Next we combine (6.6) and (6.7) to find that

rβ(t, r)2 = 2m(t, r) + 4πr

(
1

a
+ 1

) ∫ t

0
(r j)(s, R(s, t, r)) ds

− 8π

∫ r

0
(aβ j)(t, s) s2ds

≥ 2m(t, r) − 12πr
∫ t

0
|r j |(s, R(s, t, r)) ds − Cε1/2, (6.15)

where we used the bounds from Lemma 6.6 and Lemma 6.7. The estimate

R(s, t, r) = r +
∫ t

s
β(τ, R(τ, t, r)) dτ ≥ r − (t − s) ≥ r − 1, 0 ≤ s ≤ t,

together with part (b) of the former lemma imply in addition that R(s, t, r) is outside
the support of j if r is too large. Hence we can, for r ≥ r∗ and by using Lemma 6.8,
continue the estimate (6.15) to find that

rβ(t, r)2 ≥ 2m(t, r) − Cε1/2 ≥ 2m(t, r∗) − Cε1/2

= 2mh(t, r∗) − Cε1/2 ≥ C > 0,

provided ε is sufficiently small; mh(t, r∗) is bounded from below by a positive constant
independent of ε and t due to (5.25) and the fact that γV,ε ≤ 1. The estimate above
shows that β cannot become zero for r ≥ r∗, and so it stays strictly positive. ��

We have now recovered the bootstrap assumptions (ii)-(iv) in improved form. For (i)
this requires more work.

6.4. A formula for controlling ∂rβ. In order to continue the argument and in particular
in order to recover (i) in improved form we will use the following relation for ∂rβ.

Lemma 6.11. For t ∈ [0, T ∗[ and r ≥ 0,

d

dt
∂rβ(t, R(t, 0, r)) = (∂rβ)2(t, R(t, 0, r)) − d

dt
(4πra j)(t, R(t, 0, r))

+
(

4π(ρ − p + 2pT ) + (4πra j)2
)

(t, R(t, 0, r))

−
(

8π

r3

∫ r

0
(ρ − aβ j)(t, s) s2ds

)
(t, R(t, 0, r))

+ (8πra j∂rβ) (t, R(t, 0, r)).
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Proof. The field equations (3.2) and (3.3) together with (3.4) imply that

∂tβ − β ∂rβ = 4π

r2

∫ r

0
(ρ − aβ j) (t, s) s2ds + 4πr p,

and

∂t a − β ∂r a = −4πra2 j.

If we now observe that d
dt R = −β(t, R) it follows that

d

dt
∂rβ(t, R(t, 0, r)) =

(
∂t∂rβ − β∂2

r β
)

(t, R(t, 0, r))

=
(
∂r (∂tβ − β∂rβ) + (∂rβ)2

)
(t, R(t, 0, r))

= (∂rβ)2(t, R(t, 0, r)) −
(

8π

r3

∫ r

0
(ρ − aβ j)(t, s) s2ds

)
(t, R(t, 0, r))

+ 4π (ρ − aβ j + p + r∂r p) (t, R(t, 0, r)),

and

d

dt
(4πra j) (t, R(t, 0, r))

=
(
−4πβaj − (4πra j)2 + 4πra(∂t j − β∂r j)

)
(t, R(t, 0, r))

=
(
−4πβaj − (4πra j)2

)
(t, R(t, 0, r))

+

(
4πra

(
2β

r
j − 1

a
(∂r p +

2p − 2pT

r
) + 2(∂rβ + 4πra j) j

))
(t, R(t, 0, r));

the last equality is obtained by inserting the second identity from Lemma 3.5 with a, β,
and j instead of ã, b̃, and j̃ . When we combine the previous two identities several terms
cancel and the assertion follows. ��

We use this result to prove that ∂rβ remains bounded; notice that this is necessary
in view of the continuation criterion in our local existence result, Theorem 3.3, and that
the bootstrap assumption (i) only provides a bound from above.

Lemma 6.12. There exists a constant C > 0 such that for ε > 0 sufficiently small,
‖∂rβ(t)‖ ≤ C for t ∈ [0, T ∗[.
Proof. Lemma 6.11 and the bounds established in Lemma 6.6 (a) imply that

d

dt
∂rβ(t, R(t, 0, r)) ≥ − d

dt
(4πra j)(t, R(t, 0, r)) − C − |∂rβ(t, R(t, 0, r))|;

notice that the term which is quadratic in ∂rβ has the right sign. Integrating this estimate
implies that

−∂rβ(t, R(t, 0, r)) ≤ C +
∫ t

0
|∂rβ(s, R(s, 0, r))| ds
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which together with the bootstrap assumption (i) and the boundedness of ∂r βD on [0, T ∗[
implies that

|∂rβ(t, R(t, 0, r))| ≤ C +
∫ t

0
|∂rβ(s, R(s, 0, r))| ds.

By Gronwall’s lemma, |∂rβ(t, r)| = |∂rβ(t, R(t, 0, R(0, t, r)))| ≤ C . ��
We can use the lemma above to establish a sharper bound on the spatial support of

the solution. This is not strictly necessary, but it will yield the nice feature that all the
mass will be contained in the black hole for t sufficiently large.

Lemma 6.13. There exists some constant C > 0 such that at time t ∈ [0, T ∗[ the spatial
support of the solution is contained in the interval [0, r∗(t) + Cε1/5]; cf. (6.8) for the
definition of r∗(t).

Proof. Let s �→ (x(s), v(s)) denote a characteristic of the Vlasov equation which runs
in supp f , and let r(s) = |x(s)|. We aim to show that r(s) ≤ r∗(s) + Cε1/5 for all s.
If r(t) ≤ r∗(t) at some time t the assertion holds trivially for s = t . If r(t) > r∗(t) at
some time t , then we define t∗ ∈ [0, t[ minimal with the property that r(s) > r∗(s) on
]t∗, t]. Since

ṙ(s) ≤ Cε1/2 − β(s, r(s)),

we need an estimate for β(s, r) from below for r ≥ r∗(s). By Lemma 6.12 and the mean
value theorem,

β(s, r) ≥ β(s, r∗(s)) − C(r − r∗(s)) = βh(s, r∗(s)) − C(r − r∗(s))

for r ≥ r∗(s). Hence on ]t∗, t],
d

ds
(r − r∗)(s) ≤ Cε1/4 − βh(s, r∗(s)) + C(r − r∗)(s) + βD(s, r∗(s))

≤ Cε1/5 + C(r − r∗)(s);
in the last estimate we used the fact that by Lemma 5.2,

|βD(s, r∗(s)) − βh(s, r∗(s))| ≤ |σD(s) − σV,ε(s)|
≤ |σD(s) − σD,ε(s)| + Cε ≤ Cε1/5,

where we recall the explicit form of σ in the dust case, cf. (5.7), and choose ε sufficiently
small. This implies that on ]t∗, t],

(r − r∗)(s) ≤ (r − r∗)(t∗) + Cε1/5 + C
∫ s

t∗
(r − r∗)(τ ) dτ.

If t∗ = 0 then (r − r∗)(t∗) ≤ ε, cf. the assumptions on the data introduced in (6.1), if
t∗ > 0 then (r − r∗)(t∗) = 0, and in both cases Gronwall’s lemma completes the proof.
��

Eventually we need to recover the bootstrap assumption (i) in an improved form. To
this end we now use Lemma 6.11 to analyze the difference ∂rβ − ∂rβD .
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Lemma 6.14. There exists a constant C > 0 such that for all ε sufficiently small, t ∈
[0, T ∗[, and r ≥ 0,

∂rβ(t, R(t, 0, r))) ≤ ∂rβD(t, R(t, 0, r))) − Cε1/5

+
∫ t

0
exp

(∫ t

s
(∂rβ + ∂rβD)(τ, R(τ, 0, r)) dτ

)
d(s, R(s, 0, r)) ds,

where

d(s, r) =
(

2m D

r3 − 2m

r3 − 4πρD + 4πρ

)
(s, r).

Proof. We derive a formula analogous to Lemma 6.11 for ∂rβD . The derivation is much
simpler, since in the dust case, j = p = pT = 0. It is important to note that we
again use the characteristic R(t, 0, r) belonging to β instead of the corresponding dust
characteristic. But since in addition ∂2

r βD = 0 this causes no problem:

d

dt
∂rβD(t, R(t, 0, r)) =

(
∂t∂rβD − β∂2

r βD

)
(t, R(t, 0, r))

=
(
∂r (∂tβD − βD∂rβD) + (∂rβD)2

)
(t, R(t, 0, r))

= (∂rβD)2(t, R(t, 0, r)) −
(

8π

r3

∫ r

0
ρD(t, s) s2ds − 4πρD

)
(t, R(t, 0, r)).

If we combine this with the formula from Lemma 6.11 it follows that

d

dt
(∂rβ − ∂rβD + 4πra j)(t, R(t, 0, r)) = d(t, R(t, 0, r)) + e(t)

+ (∂rβ + ∂rβD)(∂rβ − ∂rβD + 4πra j)(t, R(t, 0, r)), (6.16)

where

e(t) =
(

4π(−p + 2pT ) + (4πra j)2 + 4πra j (∂rβ − ∂rβD)
)

(t, R(t, 0, r))

+

(
8π

r3

∫ r

0
(aβ j)(t, s) s2ds

)
(t, R(t, 0, r)),

in particular, |e(t)| ≤ Cε1/2, cf. Lemma 6.6 (a) and Lemma 6.12. We solve (6.16) using
variation of constants to find that

(∂rβ − ∂rβD + 4πra j)(t, R(t, 0, r))

= exp

(∫ t

0
(∂rβ + ∂rβD)(s, R(s, 0, r)) ds

)
(∂r β̊ − ∂r β̊D)(r)

+
∫ t

0
exp

(∫ t

s
(∂rβ + ∂rβD)(τ, R(τ, 0, r)) dτ

)
(d(s, R(s, 0, r)) + e(s)) ds;

note that j vanishes initially. By Lemma 6.12 the argument of the exponential function
is bounded, e(s) and the term with j on the left hand side are bounded by Cε1/2, but the
initial data term is smaller that − 1

3ε1/5, cf. (6.3). Choosing ε small enough completes
the proof. ��
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Notice that by replacing r by R(0, t, r̃) so that R(t, 0, r) = r̃ and R(τ, 0, r) =
R(τ, t, r̃) we obtain, after dropping the tildes, an analogous formula with r instead of
R(t, 0, r) on the left hand side and the corresponding substitution on the right hand
side. We will see below that the term d in Lemma 6.14 is negative so that the bootstrap
assumption can be recovered in improved form, but in order to analyze d we need
information on the evolution of ρ and m.

6.5. The evolution of ρ and m. It turns out that in order to obtain the required information
on ρ and m we must start with the latter quantity.

Lemma 6.15. For t ∈ [0, T ∗[ and r ≥ 0,

m(t, R(t, 0, r)) = m̊(r) + O(ε1/2).

Proof. Using Lemma 3.5, integration by parts, Lemma 6.6, and the fact that by
Lemma 6.12 ∂rβ and β/r are bounded we find that

1

4π
(∂t − β∂r ) m = −r2βρ

+
∫ r

0

[
β∂rρ − 1

a
∂r j − 2

sa
j +

2β

s
(ρ + pT ) + (∂rβ + 4πsa j)(ρ + p)

]
s2ds

= −
∫ r

0

∂r a

a2 j s2ds +
∫ r

0

[
2β

s
pT + ∂rβ p + 4πsa j (ρ + p)

]
s2ds − r2

a
j

= −
∫ r

0

∂r a

a2 j s2ds + O(ε1/2). (6.17)

The latter integral is O(ε1/2) as well, provided ∂r a/a2 = O(1). Differentiating (6.6)
yields

∂r a

a2 = −4π

∫ t

0
∂r (r j)(s, R(s, t, r))∂r R(s, t, r) ds. (6.18)

The argument which follows is similar to the one in Sect. 4.2.6, following (4.9). By [37,
Lemma 6.6],

∂r (r j) = j + r
∫

v · ∂x f dv − r
∫ [ |v|2

r

x

r
− x · v

r

v

r

]
· ∂v f dv

= r
∫

v · ∂x f dv − j. (6.19)

The Cartesian version X (s, t, x) of the β-characteristic R(s, t, r) is the solution to

ẋ = −β(s, r)
x

r
(6.20)

with X (t, t, x) = x ; the right hand side of this differential equation is in C1([0, T ∗[×R
3)

and vanishes at the center x = 0. In particular, the center is a characteristic which no other
characteristic can cross. Clearly, |X (s, t, x)| = R(s, t, r) where r = |x |. Moreover,

X (s, t, x)

|X (s, t, x)| = x

r
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for x �= 0; β-characteristics are strictly radial. Let

Dt f (t, x, v) := ∂t f (t, x, v) − β(t, r)
x

r
· ∂x f (t, x, v).

In what follows we often abbreviate X (s) = X (s, t, x) and R(s) = R(s, t, r). The chain
rule and the Vlasov equation (3.1) imply that

d

ds
f (s, X (s), v) = (Dt f )(s, X (s), v) = −

(
v

a〈v〉 · ∂x f

)
(s, X (s), v)

+ (F2 · ∂v f ) (s, X (s), v),

where we recall the definition of F2 in (4.2). Hence

(v · ∂x f ) (s, X (s), v) = − (a〈v〉Dt f ) (s, X (s), v) + (a〈v〉F2 · ∂v f ) (s, X (s), v).

Integration with respect to v and integration by parts imply that
(∫

v · ∂x f dv

)
(s, R(s)) = −a(s, R(s))

d

ds
ρ(s, R(s))

−
[

4π a2 j (p + ρ) + a∂rβ(p + ρ) + a
β

r
(2ρ − p) + a

β

r

∫ |v|2
〈v〉 f dv

]
(s, R(s))

= −a(s, R(s))
d

ds
ρ(s, R(s)) + O(1).

In view of (6.18) and (6.19) we need to show that the following integrals are O(1):
∫ t

0
j (s, R(s)) ∂r R(s) ds,

and
∫ t

0
R(s)a(s, R(s))

d

ds
ρ(s, R(s)) ∂r R(s) ds

= ra(t, r)ρ(t, r) − R(0, t, r)ρ̊(R(0, t, r)) ∂r R(0, t, r)

−
∫ t

0

[
Ṙ(s)a(s, R(s))ρ(s, R(s)) ∂r R(s)

+ R(s)
d

ds
a(s, R(s))ρ(s, R(s)) ∂r R(s)

+ R(s)a(s, R(s))ρ(s, R(s)) ∂r Ṙ(s)

]
ds.

By (2.9) and the analogue of (3.10),

d

ds
a(s, R(s)) = −4π(ra2 j)(s, R(s)),

∂r R(s, t, r) = exp

(∫ t

s
∂rβ(τ, R(τ, t, r)) dτ

)
,

∂r Ṙ(s, t, r) = −∂rβ(s, R(s, t, r)) exp

(∫ t

s
∂rβ(τ, R(τ, t, r)) dτ

)
,
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all these terms are O(1), and hence the same is true for ∂r a/a2. Thus (6.17) turns into
the equation

∂t m − β ∂r m = O(ε1/2),

which upon integration along characteristics gives the assertion. ��
In order to obtain sufficiently sharp information on ρ it turns out that we need to inves-

tigate the characteristic system in coordinates which are adapted to spherical symmetry.
For x, v ∈ R

3 with x �= 0 we define

r = |x |, w = x · v

r
, L = |x × v|2.

In these coordinates the characteristic system takes the form

ṙ = w

a(s, r)
√

1 + w2 + L/r2
− β(s, r), (6.21)

ẇ = 4π(ra j)(s, r) w + ∂rβ(s, r) w +
L

r3a(s, r)
√

1 + w2 + L/r2
, (6.22)

L̇ = 0. (6.23)

The variable w is a radial momentum variable while L is the modulus of the particle
angular momentum squared and is conserved due to spherical symmetry. In addition,

|v|2 = w2 +
L

r2 .

The source terms can also be rewritten in these variables, in particular,

ρ(t, r) = π

r2

∫ ∞

−∞

∫ ∞

0

√

1 + w2 +
L

r2 f (t, r, w, L) d L dw.

We obtain the following refined estimate.

Lemma 6.16. For ε sufficiently small, t ∈ [0, T ∗[ and r ≥ 0,

ρ(t, r) ≤ αε

γD(t)γ 2
V,ε(t)

+ Cε1/2.

Proof. On the homogeneous core established in Lemma 6.9,

ρ(t, r) = ρh(t) = 1

γ 4
V,ε(t)

φε(γV,ε(t)) ≤ αε

γ 3
V,ε(t)

+ Cε, (6.24)

where we used (5.25) and an obvious estimate for the function φε defined in (5.23). By
Lemma 5.2 (a) the assertion follows on the homogeneous core.

Hence it remains to estimate ρ(t, r) for r ≥ r∗(t) ≥ r∗, cf. (6.10). Consider a
characteristic s �→ (x(s), v(s)) of f in supp f with r(t) ≥ r∗. Since β is positive
if follows from (6.21) and the bootstrap assumption (iv) that ṙ ≤ Cε1/2 and hence
r(s) ≥ 1

2r∗ on [0, t] for ε sufficiently small. We will prove that on [0, t],

γ 2
D(s)w2(s) + γ 2

V,ε(s)
L

r2(s)
≤ |v(0)|2 + ε3/2. (6.25)
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Let us for the moment assume that (6.25) is already established. Then the estimate for
ρ(t, r) for the remaining case r ≥ r∗(t) works as follows.

Since f is constant along characteristics and ρ0 ≤ αε ,

f (t, r, w, L) = f̊ (R(0, t, r, w, L), W (0, t, r, w, L), L)

≤ ε−3/2αε H

(
1

ε

(
W 2(0, t, r, w, L) +

L

R2(0, t, r, w, L)

))
.

By (6.25),

W 2(0, t, r, w, L) +
L

R2(0, t, r, w, L)
≥ γ 2

D(t)w2 + γ 2
V,ε(t)

L

r2 − ε3/2,

and since H is decreasing by assumption,

f (t, r, w, L) ≤ ε−3/2αε H

(
1

ε

(
γ 2

D(t)w2 + γ 2
V,ε(t)

L

r2 − ε3/2
)

+

)
,

where (·)+ denotes the positive part of the argument. Hence

ρ(t, r) ≤ 2παε

r2 ε−3/2
∫ ∞

0

∫ ∞

0

√

1 + w2 +
L

r2

H

(
1

ε

(
γ 2

D(t)w2 + γ 2
V,ε(t)

L

r2 − ε3/2
)

+

)
d L dw

= 2παε

γ 2
V,ε(t)

ε−3/2
∫ ∞

0

∫ ∞

0

√

1 + w2 +
L

γ 2
V,ε(t)

H

(
1

ε

(
γ 2

D(t)w2 + L − ε3/2
)

+

)
d L dw

= παε

γ 2
V,ε(t)γD(t)

ε−3/2
∫ ∞

0

∫ η

0

√

1 +
1

γ 2
D(t)

(η − L) +
L

γ 2
V,ε(t)

d L√
η − L

H

(
1

ε

(
η − ε3/2

)

+

)
dη;

in the last step we changed variables via (η, L) = (γ 2
D(t)w2 + L , L). By Lemma 5.2,

∫ η

0

√

1 +
1

γ 2
D(t)

(η − L) +
L

γ 2
V,ε(t)

d L√
η − L

≤
√

1 +
1

γ 2
D(t)

η

∫ η

0

d L√
η − L

= 2
√

η

√

1 +
1

γ 2
D(t)

η,

and hence

ρ(t, r) ≤ 2παε

γ 2
V,ε(t)γD(t)

ε−3/2
∫ ∞

0

√
η

√

1 +
1

γ 2
D(t)

ηH

(
1

ε

(
η − ε3/2

)

+

)
dη
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= 2παε

γ 2
V,ε(t)γD(t)

∫ 1

−ε1/2

√
η + ε1/2

√

1 +
1

γ 2
D(t)

(εη + ε3/2)H (η+) dη

= 2παε

γ 2
V,ε(t)γD(t)

∫ 0

−ε1/2

√
η + ε1/2

√

1 +
1

γ 2
D(t)

(εη + ε3/2)H(0) dη

+
2παε

γ 2
V,ε(t)γD(t)

∫ 1

0

√
η + ε1/2

√

1 +
1

γ 2
D(t)

(εη + ε3/2)H(η) dη

≤ 2παε

γ 2
V,ε(t)γD(t)

∫ 1

0

√
ηH(η) dη + Cε1/2

= αε

γ 2
V,ε(t)γD(t)

+ Cε1/2

as claimed.
It remains to prove (6.25). By the characteristic system (6.21)–(6.23),

1

2

d

ds

(
γ 2

Dw2 + γ 2
V,ε

L

r2

)

= γD γ̇Dw2 + γ 2
Dwẇ + γV,ε γ̇V,ε

L

r2 − γ 2
V,ε

L

r3 ṙ

= γD γ̇Dw2 + γ 2
D(4πra j + ∂rβ)w2 + γ 2

D
wL

r3a
√

1 + w2 + L/r2

+ γV,ε γ̇V,ε

L

r2 − γ 2
V,ε

L

r3

(
w

a
√

1 + w2 + L/r2
− β

)

≤ γ 2
D4πra j w2 + γ 2

V,ε

L

r2

(
β

r
+

γ̇V,ε

γV,ε

)
+

Lw

r3a
√

1 + w2 + L/r2
(γ 2

D − γ 2
V,ε).

In the estimate we used the bootstrap assumption (i) and the explicit form of βD and γD ,
cf. (5.6) and (5.8), which imply

γ 2
D∂rβ < γ 2

D∂rβD = −γD γ̇D.

Since we are looking at characteristics in supp f ,

w2,
L

r2 ≤ |v|2 ≤ Cε

and |4πra j | ≤ Cε1/2. In addition, we may use the lower bound r = r(s) ≥ 1
2r∗ as

explained above. Thus

d

ds

(
γ 2

Dw2 + γ 2
V,ε

L

r2

)
≤ Cε3/2 + 2γ 2

V,ε

L

r2

(
β

r
+

γ̇V,ε

γV,ε

)
. (6.26)

Hence the assertion follows, provided we can suitably estimate the term in parenthesis
on the right hand side.

In order to do the latter we first observe that γ̇V,ε(s)/γV,ε(s) = −βh(s, r)/r . In
addition to the characteristic s �→ (r(s), w(s), L) of f , for which we may assume that
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r(s) ≥ 1
2r∗ on [0, t], we consider the characteristic s �→ R(s, 0, r) = R(s) of β where

r = |x(0)|. By the bound on ∂rβ from Lemma 6.12, the mean value theorem, and the
bootstrap assumption (iv),

|Ṙ(s) − ṙ(s)| ≤ Cε1/2 + C |R(s) − r(s)|
so that by Gronwall’s lemma

|R(s) − r(s)| ≤ Cε1/2. (6.27)

Using Lemma 6.12, Lemma 6.8, and Lemma 6.15,

β2(s, r(s)) ≤ β2(s, R(s)) + Cε1/2 ≤ 2m̊(r)

R(s)
+ Cε1/2

≤ 2m̊h(r)

R(s)
+ Cε1/2 = β2

h (s, Rh(s))
Rh(s)

R(s)
+ Cε1/2. (6.28)

On the other hand,

d

ds
R3/2(s) ≥ −3

2

√
2m(s, R(s)) − Cε1/2 ≥ −3

2

√
2m̊(r) − Cε1/2

≥ −3

2

√
2m̊h(r) − Cε1/2 ≥ d

ds
R3/2

h (s) − Cε1/2,

and since all this happens strictly away from zero,

R(s, 0, r) ≥ Rh(s, 0, r) − Cε1/2.

Together with (6.27) and (6.28),

β(s, r(s))

r(s)
≤ βh(s, Rh(s))

r(s)
+ Cε1/2 ≤ βh(s, r(s))

r(s)
+ Cε1/2.

If we substitute this into the estimate (6.26) and recall the fact that L ≤ Cε the asser-
tion (6.25) follows. ��

We are now ready to recover the bootstrap assumption (i) in improved form.

Lemma 6.17. There exists a constant C > 0 such that for ε > 0 sufficiently small and
for all t ∈ [0, T ∗[ and r ≥ 0,

∂rβ(t, r) ≤ ∂rβD(t, r) − Cε1/5.

Proof. In view of Lemma 6.14 it is sufficient to show that the quantity d(s, R(s, 0, r))

is negative for all relevant arguments. By (5.5) and the corresponding formula for ρD ,

2m D(s, r)

r3 − 4πρD(s, r) = 4

9

1

(1 − s)2 − 2

3

1

(1 − s)2 = −2

9

1

(1 − s)2 .

Thus if ρ(s, R(s, 0, r)) = 0, then d(s, R(s, 0, r)) < 0 as desired.
Next we observe that if R(s, 0, r) lies in the homogeneous core introduced in Lemma 6.9,

then

d(s, R(s, 0, r)) =
(

2m D

r3 − 4πρD − 2mh

r3 + 4πρh

)
(s, R(s, 0, r))



  284 Page 54 of 59 H. Andréasson, G. Rein

= 4π

3
(ρh(s) − ρD(s))

≤ 4π

3

(
αε

γ 3
V,ε(t)

− α

γ 3
D(t)

)

+ Cε < −Cε1/5 < 0

as desired, where we observe (5.25) and Lemma 5.2 (a).
It remains to consider the case ρ(s, R(s, 0, r)) > 0 with R(s, 0, r) outside the ho-

mogeneous core. We want to use the estimate

m(s, R(s, 0, r)) ≥ m̊(r) − Cε1/2 (6.29)

from Lemma 6.15 and compare the resulting term in d with the dust contribution.
However, this only works if have control on where r ranges. Consider a characteristic
s �→ (X, V )(s, 0, x̃, ṽ) of the Vlasov equation with the property that |X (s, 0, x̃, ṽ)| =
R(s, 0, r) and (X, V )(s, 0, x̃, ṽ) ∈ supp f (s); such a characteristic exists since ρ(s, R
(s, 0, r)) > 0. It then follows that (x̃, ṽ) ∈ supp f̊ , in particular, r̃ = |x̃ | < 1 + ε.
On the other hand we recall that R(s, 0, r) = |X (s, 0, x, 0)| and V (s, 0, x, 0) = 0.
The radial component of the characteristic system together with the bound for ∂rβ from
Lemma 6.12 and the bootstrap assumption (iv) imply that for 0 ≤ t ≤ s,

|R(t, 0, r) − R(t, 0, x̃, ṽ)| ≤ Cε1/2 + C
∫ s

t
|R(τ, 0, r) − R(τ, 0, x̃, ṽ)| dτ,

so that by Gronwall’s lemma in particular |r − r̃ | ≤ Cε1/2 which in view of the estimate
for r̃ above implies that r ≤ 1 + Cε1/2. The initial data are such that ρ̊ ≥ αε on the
interval [0, 1] which implies that

m̊(r) ≥ m̊ D,ε(r) − Cε1/2 = 2

9
(1 − ε1/5)r3 − Cε1/2, 0 ≤ r ≤ 1 + Cε1/2

provided ε > 0 is sufficiently small. We can now continue the estimate (6.29) to find
that

m(s, R(s, 0, r)) ≥ 2

9
(1 − ε1/5)r3 − Cε1/2. (6.30)

If we combine (6.30) with Lemma 6.16 it follows that for the relevant arguments,

d(s, R(s, 0, r)) ≤ −2

9

1

(1 − s)2 − 4

9
(1 − ε1/5)

r3

R(s, 0, r)3

+
2

3
(1 − ε1/5)

1

γD(s)γ 2
V,ε(s)

+ Cε1/2.

We need to be able to compare the various terms on the right hand side. First we recall
that γD(s) = (1 − s)2/3, cf. (5.8) with α = 1/6π . If we combine Lemma 5.2 (c) with
(5.8) and αε instead of α, it follows that

γV,ε(s) ≥ (1 −
√

1 − ε1/5s)2/3 − Cε.

Let us for the moment assume that for ε > 0 sufficiently small,

R(s, 0, r) ≤ (1 −
√

1 − ε1/5 − Cε1/2s)2/3 r. (6.31)
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Then altogether we get the estimate

d(s, R(s, 0, r)) ≤ −2

9

1

(1 − s)2 − 4

9

1 − ε1/5

(1 − √
1 − ε1/5 − Cε1/2s)2

+
2

3

1 − ε1/5

(1 − s)2/3(1 − √
1 − ε1/5s)4/3

+ Cε1/2.

We claim that the right hand side is negative for all s ∈ [0, 8
9 ] and ε > 0 sufficiently

small which can be seen as follows. For ε = 0 the right hand side vanishes. Its derivative
with respect to ε̃ = ε1/5 at ε = 0 equals

4

9

1

(1 − s)2 +
4

9

s

(1 − s)3 − 2

3

1

(1 − s)2 − 4

9

s

(1 − s)3 < −2

9

which proves the assertion.
Hence it remains to prove (6.31), where we recall that this is needed only when

R(s, 0, r) is outside the homogeneous core and ρ(s, R(s, 0, r)) > 0. We abbreviate
R(τ ) = R(τ, 0, r) for τ ∈ [0, s]. Then by Lemma 6.8 and Lemma 6.15,

d

dτ
R3/2 = −3

2
R1/2β(τ, R) ≤ −3

2

(
2m(τ, R) − Cε1/2 R

)1/2

≤ −3

2

(
2m̊(r) − Cε1/2r3

)1/2

≤ −3

2

(
4

9
(1 − ε1/5)r3 − Cε1/2r3

)1/2

= −
(

1 − ε1/5 − Cε1/2
)1/2

r3/2

and hence

R(s)3/2 ≤ (1 −
√

1 − ε1/5 − Cε1/2s)r3/2

as desired; note that in these estimates R(τ ) is bounded and bounded away from zero. ��

6.6. Proof of Theorem 6.1 and Proposition 6.3.

Proof of Theorem 6.1. In order to finally prove Theorem 6.1 we choose some ε > 0
sufficiently small so that all the above lemmas apply. Lemma 6.5 tells us that the solution
exists on some time interval [0, T ∗[⊂ [0, 8

9 ] and satisfies the bootstrap assumptions (i)–
(iv) there; T ∗ is chosen maximal with these properties. If we now apply Lemma 6.7,
Lemma 6.8, Lemma 6.10, and finally Lemma 6.17 we see that T ∗ < 8

9 is only possible,
if the solution blows up at t = T ∗. But if we recall Theorem 3.3 and Lemma 6.12 we
see that this is not possible, and indeed the solution exists on [0, 8

9 ] and satisfies all the
estimates there.

Since β̊(r) < β̊D(r) < 1 for r < 3/2 and β̊(r) ≤ 2
3 (1 + ε)2 < 1 for r > 1 and ε

small, cf. (6.2), the initial data contain no trapped surface and the existence of t0 follows.
Next we note that βD(t, 1

3 ) > 1 for all t ∈] 7
9 , 1[, and γD( 7

9 ) > 1
3 so that the

asymptotically flat dust solution given by (5.12) with α = 1
6π

has a trapped surface at
such t and r = 1

3 . Using Lemma 6.9 together with (6.9) and Lemma 5.2 we see that for
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some fixed t1 ∈] 7
9 , 8

9 [ and ε sufficiently small the surface corresponding to t = t1 and
r = 1

3 is trapped for the solution of the Einstein–Vlasov system as well. We show that
the surface with this radius stays trapped for t > t1. To see this we cannot assume that
a = 1 and observe that in the general case a surface with coordinates (tT , rT ) is trapped
if

β(tT , rT ) >
1

a(tT , rT )
.

As we showed above, this condition holds for tT = t1 and rT = 1
3 . It can be rewritten

as

A(tT , rT ) =
(

1

a
− β

) (
1

a
+ β

)
(tT , rT ) < 0.

But for r = rT = 1
3 ,

∂t (r(1 − A)) = 8πr2β

(
ρ + p −

(
aβ +

1

aβ

)
j

)

≥ 8πr2β
(
ρ − Cε1/2ρ

)
≥ 0

by the bootstrap assumptions (iii) and (iv), the fact that β(t, rT ) + 1/β(t, rT ) ≤ C via
(i) and Lemma 6.15, and for ε sufficiently small. But this implies that ∂t A ≤ 0, and the
trapped surface condition remains valid for t > tT and r = rT . The assertion on the
matter support for large times follows from Lemma 6.13 together with (6.9) and by, if
necessary, making ε again smaller one last time. ��

The proof of Theorem 6.1 being complete, we turn to the proof of Proposition 6.3.

Proof of Proposition 6.3. First we consider any characteristic s �→ (x(s), v(s)) with
(x(s), v(s)) ∈ O for some s. Since for r = 1

3 and s > t2,

ṙ ≤ |w|
a(s, r)

√
1 + w2 + L/r2

− β(s, r) <
1

a(s, r)
− β(s, r) < 0,

such a characteristic cannot hit the line r = 1
3 before it hits t = t2. Since f = 0 for

t = t2 and r ≥ 1
3 and f is constant along characteristics, f = 0 on the region O .

Next we recall that by Lemma 6.13 we have vacuum for t ∈ [0, 8
9 ] and r ≥ r∗(t) +

Cε1/5. If we recall (6.9) and the explicit form of γD , it follows that we have vacuum for
t ∈ [0, 8

9 ] and

r3/2 ≥ 1 − t + C1ε
1/5

with some constant C1 > 0. Denote by R∗ the solution to the initial value problem

ṙ = −
√

2M

r
, r(0) = r̊ ,

which can be computed explicitly:

R∗(t)3/2 = r̊3/2 −
√

9

2
Mt,
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where the parameters must be such that the right hand side is positive. We recall that
M = 2

9 + O(ε1/5) so that there exists a constant C2 > 0 such that for ε sufficiently
small,

R∗(t)3/2 ≥ r̊3/2 − t − C2ε
1/5.

We now pick r̊ such that

r̊3/2 = 1 + (C1 + C2)ε
1/5.

Then

R∗(t)3/2 ≥ 1 − t + C1ε
1/5, t ∈ [0,

8

9
],

and this implies that the curve R∗ runs in the vacuum region. The field equations (2.6)
and (2.7) imply that for t ∈ [0, 8

9 ] and r ≥ R∗(t) the quantity r(1 − A) is constant, and
hence by (3.4) and the fact that initially j vanishes,

1 − A(t, r) = 2M

r

with M = ∫
ρ̊. In addition, the field equation (2.9) implies that along β-characteristics

starting at the initial hypersurface a remains constant and hence equal to 1, provided
these characteristics do not intersect the matter support. A simple bootstrap argument
thus shows that the curve R∗ is indeed such a β-characteristic, and

a(t, r) = 1, β(t, r) =
√

2M

r
for t ∈ [0,

8

9
], r ≥ R∗(t). (6.32)

Since

R∗(t) ≤ (1 − t)2/3 + Cε1/5

it follows that for t2 close to 8
9 and ε sufficiently small, R∗(t2) < 1

3 . In view of (6.32)
this implies that the assertion on the metric remains valid on the region O as claimed.

The assertion on the generator of the event horizon follows from the explicit form of
the metric coefficients on the region O . ��
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