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Abstract—Stateful migration has emerged as the dominant
technology to support microservice mobility at the network
edge while ensuring a satisfying experience to mobile end
users. This work addresses two pivotal challenges, namely,
the implementation and the orchestration of the migration
process. We first introduce a novel framework that efficiently
implements stateful migration and effectively orchestrates the
migration process by fulfilling both network and application
KPI targets. Through experimental validation using realistic
microservices, we then show that our solution (i) greatly improves
migration performance, yielding up to 77% decrease of the
migration downtime with respect to the state of the art, and (ii)
successfully addresses the strict user QoE requirements of critical
scenarios featuring latency-sensitive microservices. Further, we
consider two practical use cases, featuring, respectively, a AAV
autopilot microservice and a multi-object tracking task, and
demonstrate how our framework outperforms current state-of-
the-art approaches in configuring the migration process and in
meeting KPI targets.

Index Terms—Edge computing, service migration, mobile
networks, computer vision, machine learning.

I. INTRODUCTION

IN RECENT years, edge computing has been acknowl-
edged as the state-of-the-art paradigm to bring applications,

computational capabilities, and storage facilities closer to the
end users. To fully exploit the benefits of edge computing
architectures, applications are increasingly designed in the
form of MicroServices (MSs) chains, taking advantage of the
lightweight container virtualization technology. Concurrently,
due to the steady growth of mobile communication networks,
the main consumers of edge services have evolved from static
to mobile devices, e.g., Autonomous Aerial Vehicles (AAVs).
In this context, MS migration has gathered momentum as the
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key technology to ensure continuous proximity of latency-
sensitive and bandwidth-consuming MSs to mobile end users.

In this paper, we focus on stateful migration, which
is used whenever keeping track of an MS state is
essential to service continuity. In fact, despite the cur-
rent trend favoring the development of stateless MSs,
stateful MSs are still extremely common due to the com-
plexity in refactoring legacy monolithic applications [1].
Furthermore, according to service-oriented architecture pat-
terns [2], some essential stateful utility services will always be
required, even if stateless service implementation will become
dominant.

Existing Issues. Although migration represents a powerful
tool to ensure MSs proximity to the end users as they move, in
practice, some service disruption during a migration process
is unavoidable and must be accounted for. This is because:
(i) stateful container migration techniques require freezing the
MS state, and (ii) the network connection between the server
running the MS and the mobile end users has to be migrated,
along with the containerized MS. Further, as discussed in
detail in Section II, no existing migration framework enables
an effective and efficient implementation of the stateful MS
migration process at edge scale. We fill this gap by proposing
a Migration Orchestration framework for microServices at the
Edge (MOSE), designed to attain stateful migration of latency-
critical edge MSs.

Technical Challenges. Implementing an effective and effi-
cient migration framework at the edge is challenging since:
(i) the service disruption duration due to the migration

process depends on several factors, such as cod-
ing optimization, communication protocols, and limited
nodes’ computational capabilities, thus its minimization
is not trivial;

(ii) upon statefully migrating an MS, the established con-
nection thereof with the mobile end user needs to be
preserved;

(iii) the stateful migration process needs to be independent of
the specific MS and of the underlying edge technology;

(iv) to effectively actuate and configure the migration process,
it has to be envisioned an orchestrator that can collect
and aggregate all relevant metrics.

To the best of our knowledge, no other work has jointly tackled
all these four aspects at the same time.

Summary of Novel Contributions. We present MOSE,
which implements stateful MS migration at the edge and
orchestrates the migration process to ensure minimal impact
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on the user’s QoE. Specifically, MOSE (i) enables the imple-
mentation of stateful migration of a generic MS at edge scale
while (ii) preserving its connection with the mobile end user.
Importantly, (iii) its agnostic design enables a seamless and
efficient integration on top of already existing edge platforms,
(iv) it features several optimizations of the migration workflow,
thus minimizing the experienced service disruption duration,
and (v) leveraging the PAM model [3], it effectively configures
the migration process, so that the target migration KPIs and
the vertical’s objectives are met, even in the presence of strict
reliability and robustness requirements.

We validate MOSE using realistic MSs and, by experimen-
tally comparing MOSE to other solutions in prior art, we show
how it greatly reduces service disruption thanks to an effective
migration orchestration. Moreover, to demonstrate the benefits
of our solution in real-world scenarios, we consider two prac-
tical use cases featuring, respectively, a AAV autopilot MS and
a Machine Learning (ML)-based multi-object tracking MS. We
demonstrate how MOSE can be exploited to attain the MS
state preservation upon migration and effectively configure
the migration process to guarantee a satisfying QoE, while
greatly outperforming the state-of-the-art in terms of both time
performance and resource utilization.

Paper organization. Before introducing MOSE in
Section IV, we discuss some related work while highlighting
the novelty of our study in Section II. Section III provides
some preliminaries to introduce stateful migration and our
previous contributions, while Sections V and VI validate and
show the benefits of MOSE. Finally, we draw our conclusions
in Section VII.

II. RELATED WORK

There exists a considerable amount of literature regarding
MS migration. Specifically, two fundamental migration tech-
niques have been consolidated: stateless and stateful migration.
The former is well-established and supported by most off-the-
shelf container orchestration platforms, such as Proxmox [4]
and Kubernetes [5]. For instance, [6] migrates 5G core network
functions across Kubernetes clusters by simply stopping and
restarting containers, thus neglecting the containers’ internal
state. Our work, instead, focuses on stateful migration of
containers and migration of service-user connections, address-
ing the challenge of keeping track of an MS state, and the
connection thereof with the end users, to guarantee service
continuity.

Most of prior art related to service migration highlights the
need for effective migration techniques that minimize service
disruption in practical scenarios, e.g., [7], [8], [9], tackling,
respectively, IoT tasks offloading, video streaming MSs, and
vehicular mobility. Focusing on stateful container migration
technique, relevant examples of works include [10], which
gives an overview of current container migration techniques
along with their fundamental metrics, and [11], [12], [13],
[14], which present promising applications of stateful migra-
tion by using CRIU. However, in spite of quite a large body of
work in the field, few studies have addressed the implemen-
tation of a migration framework at the network edge. Among
these, [15] proposes a solution for mobile service continuity in

edge-enabled WiFi networks and addresses service disruption
minimization using a real-time operating system [16], instead,
focuses on the components of the mobile core network
and demonstrates that container PreCopy outperforms other
migration strategies and virtualization technologies. A proof-
of-concept orchestration architecture is introduced in [17],
for improving fault-tolerance by leveraging container migra-
tion. Further, [18], [19] formulate optimization problems that
aim, respectively, to achieve minimal downtime for fault
recovery and to meet QoS requirements while relocating
edge applications. [20], [21] demonstrate the effectiveness of
reinforcement learning-based solutions to track user mobility
and proactively migrate containers while jointly minimizing
application latency and migration cost.

As for connection migration, many existing studies,
e.g., [22], [23], [24] have tackled re-connection after a con-
tainer migration. From a practical perspective, such an
approach implies a customization of the client application
source code to support the re-connection procedure. Only
few works discuss solutions that enable connection migra-
tion in a completely transparent manner for the client and
these are mostly based on dedicated protocols, network
proxy, overlay network tunneling, and SDN. The studies
in [25], [26] propose MPTCP protocol as an effective solution,
since it permits to define multiple sub-flows for the same
connection. Nonetheless, MPTCP requires kernel customiza-
tion, implying practical limitations in real-world scenarios.
Similarly, [27], [28] respectively investigate and enhance LISP
and QUIC protocol to effectively support connection migra-
tion, although yielding a custom protocol solution with limited
generality. Goethals et al. [29] proposes a decentralized, con-
nectionless tunneling framework that enables communication
between services deployed across public and private edge
networks; however, it requires kernel customization to support
ePBF technology. Other approaches [30], [31], [32] leverage
either dedicated or cloud platform’s network proxy to hold and
redirect active connections upon service migration. Despite
being quite simple and effective, the use of centralized proxies
in unfit for latency-critical edge computing scenarios as it
breaks the proximity principle with mobile end users.

At last, we mention that an initial version of this work has been
presented in our conference paper [33], sketching the design
and implementation of MOSE. Here, we have significantly
enhanced our contribution by (i) leveraging a more realistic
testbed featuring a cloud computing architecture based on
OpenStack [34], (ii) thoroughly extending our experimental
validation results, and (iii) proposing two practical exploitation
scenarios to demonstrate the effectiveness of our solution
compared to prior art, namely multi-object tracking and AAV
autopilot MSs.

Novelty. Unlike existing works, MOSE enables an effective
orchestration of the MS migration at the network edge while
preserving the connection between the MS and the mobile end
users. MOSE achieves this goal by leveraging and effectively
combining (i) the PAM model to configure the migration
process and (ii) our overlay network solution to enable con-
nection migration, which we introduced in [3]. MOSE builds
upon such solutions creating a novel, full-fledged algorithmic
framework and technological solution that, differently from the
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existing alternatives, (i) minimizes service disruption in a way
that is application independent and requires neither dedicated
protocol nor modifications to the kernel or application source
code, and (ii) accurately configures and orchestrates the
migration process of real-world MSs, such as a AAV autopilot
and a multi-object tracking MS, while fulfilling both target
KPIs and the vertical’s objective.

III. PRELIMINARIES: USED TECHNOLOGIES

This section presents an overview of stateful container
migration and the primary enabling tools to implement it.
Further, it introduces COAT, our network solution to enable
connection migration, and PAM, our model for the fundamen-
tal KPIs of stateful migrations [3].

Stateful Container Migration. We focus on stateful migra-
tion, which enables the relocation across edge hosts of MSs
containers whose internal state must be migrated to ensure
service continuity. In other words, the migrated container can
seamlessly restore its previous working state, thus guarantee-
ing minimal impact on the Quality of Experience (QoE) of
the final users. The fundamental off-the-shelf tools required to
implement stateful container migration are CRIU and Podman,
as detailed below.

CRIU [35]. Checkpoint/Restore In Userspace (CRIU) is
widely considered the key tool for stateful migration from a
process layer perspective. It implements two major procedures:
(i) the checkpoint procedure that freezes a running process,
collects its internal state, and encapsulates it into an image,
and (ii) the restore procedure that creates a new process and
restores its state by using a previously acquired checkpoint
image. The latter includes: (i) the CPU-context state, e.g., the
processes tree structure and the associated registers, (ii) the
network sockets, (iii) the memory content, and (iv) the open
file descriptors.

Podman [36]. It is an open-source tool designed to develop,
manage, and run containers and pods according to the Open
Container Initiative (OCI) standards. Among all off-the-shelf
container engines, e.g., Docker and LXC, Podman is the one
featuring the strongest integration with CRIU, by directly
leveraging its APIs and, thus, effectively supporting container
migration at the microservice layer.

Leveraging both CRIU and Podman, multiple stateful
migration strategies can be defined. The most traditional and
simplest one, i.e., Cold Migration, consists of the following
steps: (1) creation of a checkpoint image at the source host,
(2) transfer of such image from source to destination host, (3)
restoration of the container at the destination host. Throughout
these steps, the MS needs to be stopped at source host while
it is yet to be restored at destination host, thus causing service
disruption – commonly referred to as “downtime” (Tdown).
To minimize the service disruption, the Iterative PreCopy
strategy has been envisioned, which draws on the MS dirty-
page rate concept, i.e., the number of memory pages a MS
modifies per time unit. As depicted in Fig. 1, this strategy
consists of: (i) the iterative transfer of dirty pages to the
destination host while the MS is still running at the source,
(ii) a Stop&Copy stage, during which the MS is stopped at the

Fig. 1. Stateful MS migration under the Iterative PreCopy strategy.

Fig. 2. Enhanced Stop&Copy stage for the stateful MS migration procedure
integrating the COAT network solution [3].

source host and the remaining dirty pages are transferred to
the destination host where the MS will be eventually resumed.
Hence, by minimizing the amount of data that needs to be
transferred over the network, this approach allows trading a
larger total migration duration (Tmig) for a shorter downtime,
at the cost of an increased traffic burstiness.

COAT [3]. We proposed COAT, a network solution that
permits to preserve the connection established between an MS
and the mobile end users during stateful migration. COAT is
application independent, requires no dedicated protocol and
no modifications to the kernel or application source code.
To do so, it leverages Open vSwitch (OvS) [37] to define
a proper logical overlay network in which traffic flows can
be dynamically managed. Further, to effectively integrate
COAT with the traditional migration process, we introduced
the COAT migration procedure, which includes an enhanced
version of the Stop&Copy stage of the stateful container
migration process consisting of the steps illustrated in Fig. 2:
(1) checkpoint the running container at the source host, thus
collecting both the MS state and the established connec-
tion state; (2) clear the network namespace, thus preventing
network configuration conflicts in the following steps; (3)
transfer the checkpoint image from source to destination host;
(4) re-create and configure the network namespace at the
destination to match the original one, so that the later container
restore procedure can successfully take place; (5) update the
network flow of the connection by redirecting it towards the
new network namespace; (6) restore the container from the
checkpoint image. Now, the MS and its established connection
can resume from their previous working state.

PAM Model [3]. We developed PAM, an analytical
model that effectively characterizes the fundamental stateful

Authorized licensed use limited to: Chalmers University of Technology Sweden. Downloaded on October 20,2025 at 13:24:35 UTC from IEEE Xplore.  Restrictions apply. 



4830 IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 22, NO. 5, OCTOBER 2025

Fig. 3. Reference system architecture integrating MOSE.

migration KPIs, i.e., migration duration and downtime, inde-
pendently of the specific MS. PAM accounts for the processing
time overhead introduced by the migration tool and its impact
on the KPIs. In the following, we use PAM model to configure
the migration process so as to fulfill the migration KPI targets
and the vertical’s objective, i.e., to either minimize migration
downtime or resource usage in terms of bandwidth allocation
and CPU consumption.

IV. THE MOSE FRAMEWORK

This section presents our reference scenario and introduces
our Migration Orchestration framework for microServices at
the Edge (MOSE) along with its fundamental components.

A. MOSE’s Overview and Components

We start by introducing a simple, yet relevant, MS migration
scenario, as depicted in Fig. 3. The example scenario includes
a AAV as mobile device, connecting to different 5G base
stations (gNBs) as it moves over the area of interest. Due
to the AAV’s limited computational resources, some of its
critical functions (e.g., flight control with collision avoidance
algorithm) must be offloaded at the edge through one or
more MSs, hosted at an edge server with which the AAV
connects using a given network protocol. To minimize the
service latency, such MSs should be deployed on and, hence,
migrated to, the edge server that is co-located with the gNB
currently serving the AAV, as the latter changes its point of
access. This fact, along with the need to maintain the internal
state of the considered MS, makes stateful container migration
the key technology to ensure the continuous fulfillment of the
service requirements.

The MOSE framework is specifically designed to solve the
above issue, i.e., to effectively configure and implement a
stateful migration process while addressing all the relevant
technical challenges: (i) it minimizes service disruption, (ii) it
preserves connectivity at the application level, (iii) it migrates
an MS independently of the specific MS and the underlying
edge technology, and (iv) it attains the migration KPI targets
and vertical’s objective.

MOSE does so by leveraging three main components: a
migration orchestrator, which properly configures the migra-
tion process; a migration agent residing at each edge host

and mobile device, which implements the MS migration;
a migration protocol enabling the interaction between the
migration orchestrator and the agents, as well as between the
agents.

Fig. 3 depicts the above scenario, mapping the MOSE
components onto physical network entities. The MOSE
orchestrator is deployed on an edge server which is responsible
for monitoring and managing the overall edge system, while a
MOSE edge agent is hosted at every other edge server, which
may also be co-located with a gNB. The mobile device, which
consumes the service deployed at one of the edge servers, hosts
a MOSE client agent, which is responsible for configuring the
connection between the client and the edge MS.

The migration protocol, which allows the agents to interact
with each other as well as with the orchestrator, is based
on Zenoh [38], a highly scalable [39] pub/sub/query protocol
that provides extremely low latency and high throughput, sub-
stantially outperforming popular communication protocols like
MQTT, Kafka, NATS, and DDS [40], [41], [42], [43]. Given
its simple mechanisms for Remote Procedure Calls (RPC)
and low latency optimizations, Zenoh enables an effective and
efficient message exchange between the migration entities.
Also, its adaptive routing mechanism allows MOSE agents to
dynamically and seamlessly join the framework at any time.
As a result, our framework can adapt to diverse and evolving
network topologies, including geo-distributed environments
and scenarios with a large number of edge nodes.

As discussed in Section III, our COAT migration process
relies on an overlay network to preserve the network connec-
tion established between the MS and the mobile end user upon
migration. We thus design the MOSE agent both to implement
the COAT migration process and to configure the required
overlay network using OvS.

In summary, from a high-level perspective, the application
running on board of the mobile device (client application)
interacts with an edge MS through a generic network con-
nection. Leveraging MOSE, such MS, together with the
connection established with the client application, can be
migrated across different edge hosts in a transparent way with
respect to both the client application and the MS itself. Further,
leveraging the migration orchestrator, the migration procedure
can be configured to satisfy (i) the migration KPI targets, thus
guaranteeing minimum impact on the mobile device’s QoE,
and (ii) the vertical’s objective (i.e., to either minimize the
experienced service disruption or the resource consumption in
terms of required network bandwidth and CPU usage).

Below, we describe the fundamental characteristics of the
MOSE components. Their structure and the employed libraries
are also illustrated in Fig. 4.

B. The MOSE Agent

The MOSE agent runs at the mobile device and at each edge
host; in the case of MS migration we refer to “source agent” as
the instance running in the source host and “destination agent”
as the one running in the destination host. It consists of three
main modules handling, respectively, the COAT migration
process, the overlay network, and the profiling mechanism.
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Fig. 4. MOSE Agent and Orchestrator: modules and libraries.

The COAT Migration module is responsible for implement-
ing the COAT migration process according to the configuration
provided by the MOSE orchestrator. Then, the Overlay
Network Management module is in charge of managing and
configuring the overlay network, thus enabling our COAT
migration strategy. Finally, the Profiling module allows the
agent to characterize all the relevant aspects regarding migra-
tion, i.e., to estimate the available bandwidth on the links
connecting edge hosts, measure the MS state size and dirty-
page rate, and estimate the PAM model parameters. The
value of available bandwidth can be obtained through an
existing performance monitoring system at the edge, which is
reasonable to assume is in place in real-world deployments.
Alternatively, it can be estimated by using Zenoh, which
can foresee proper probes from the source to the destination
host. Then, while the MS state size is attained by gathering
the container memory usage through Podman, the MS dirty-
page rate is derived leveraging the kernel’s capabilities to
keep track of memory changes [44]. Specifically, we exploit
CRIU to measure the number of memory pages NR that
are modified per time unit ΔT , yielding a dirty-page rate
estimate R̂=NR/ΔT . The normalized dirty-page rate r is then
computed as (R̂−Rmin)/(Rmax−Rmin), where Rmin=1/ΔT
(measured in pages/s) and Rmax=�M /σ�/ΔT , with M and
σ denoting, respectively, the MS state size and the page
memory size. Finally, PAM model parameters are estimated
using DPRGen [3], a benchmark MS whose behavior in
terms of memory allocation and dirty-page rate can be finely
controlled. These parameters enable accurate modeling of the
overall migration performance by capturing the impact of the
computational capabilities allocated to each agent. As a result,
the MOSE orchestration algorithm is independent of specific
resource configurations and is inherently adaptive to diverse
edge environments with heterogeneous capabilities. The result-
ing metrics, periodically collected, are sent to, and processed
by, the MOSE orchestrator, running on an edge server that
is responsible for monitoring and managing the overall edge
system. Importantly, the computation and collection of these
metrics can be performed in the background, with negligible
communication overhead and impact on the overall migration
performance.

The functionality of these agent modules strongly rely on
the fundamental sets of RESTful APIs provided by Podman
and OvS, both introduced in Section III. While the former is
used by Profiling and COAT Migration modules to interact
with the Podman container engine, the latter is leveraged by

the Overlay Network Management module to configure the
overlay network. Finally, the message exchange between agent
and orchestrator is regulated through the Zenoh protocol.

C. The MOSE Orchestrator

The main modules composing the MOSE orchestrator are
the migration task handler, the metrics aggregator, and the
migration designer.

The Migration Task Handler is responsible for processing
the migration task whenever this is triggered by a migration
scheduler, and it is able to handle multiple migrations of
heterogeneous MSs. The design and implementation of the
migration scheduler are orthogonal to our solution and out
of the scope of this work. The handler assigns the migration
task to MOSE by specifying: (i) the ID of the container to be
migrated, (ii) the IDs of the source and destination agents, and
(iii) the target KPIs, along with the objective to be fulfilled,
i.e., minimization of resource usage or minimization of migra-
tion downtime. Depending on this objective, the appropriate
migration technique is selected and configured using our
algorithm in the migration designer module described below.

The Metrics Aggregation module is instructed by the migra-
tion task handler about the set of information that has to be
collected to fulfill the given task.

The Migration Designer uses the aforementioned set of
information and the PAM model to predict an upper bound
on the migration KPIs and to properly set the migration
parameters with the aim to fulfill the required level of QoE.
This module executes the orchestration algorithm, summarized
in Fig. 5, defining a configuration that specifies (i) which
migration strategy to adopt (i.e., Cold Migration, PreCopy, or
Iterative PreCopy), (ii) the network bandwidth that the network
controller must allocate for the migration process, and, in case
of Iterative PreCopy, (iii) the number of iterations to execute.
To apply such configuration, the Designer module conveys it
to the COAT migration module of both source and destination
agents, using Zenoh protocol.

The algorithm input is given by: (i) the metrics and
parameters retrieved through the profiling module from the
source and destination agents, and (ii) the migration task as
defined by the migration task handler, including the target
KPIs and the driving vertical’s objective. When the objective
is to minimize resource usage (see the right branch), the Cold
Migration strategy is adopted, as it is the one that minimizes
the amount of required bandwidth and CPU consumption. The
algorithm then uses the PAM model to compute the minimum
required bandwidth to meet the target on the downtime and
checks whether it exceeds or not the estimated available one.
When instead the goal is to minimize the migration downtime
(see the left branch), the Iterative PreCopy strategy is enacted,
as it minimizes the service disruption. The algorithm prelim-
inary checks whether this strategy meets the target migration
duration and, if so, it computes the maximum number of
iterations to meet such target. Importantly, in the PAM model
we consider the worst-case situation, i.e., the MS dirty-page is
set to its maximum value, so that we obtain an upper bound to
the migration and downtime duration. This allows neglecting
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Fig. 5. Configuration algorithm executed by the MOSE orchestrator.

Fig. 6. MOSE protocol under Iterative Precopy strategy and COAT
Stop&Copy.

the dependency on the specific iteration and, hence, a practical,
yet accurate, safe way to configure the migration process.

To summarize, the algorithm outputs the migration configu-
ration, consisting of (i) the migration strategy the agents should
adopt, (ii) the minimum amount of network bandwidth that the
network controller should reserve for the migration process,
and, (iii) the number of PreCopy iterations to run, in case such
strategy is selected.

D. The MOSE Protocol

The MOSE protocol is implemented via pub/sub/query
mechanisms provided by Zenoh. It regulates: (i) the signaling
of migration tasks, (ii) the actuation of the steps of the
migration process, and (iii) the transfer of checkpoint images.

As an example, Fig. 6 illustrates the communication flow
between the orchestrator and the agents when an Iterative
PreCopy migration task is performed. The migration task is
published on a Zenoh topic and is accessed by the source
and destination agents. First, the source agent informs the

orchestrator that migration has begun. Then, while the source
agent starts the pre-checkpoint procedure, the destination agent
queries the required information to restore locally the MS, e.g.,
the MS’s network namespace configuration setting. After the
pre-checkpoint, the source agent asks the destination agent to
gather the related pre-checkpoint image. Similarly, the source
agent runs the checkpoint stage and notifies the destination
host, which queries the corresponding image. After the check-
point image is transferred, the MS’s network namespace at the
source host is cleared, while the namespace is recreated and
configured, simultaneously, at the destination host.

Upon being informed of the migration of the MS’s network
namespace, the mobile agent updates the client’s network
flow towards the agent, thus preserving the MS established
connection with the client application. Finally, the destination
agent restores the MS and notifies the orchestrator accordingly.

We remark that our communication solution enables an
automated migration process with no need for additional
remote control protocols such as SSH, thus minimizing the
migration latency.

V. EXPERIMENTAL TESTBED AND MOSE’S VALIDATION

Below, we first describe the testbed we developed and the
configuration used for our experiments (Section V-A). Then,
we evaluate the performance of our framework (Section V-B)
and show the effectiveness of our orchestration algorithm
(Section V-C).

A. Testbed Setup

The testbed we developed to validate MOSE comprises
four identical virtual machines (VMs), each with 4 vCPUs and
16 GB of RAM and hosted on a cloud computing architecture
based on OpenStack [34] and featuring Intel Xeon Skylake
CPU. As depicted in Fig. 7, VM1 and VM2 represent two
edge servers, acting, respectively, as the source and destination
of the migration process. VM3 hosts the client container, thus
acting as an end device that interacts with the edge servers,
while VM4 acts as the edge server in charge of monitoring
and managing the overall edge system.

To build our framework, we deploy three independent
instances of the MOSE agent, respectfully on VM1, VM2,
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TABLE I
SOCKPERF MS MIGRATION PERFORMANCE COMPARISON BETWEEN SOTA AND MOSE FRAMEWORK FOR THE COAT PROCEDURE STEPS IN FIG. 2

Fig. 7. Testbed setup for the MOSE framework.

and VM3, and one MOSE orchestrator on VM4. Whenever
a MOSE agent is initiated, it first measures the properties of
the host machine through the profiling module and registers
to the MOSE orchestrator using Zenoh protocol. Unlike the
testbed in our previous study [45], which depends on scripts
and SSH tunnels to deliver the migration commands, thus being
inefficient and complex to configure, the MOSE framework
leverages the discovery mechanism implemented by Zenoh
(see Section IV-A) to automatically create always-established
connections among agents and orchestrator. Such enhancement
brought by the MOSE framework significantly simplifies the
testbed deployment and improves the scalability of the solution.

We conducted two independent sets of experiments employ-
ing SockPerf [46] and iPerf3 [47] as MSs to migrate. SockPerf
is a network latency benchmarking tool to measure the com-
munication latency in request-reply connectivity tests on the
client side, while iPerf3 is a popular tool for active measure-
ments of the achievable bandwidth on IP networks. Both MSs
are meaningful examples of stateful MSs since their internal
state comprises multiple counters and accumulators, which
need to be preserved to attain consistent benchmarking results
upon migration. Further, they resemble real-world MSs with
an established TCP connection and their features as network
measurement tools allow us to effectively assess the impact
of the migration process on the user QoE. For both SockPerf
and iPerf3 experiments, we deploy their server-side at source
host (VM1), and their client-side on the mobile device (VM3).
Leveraging the profiling module (see Section IV-B), we
characterize the MSs in terms of state size and dirty-page rate

under default settings. Specifically, we measured the state size
of the SockPerf and iPerf3 MSs containers respectfully equal
to 10 MB and 0.5 MB. Furthermore, we observed a dirty-page
rate for both MSs containers ranging from 3 to 5 pages/s,
which, given a default page-size of 4096 B, is a relatively low
value compared to their state size.

According to the mobility scenario shown in Fig. 3, we first
consider a mobile device (VM3) moving away from the gNB
co-located with the source edge host (VM1) and approaching the
one co-located with the destination host (VM2); the increased
latency triggers the migration process. Such radio link does not
impact migration performance but we preserve the established
connection between the MS and the mobile device application.
Further, we consider a network slice dedicated to the migration
process to ensure a high-data rate network connection between
the source and destination hosts.

B. MOSE Migration Performance

Leveraging our testbed, we experimentally characterize each
step of the migration process, for both SockPerf and iPerf3,
accounting for different strategies. We consider the state-of-
the-art (SotA) migration strategies, which rely on scripts and
SSH tunnels to control the migration procedure, alongside
two variants of MOSE framework, depending on the driving
vertical’s objective that is considered: MOSE-MD to Minimize
Downtime (MD) and MOSE-RM to Minimize Resource usage
(MR). All results have been obtained by considering the
90% confidence interval over 100 repetitions, and providing
the average time improvement under MOSE with respect to
the SotA. Specifically, we compare Iterative PreCopy and
Cold migration strategies as defined in prior art with MOSE-
MD and MOSE-MR, respectively. Further, for the MOSE
experiments, we respectively set the target migration duration
at 5 s and the target migration downtime at 2 s, yielding a
configured network bandwidth equal to the maximum available
one, i.e., 1 Gbps, and a number of iterations I = 8 for SockPerf
and I = 9 for iPerf3.

The results are shown in Tables I and II. They report
the operational duration of each container migration step (as
shown in Fig. 2), along with the fundamental migration KPIs,
i.e., the migration downtime Tdown and the total migration
duration Tmig. We remark that, compared to the results in
Fig. 2, the duration of the migration steps S2 and S4 are
reported in a combined way, as such steps are executed in
parallel. Further, these steps, along with S5, refer to our
COAT network solution to achieve connection migration [3].
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TABLE II
IPERF3 MS MIGRATION PERFORMANCE COMPARISON BETWEEN SOTA AND MOSE FRAMEWORK FOR THE COAT PROCEDURE STEPS IN FIG. 2

Fig. 8. MOSE-MD (a)-(b) and MOSE-MR (c)-(d) performance. (a) Number of iterations for varying target migration duration and measured downtime;
(b) Predicted and measured migration duration for varying target values; (c) Required network bandwidth for varying target downtime; (d) Predicted and
measured downtime for varying target values.

Instead, most prior art leverages proxy-based solutions, which
do not feature any of these steps related to namespace and
overlay network management. Importantly, such additional
COAT steps have negligible impact on the final KPIs, thus
demonstrating the effectiveness of our solution, which, we
recall, enables connection migration in a way that is applica-
tion independent and requires neither dedicated protocol nor
modifications to the kernel or application source code.

Looking at both tables and by focusing on the duration of
the migration steps (S1 to S6), it can be noticed that the most
significant time improvement brought by MOSE relatively
to the SotA is on S3 (Transfer step), corresponding to a
reduction of approximately 100% for both SockPerf and iPerf3
MSs. Such an improvement is due to our efficient approach
to signaling, according to which MOSE completely avoids
the time overhead due to SSH, which is quite substantial,
especially for low values of state size. In addition, comparing
the results in the two tables, most of the values in Table II
are smaller than those in Table I, which is mainly due to the
smaller state size characterizing iPerf3 container.

Consider now the measurements for the single MSs. From
Table I, it can be noticed that S3 (Transfer step) highlights a
significant time difference between the two scenarios. In fact,
when minimizing resource usage, MOSE-MR employs the
Cold migration strategy, which performs a checkpoint of the
entire container at once and computes the minimum amount
of network bandwidth that allows to transfer such checkpoint
image while fulfilling the target downtime. Conversely, when
minimizing downtime, MOSE-MD configures the agents to
use the Iterative PreCopy migration strategy. Therefore, during
the final Stop&Copy step, only dirty memory pages and the
CPU-context are included in the checkpoint image, signifi-
cantly reducing its size compared to the whole MS state size.
Additionally, besides using the more efficient Zenoh protocol

in place of SSH tunnels, agents utilize the maximum avail-
able network bandwidth for transferring checkpoint images,
resulting in a minimal transfer duration. At last, by looking at
the operation time of the other migration steps (i.e., S1, and
S6), the MOSE framework achieves a reduction by up to 63%
compared to the SotA.

On the other hand, observing the operation time for S3
in Table II, no significant time difference between MOSE-
MR and MOSE-MD can be observed. This is due to the fact
that iPerf3 MS features both significantly small state size and
dirty-page rate, yielding a comparable state transfer duration
regardless of the vertical’s objective. Again, MOSE reduces
the operation time of the other migration steps (i.e., S1, and
S6) by up to 75%.

The last two rows of Tables I and II present the values
of the fundamental migration KPIs. Notably, MOSE achieves
a significant improvement in migration downtime, up to
approximately 71% and 77% for, respectively, SockPerf and
iPerf3 MSs. Such significant reduction on the KPIs and on
each migration step, allows passing from second to sub-second
operations, thus making stateful container migration suitable
for time-critical MSs. We recall that this improvement is
due to two key features of MOSE: (i) its efficient approach
to signaling, which completely avoid the time overhead due
to SSH; (ii) the direct interaction of the agents with the
Podman and OvS APIs, resulting in a more efficient command
execution.

C. MOSE Orchestration Strategy

We now demonstrate the effectiveness of our MOSE orches-
tration algorithm under the two vertical’s objectives adopted in
MOSE. To do so, for MOSE-MD we vary the target migration
duration, as in Figures 8(a)-8(b), and for MOSE-MR the
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target downtime, as in Figures 8(c)-8(d). The results show the
configuration output by the orchestrator, along with the values
obtained for the fundamental migration KPIs. Importantly,
depending on the target values, we identify three main regions
where the given target can be met (i) for neither SockPerf nor
iPerf3 (red), (ii) for iPerf3 only (yellow), and (iii) for both
MSs (green).

Migration downtime minimization. To attain this goal,
MOSE-MD configures the migration process so as to leverage
the maximum available bandwidth for the link connecting
source and destination edge hosts, and it computes the number
of PreCopy iterations that allows meeting the target migration
duration. We validate our orchestration algorithm by varying
the target migration duration from 2 s to 10 s, and observe, for
both SockPerf and iPerf3, the resulting migration configura-
tion, along with the KPIs values that are actually experienced.
Specifically, Fig. 8(a) shows the number of PreCopy iteration
I and the corresponding migration downtime Tdown as func-
tions of the target migration duration θmig. When θmig cannot
be met (red region), the MOSE orchestrator configures the
migration process according to the Cold migration strategy,
thus resulting in a relatively high migration downtime. Instead,
when the migration duration target can be met (green region),
the MOSE orchestrator selects the Iterative PreCopy migration
strategy and increases the number of iterations I consistently
with the target. Due to the iPerf3 smaller state size, the
Iterative PreCopy strategy is feasible for smaller values of θmig

relatively to SockPerf, resulting in a performance in the yellow
region.

Further, Fig. 8(b) depicts the total migration duration for
varying values of θmig. Specifically, it shows the upper
bound that is predicted using the PAM model and the actual
migration duration, both of which exhibit a behavior that is
consistent with the configured number of iterations. Notably,
the measured migration duration is always shorter than the
prediction thereof, thus validating the capability of PAM of
providing an upper bound for such KPI. However, due to
the accumulation of the error, the gap between the predicted
and actual migration durations becomes more evident as the
number of PreCopy iterations increases.

Resource usage minimization. To achieve this goal,
MOSE-MR selects Cold Migration and computes the mini-
mum bandwidth, L, required on the link connecting the source
and destination edge hosts that fulfills the target downtime.
To validate our orchestration algorithm, we now vary the
target downtime from 1 s to 5 s, and, again, we record the
migration configuration and the KPIs values for both SockPerf
and iPerf3.

Fig. 8(c) shows L as a function of the target downtime
θdown. When θdown cannot be met (red region), MOSE con-
figures the migration to use the maximum available network
bandwidth, i.e., 1 Gbps. Otherwise (green region), it computes
through the PAM model the minimum amount of network
bandwidth between source and destination hosts that meets
the corresponding target. In fact, as θdown increases, the value
of L decreases. Since the iPerf3 container has a smaller state
size than the SockPerf container, the reduction of the required
bandwidth L is feasible for smaller values of θdown (yellow

Fig. 9. AAV autopilot MS migration reference scenario.

region). Furthermore, Fig. 8(d) presents the upper bound that
is computed through the PAM model and the value that is
actually experienced, as θdown varies. Both values exhibit a
negative correlation with the value of L. Again, the measured
value of downtime is always smaller than the predicted one,
which underlines how the PAM model provides an accurate
upper bound on such KPI.

Summary. Our results highlight that MOSE: (i) greatly
improves the migration performance relatively to the state of
the art (in both its considered variants, i.e., MOSE-MD and
MOSE-MR); (ii) reduces the duration of each migration step
from seconds to sub-seconds, thus making migration feasible
for time-critical applications; (iii) effectively configures the
migration process to meet the KPI target values and accounting
for different vertical’s objectives.

VI. MOSE FRAMEWORK EXPLOITATION

To demonstrate the benefits of our solution, we now demon-
strate how MOSE can be used to implement and configure the
stateful migration process in two practical scenarios featuring
real-world MSs with diverse workload complexities. We first
consider an autopilot MS controlling AAVs that provide
connectivity to users in a geographical area (Section VI-A).
Then we focus on the migration of an ML task leveraging
a AAV as data source and state-of-the-art computer vision
models of different sizes to execute multi-object tracking
(Section VI-B).

A. AAV Autopilot Migration

In this case, we use MOSE to implement and configure
stateful migration of a AAV autopilot MS residing at the
network edge. After introducing our reference scenario and
the testbed setup we developed, we show how MOSE allows
preserving the tracking state upon migration while attaining
the target migration KPIs and the vertical’s objective. To con-
clude, we compare our solution to state-of-the-art alternatives.

Reference scenario and testbed setup. As depicted in
Fig. 9, our reference scenario features a flying AAV and an
autopilot MS that controls its trajectory. Due to the AAV’s
limited computational resources, the autopilot MS resides at
the network edge. It periodically collects the AAV’s position
and outputs the target velocity vector the AAV should enact
to accurately follow the imposed trajectory. Further, since
the AAV moves across the network and connects to different
gNBs, we consider an edge server devoted to monitoring
and managing the edge system, which migrates the autopilot
MS to the nearest edge server, i.e., the one co-located with
the gNB to which the AAV is connected, to minimize the
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experienced latency. We thus consider stateful migration as the
key technology to address this mobility challenge.

To implement this scenario, we used the same testbed we
used to validate the MOSE framework (see Section V-A),
and we developed an autopilot MS that controls the flight
of the AAV along a specific trajectory. To do so, our MS
periodically gathers the AAV’s GPS position and produces
the target velocity the AAV should enact onto each of the
3D spatial axis. We consider a maximum speed of 5 m/s,
and a predefined trajectory, i.e., a circle of diameter equal to
100 m. This trajectory is the simplest, yet most effective, to
observe the trajectory error due to the migration process. We
remark that this approach can be easily extended to a full-
fledged autopilot that intelligently determines and updates the
trajectory that the AAV should follow. Finally, to realistically
simulate the behavior of the AAV, we use the well-known
off-the-shelf PX4 framework [48] and Gazebo simulator [49],
which enable, respectively, a robust flight control and an
accurate simulation of a real-world environment. Leveraging
our MOSE profiling module, we characterized the autopilot
MS in terms of state size and dirty-page rate, which resulted
to be equal to 25 MB and 0.03, respectively.

Migration configuration. Leveraging our testbed, we now
show the configuration output by the MOSE orchestrator
and the values obtained for the fundamental migration KPIs
upon migration of the autopilot MS. To do so, we consider
the two MOSE variants previously introduced, depending on
the driving vertical’s objective: MOSE-MD and MOSE-MR.
When the goal is to minimize the downtime, we vary the
value of target migration duration (Fig. 10(a)); when, instead,
we aim at minimizing the resource usage, we vary the value
of target downtime (Fig. 10(b)). Importantly, given the target
values, we identify two main regions where the given target
is met (green) or not (red).

In the case of minimizing migration downtime, Fig. 10(a)
presents the configured number of iterations I and the fun-
damental KPIs Tdown and Tmig as functions of the target
migration duration θmig. Specifically, for Tmig, we report both
the predicted value and the one we actually measured. When
θmig cannot be met (red region), MOSE-MD configures the
migration process according to the Cold migration strategy.
Conversely, in the green region, MOSE-MD selects Iterative
PreCopy strategy and computes the value of I that fulfills the
given target. As expected, θmig is positively correlated with I
since, the larger the target KPI values, the higher the number
of iterations that turns out to be feasible. Also, as the value of
I grows, the measured migration downtime Tdown decreases,
which is consistent with the given vertical’s objective, i.e.,
downtime minimization. Importantly, the predicted value of
Tmig, computed by MOSE-MD using our PAM model, is
always larger than the measured one, confirming that PAM
provides an accurate upper bound on this KPI.

For the case of resource usage minimization, Fig. 10(b)
shows the migration downtime Tdown and the value of
network bandwidth L configured by MOSE-MR, for varying
values of target migration downtime θdown. We recall that
MOSE-MR configures the migration process according to the
Cold migration strategy, under which the two fundamental

Fig. 10. MOSE migration results for AAV autopilot MS (a) for downtime
minimization (MOSE-MD) and (b) for resource usage minimization (MOSE-
MR) and for varying values of target KPIs. (a) MOSE-MD (b) MOSE-MR.

KPIs Tdown and Tmig coincide. MOSE-MR then computes
the minimum amount of network bandwidth L between source
and destination hosts that meets the given target (green region).
When instead θdown cannot be met (red region), MOSE-MR
configures the migration process to use the maximum available
bandwidth, i.e., 1 Gbps. In fact, as θdown increases, the value
of L decreases, yielding a reduced usage of network resources.
Further, the measured downtime Tdown is always shorter than
θdown, which demonstrates PAM model’s ability to provide a
tight upper bound on this KPI.

Comparison with the state of the art. We now compare
MOSE with the state-of-the-art (SotA) approaches to stateful
container migration. Regarding the SotA, we consider both
Cold migration and Iterative PreCopy strategy, and fix realistic
values for both bandwidth L and number of PreCopy iterations
I. We recall that our work is the first that accurately configures
the migration process by leveraging an analytical model.
Further, we assess MOSE performance under its two variants,
MOSE-MD and MOSE-MR, and for varying values of the
target KPI. Specifically, we set θmig equal to 5 and 10 seconds
for the former and θdown equal to 3 and 5 seconds for
the latter. Table III shows, for each scenario, the migration
configuration output by MOSE along with the measured
values for the fundamental KPIs and the AAV trajectory error
caused by the migration process. Notably, compared to SotA
Cold Migration, MOSE-MR yields up to 89% reduction in
the allocated network bandwidth, with negligible impact on
the migration KPIs and the AAV trajectory error. Similarly,
when the goal is to minimize the downtime, MOSE-MD,
compared to SotA Iterative PreCopy, substantially reduces
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TABLE III
COMPARISON BETWEEN SOTA AND MOSE: AAV AUTOPILOT MS MIGRATION CONFIGURATION AND KPIS

Fig. 11. Reference scenario for the migration of the machine-learning task
for multi-object tracking.

both downtime and AAV trajectory error, up to 70% and
97%, respectively, while exhibiting a comparable value of
migration duration. Such significant reduction demonstrates
MOSE’s effectiveness in attaining migration of time-critical
MSs, such as the AAV autopilot we considered, for which
the AAV trajectory error can be lowered up to 0.65 m – a
negligible error relatively to the 100 m diameter of the area
we considered.

B. Multi-Object Tracking Task Migration

Here we use MOSE to implement and configure stateful
migration of a machine-learning (ML) task. We start by intro-
ducing our reference scenario, featuring an edge-assisted AAV
and a Multi-Object Tracking (MOT) application. Then, using
our testbed, we demonstrate how MOSE outputs an accurate
migration configuration that attains both target migration KPIs
and the vertical’s objective for varying ML model complexity.
Finally, we present a probabilistic characterization of MOSE
orchestration features, and a comparison with the migration
strategies in prior art.

Reference scenario and testbed setup. We focus on the
practical scenario depicted in Fig. 11, featuring a AAV with
an on-board camera and a MOT task residing at the network
edge that performs inference on a camera stream. As the
AAV moves across the considered area, it connects to different
gNBs. Due to the AAV’s limited computational resources,
the MOT task must be deployed at the edge in the form
of an MS. We thus consider an edge server responsible for
monitoring and managing the edge system that, to minimize
the experienced latency, deploys such MSs on the nearest
edge server, i.e., the one co-located with the gNB the AAV
is currently connected to. We thus consider stateful container
migration as the key technology to address such mobility
challenge while ensuring continuous proximity of the edge
MSs to the AAV and preserving the tracking state.

Fig. 12. Ultralytics MS performance vs. YOLO model size.

To implement the above scenario, we employ the same
testbed we developed to validate the MOSE framework (see
Section V-A) and consider Ultralytics [50] as the MS to
be statefully migrated. Ultralytics is a renown off-the-shelf
solution that integrates (i) YOLOv8 [51], a widely used
collection of pre-trained real-time object detection and image
segmentation models, and (ii) BoT-SORT [52], a cutting-
edge multi-object tracking algorithm that, leveraging motion
modeling and re-identification, assigns a unique ID to each
detected object as the video progresses. Specifically, YOLOv8
consists of multiple deep-learning models, each identified by
a size indicator, from nano to extralarge, thus allowing to
establish the desired trade-off between inference accuracy and
latency. Indeed, as shown in [53], a higher model complexity
in terms of number of parameters generally corresponds to a
higher inference accuracy but also larger latency and resource
consumption. We account for this trade-off by reporting
MOSE configuration results for all the available models.
Interestingly, MOSE can be proactively used to select which
model size best fits the desired targets and user’s QoE level.
Further, to mimic the behavior of a AAV streaming an on-
board camera feed, we use MediaMTX [54], a real-time media
server supporting a wide variety of video codecs and streaming
protocols. For our experiments, we deploy MediaMTX in
VM3, which, we recall, acts as an end device, and use it to
generate, under default settings, an RTSP video stream. Such
stream is then consumed by the Ultralytics MS to attain the
MOT task.

Fig. 12 presents a preliminary characterization of the
Ultralytics MS performance as a function of the YOLO model
size. It shows the total CPU time per frame, accounting for
the 4 vCPUs allocated, and the related internal contributions,
i.e., the time the ML model needs to provide an inference
result and the time needed to pre-process and post-process
the input video frame. These results can be used to derive
(i) the inference rate ρ, i.e., the number of video frames that
our testbed is capable of processing per second, and (ii) the
number of frames lost due to the migration downtime, derived
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Fig. 13. MOSE-MD performance and configuration for varying target migration duration and YOLO model size.

Fig. 14. MOSE-MR performance and configuration for varying target downtime and YOLO model size.

as ρTdown. With regard to the experimental results presented
in the following, we show the migration downtime as the
fundamental KPI, considering that this can be easily mapped
onto frame loss as an alternative reference metric. Further,
leveraging our MOSE profiling module (see Section IV-B), we
characterize the Ultralytics MS in terms of state size, which, as
highlighted in Fig. 12, is proportional to the configured YOLO
model size, and the normalized dirty-page rate, which, instead,
resulted to be approximately equal to 0.66, independently of
the YOLO model size.

Migration configuration. Leveraging our testbed, we now
show the configuration output by the orchestrator and the
values obtained for the fundamental migration KPIs upon
MOT MS migration. To do so, we consider the two MOSE
variants previously introduced, depending on the considered
vertical’s objective: MOSE-MD and MOSE-MR. When the
goal is to minimize the downtime, we vary the target migration
duration (Fig. 13); when, instead, we aim at minimizing the
resource usage, we vary the target downtime (Fig. 14). Again,
given the target values, we identify two main regions where
the target is met (green) or not (red).

For the case of migration downtime minimization, Fig. 13
depicts the fundamental KPIs Tdown and Tmig and the
configured number of PreCopy iterations I as the YOLO model
size and the values of target migration duration θmig vary.
When θmig cannot be met (red region), MOSE-MD config-
ures the migration process according to the Cold migration
strategy. Otherwise (green region), MOSE-MD selects Iterative
PreCopy strategy and computes the number of iterations I
that fulfills the target. As the model size increases, the value
of I decreases, which is due to the increased MS state size.
Further, the experienced downtime Tdown slightly increases
with the model size but, as θmig varies, it remains almost
constant, regardless of the value of I. This is due to the
fact that, as described above, the MOT MS is characterized
by a high dirty-page rate, which reduces the effectiveness of

Iterative PreCopy strategy in minimizing the downtime in a
way that is proportional to I. Notably, the measured migra-
tion duration Tmig is always shorter than θmig, underlining
that the PAM model provides an accurate upper bound on
this KPI.

In the case of minimizing resource usage, Fig. 14 presents
the migration downtime Tdown and the required bandwidth
L for different values of YOLO model size and target down-
time θdown. We recall that, to attain this goal, MOSE-MR
configures the migration process according to Cold migration
strategy and, in such a case, downtime and migration duration
coincide. Moreover, when θdown cannot be met (red region),
MOSE-MR configures the migration to use the maximum
available bandwidth, i.e., 1 Gbps. Otherwise (green region),
it computes the minimum amount of network bandwidth
between source and destination hosts that meets the corre-
sponding target. Accordingly, the value of L is positively
correlated with the model size, and increases with θdown.
Importantly, the actually experienced downtime Tdown is
always shorter than θdown.

Comparison with the state of the art. We now present a
comparison of MOSE performance with the SotA approaches
under the MOT MS use case. Specifically, we report the
migration configuration and the experienced KPI values for
multiple scenarios, i.e., (i) SotA, when either Cold migration
or Iterative PreCopy is used, (ii) MOSE, for varying vertical’s
objective, i.e., MOSE-MD and MOSE-MR variants, and (iii)
for each objective, two representative values of target KPI.
When SotA is considered, the bandwidth L and the number
of iterations I are fixed a priori; the former is set to the
maximum value, i.e., 1 Gbps, and the latter to 15 since, as
shown in previous works, e.g., [55], the larger the number of
iterations, the lower the downtime. Instead, as mentioned, our
solution is the first that does not rely on fixed parameters,
rather, leveraging an analytical model, it accurately configures
and orchestrates the migration process.
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TABLE IV
COMPARISON BETWEEN MOSE AND SOTA: MOT MS MIGRATION CONFIGURATION AND KPIS

Fig. 15. MOSE-MD probability mass function for varying YOLO model size and target migration duration.

Fig. 16. MOSE migration strategy probability for downtime minimization and for varying target migration duration and YOLO model size.

The results are summarized in Table IV. We recall that,
when the goal is to minimize resource usage, MOSE-MR
selects Cold migration strategy and computes the value of L
that fulfills the target downtime θdown. Remarkably, MOSE-
MR allows for up to 91% reduction of allocated bandwidth,
thus reducing network congestion and preventing resource
over-provisioning. Similarly, when the goal is to minimize
the migration downtime, MOSE-MD selects Iterative PreCopy
and computes the value of I that allows meeting the target
migration duration θmig. Differently from SotA, MOSE-MD,
by accounting for the target KPI value, outputs a migration
configuration that yields a comparable downtime and, concur-
rently, up to 86% reduction of the observed migration duration,
hence a lower consumption of computing resources.

Probabilistic analysis. To thoroughly characterize our
Migration Designer module (see Section IV-C), we present
a probabilistic analysis of MOSE orchestration features. To
do so, we consider the maximum available bandwidth for the
link between source and destination edge hosts as a truncated,
normally-distributed random variable with 1 Gbps as mean
value and 100 Mbps as standard deviation, and observe the
migration configuration output by MOSE. Importantly, we focus
on the more complex vertical’s objective to minimize the migra-
tion downtime. Indeed, while for resource usage minimization
MOSE-MR always selects Cold migration strategy, when the
goal is to attain downtime minimization, MOSE-MD selects
the strategy that best matches the KPI targets.

Fig. 15 depicts the probability mass function of I versus the
target migration duration θmig and for varying YOLO model

sizes. Notably, as the value of θmig increases, the range of
possible values for I increases. Further, while a tight target
like 12.5 s can only be achieved for the nano model size and
with a particularly small probability, a loose target like 75 s
can always be met, regardless of the chosen YOLO model.

Fig. 16 shows the probability that MOSE-MD selects a
migration strategy out of Cold migration, PreCopy, and
Iterative PreCopy. Such probability is evaluated as a function
of the target migration duration θmig and for varying YOLO
model sizes. Specifically, for each model size, four relevant
values of θmig are considered. The first is a value below which
Cold migration is always selected, and, similarly, for the fourth
value and larger ones, Iterative PreCopy is always feasible.
Instead, the second and third values show the probability of
PreCopy being feasible and thus selected by MOSE-MD as
the most appropriate strategy.

Summary. Our results show that MOSE: (i) effectively
attains migration of ML tasks with varying complexity and
accounting for both KPI target values and different vertical’s
objectives; (ii) greatly outperforms state-of-the-art approaches,
yielding a migration configuration that prevents resource over-
provisioning; (iii) can be used to proactively identify the most
appropriate KPI target values and model complexity in the
case of randomly distributed system parameters.

VII. CONCLUSION

Stateful MS migration has emerged as the fundamental
technology to support service mobility at the network edge.
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Nevertheless, several technical challenges related to the imple-
mentation and orchestration of the migration process still need
to be addressed. To fill such gaps, we envisioned MOSE,
a novel framework that efficiently implements stateful MS
migration at the edge and effectively orchestrates the migration
process to ensure a minimal impact on the user’s QoE.
Leveraging our testbed and realistic MSs, we showed that
MOSE greatly outperforms the state of the art, with a reduction
of the service downtime up to 77%. Then, we validated
MOSE for varying migration KPI targets and accounting for
different vertical’s objectives, thus proving that MOSE can
effectively address scenarios where reliability and robustness
are of primary importance, e.g., those featuring time-critical
applications. To further demonstrate the effectiveness of our
solution, we considered two relevant practical use cases
featuring, respectively, a AAV autopilot MS, and a multi-
object tracking MS. In both cases, MOSE effectively attains
migration of such MSs while greatly outperforming the state-
of-the-art approaches by up to 97% reduction of the AAV
trajectory error, for the former, and up to 91% reduction of
network resources utilization, for the latter.
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