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A Computational Approach to the Thermodynamics of CaMnO3.s

Jonatan Gastaldi
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Abstract

The transition toward carbon-neutral energy systems requires efficient fuel conversion and
carbon capture technologies. Chemical-looping combustion (CLC) enables inherent CO>
separation by using solid oxygen carriers that cyclically transfer oxygen between air and fuel
reactors. The performance of these materials depends on their thermodynamic and electronic

properties, which can be predicted through first-principles calculations.

This thesis presents a density functional theory (DFT)-based framework for investigating the
perovskite oxide CaMnOs.5 (0 < 0 < 0.5), a promising oxygen carrier for CLC applications.
Using total energy and phonon calculations, thermodynamic quantities such as heat capacities,
formation enthalpies, and Gibbs free energies were estimated and related to oxygen vacancy
formation. The results reveal how increasing oxygen deficiency affects phase stability and
electronic structure, including a transition from semiconducting to metallic behaviour and a

reduction of Mn oxidation states.

The computed formation enthalpies were combined with experimental thermodynamic data to
construct a phase diagram of the Ca-Mn-O system, providing insight into redox stability under
CLC conditions. The developed computational framework links atomic-scale modelling to
macroscopic material behaviour and offers a foundation for the predictive design of doped or

related perovskite oxygen carriers.

Keywords: Density Functional Theory (DFT), CaMnOzs.5, Oxygen vacancies, Chemical-
looping combustion (CLC), Thermodynamic properties, Electronic structure, Perovskite

oxides



II



List of publications

The thesis is based on the following appended papers, which are referred to in the text by their

assigned Roman numerals:

I.

I1.

I11.

Brorsson, J., Stanici¢, 1., Gastaldi, J., Mattison, T., & Hellman, A., Thermodynamic
properties for metal oxides from first-principles. Computational Materials Science,
233, 112690. 2024

DOI: 10.1016/j.commatsci.2023.112690

Gastaldi, J., Brorsson, J., Stanici¢, 1., Hellman, A., & Mattisson, T., First-Principles
Estimation of Thermodynamic Properties and Phase Stability of CaMnOs- 5 for
Chemical-Looping Combustion. Energy & Fuels, 39(19), 9113-9120. 2025

DOI: 10.1021/acs.energyfuels.5c00267

Gastaldi, J., Brorsson, J., Hellman, A., & Mattisson, T. Electronic Structure and
Defect-Induced Properties of Oxygen-Deficient CaMnOs-5: Insights from First-

Principles Calculations. Submitted.

Jonatan Gastaldi performed the computational work for all three papers. In Paper I, he

estimated thermodynamic properties of stoichiometric CaMnO3 using DFT and contributed to

the discussions and manuscript editing. He is the principal author of Paper II, in which he

carried out all DFT calculations and analyses of thermodynamic properties, including heat

capacity, formation enthalpy, and entropy. In Paper III, he is also the principal author and

conducted all DFT-based calculations and analyses of Gibbs free energy, electronic band

structures, and related thermodynamic quantities.

111



v



Acknowledgements

The research was carried out at the Division of Energy technology at Chalmers University of
Technology, Goteborg, Sweden, and was funded by the Swedish Research Council through
grant agreement no. 2020-03487. The computations were enabled by resources provided by the
National Academic Infrastructure for Supercomputing in Sweden (NAISS) at NSC and PDC
through projects 2023/3-29, 2023/5-147, 2023/5-521, 2024/5-260.

I would like to express my sincere gratitude to my supervisors, Tobias Mattisson and Anders
Hellman, for their invaluable guidance, support, and encouragement throughout this work. I
also want to give a special thank you and show extra sincere gratitude to my supervisor Joakim
Brorsson, who almost single-handedly helped me get started in this career and without him,
this work would not have been possible. All your expertise, insightful discussions, and patience
have shaped both this thesis and me as a researcher. I am deeply grateful for the time,

knowledge, and trust you have invested in me.

To my colleagues at Energy technology specifically, and Chalmers in general, thank you for
creating a stimulating and enjoyable working environment. The everyday discussions, shared
challenges, and friendly atmosphere have made this journey not only productive but also

genuinely rewarding. It has been a joy to work alongside all of you.

Finally, my heartfelt thanks go to my partner, Evgeniya, for your understanding, and patience,
especially when accepting how tired I can get after work. Thank you for believing in me, and

for making sure that life outside research stayed meaningful, and full of warmth.

To all of you - thank you.



VI



Table of Contents

I INEOAUCTION ...ttt ettt et st e b e e bt e s seeeabeesaeeaas 1
1.1 ATM O the theSIS ...eeuiiiiiii e e 2

B 7 T0) €4 01014 U« USSR 3
2.1 L0 RTS) e VA 0 1 L3 o) o B SUUSR 3
2.2 Chemical-lo0ping COMDUSLION .......cccuieriiiiiieiiieeieeriie et ettt ste et e e saeesseesaee e 3

T\ (517510 T 0] (0 Y= 2SR 9
3.1 Density Functional TREOTY .......cccevuiiiiiiiiiiiiieiiecieceece e 9
3.2 SHIUCTUTAL PIOPETLICS ... veeereeeiieeiiieiieeiie et et etee et e et e ereesaeeebeesteeesseessaesnsaensseenseenns 10
33 Ground state determMINAtION..........eeuerierierierieieete ettt s 10
34 Thermodynamic PrOPETICS ......cccuierierreeriieeieetieeteeteesaeesseessreesaessseesseessseessaessseens 11
34.1 Computational workflow and t0olS..........ccceeeviieeiiiieiiieeieeceeeee e 12
342 Heat capacity at constant VOIUME ..........cccoeviiiiiiiiiiniiiiieeeeee e 14
343 Formation enthalpies and entropies .........ccccceceeveerieneriinicneeneniceeeeeceenee 14
344 Heat capacity at CONStant PreSSUIE .........ccueerueeriieriierieeiee et eiee e eiee e e 16

3.5 EIECtrONIC PIOPEITIES ...veeuviiiiiieitiriiiriteieeite sttt st ste et ettt et et sbeesae et sbeesbeetesaeens 17

4 Selected Results and DISCUSSION ......ccueeviriiiriiriiniiitieieritesteeeet ettt 19
4.1 Calculated structural PrOPEIties .........ceecueerieriieiiieeie ettt 19
4.2 Calculated thermal Properties .......c.ueevveeerieeeiiieeiiee et eree e e eree e 21
4.3 Phase d1agram ...........coocuiieiiiiiiiie e e et 24
4.4 Band SIUCIUTE .......cooiiiiiiiiiiieie ettt ettt sttt saeeseeas 26
4.5 Oxygen VacanCy fOrmation .........cceeeiieeeriieeiieeeiieeereeeeeeeeieeeeeeeesveeeereeesereeesans 30
4.6  Powder X-ray Diffraction ........c.ccocvuieriiiiiiiiccie et 31

5 CONCIUSIONS ...ttt ettt ettt e bt e et e bt e st e e s bt e eabeesaeeeabeesaaeens 35
6 FULUIE WOTK ..ottt ettt sttt eaeas 39
RETETEICES ...ttt ettt ettt sb et et esbe e saeens 41

VII



VIII



1 Introduction

The development of materials science has historically been closely intertwined with the
technological progress of human civilization. Early societies relied on natural materials such
as stone, wood, and clay. As technology advanced, metallurgy opened the possibility to extract
and create alloys of metals such as bronze and iron. These advances were achieved through
observation, experimentation, and accumulated practical knowledge rather than a systematic
scientific framework. The resulting “ages” of European human history, such as the Bronze Age
and the Iron Age, attest to the transformative role of materials discovery in societal

development [1].

That is not to say that ideas about the nature of matter did not flourish early in human history.
During the period known as Classical antiquity in Europe, Greek philosophers proposed
various theories about the composition of the world, and speculation on the formation of
materials can be traced back to this era [2]. It was during this time that the concept of the atom,
as the smallest indivisible building block of nature, was first introduced. However, the
technological limitations of the period prevented any direct investigation of these building

blocks, confining such ideas to the realm of philosophy.

As Europe entered the period later referred to as the Dark Ages, much of this intellectual
progress faded from mainstream discourse and was not revived until the Renaissance, when
atomic ideas once again emerged. By the 16" century, technological innovation had begun to
accelerate, and experimentation became increasingly central to understanding the material
world. An interesting example comes from the rapid development of glassmaking in Europe
during this period. Artisans learned how to produce vividly coloured glass, such as deep blue
glass achieved through the refinement and use of cobalt-containing minerals, centuries before
the element cobalt itself was formally identified. Their discoveries were empirical rather than

theoretical, driven by experimentation rather than a formal understanding of atomic structure

2]

By the 18" century, however, major scientific advances reignited interest in atomic theory,
setting the stage for a more systematic and experimental exploration of matter and its
fundamental components [2]. The emergence of thermodynamics, solid-state physics, and later

quantum mechanics, during the 18" to 20" centuries, transformed the study of materials from



trial-and-error experimentation into a science capable of prediction. By the mid-20th century,
advances in synthesis and characterization established materials science as an interdisciplinary
field, while quantum theory provided the foundation for computational methods that today

enable us to link atomic-scale structure with macroscopic properties [3].

In the latter decades of the 20th century, density functional theory (DFT) made first-principles
calculations of electronic structure feasible, allowing researchers to study material properties
at the atomic scale without experimental synthesis [2]. Advances in computational power and
algorithms have since enabled the investigation of larger, more complex systems. Today,
computational methods are vital in materials science, providing accurate predictions of
thermodynamic, structural, and electronic properties, as well as access to configurational
spaces beyond experimental reach [4-6]. High-throughput screening and machine learning
further accelerate the identification of promising materials, illustrating the shift from trial-and-

error discovery to an integrated approach combining computation and experiment [7, 8].

1.1 Aim of the thesis

The aim of this thesis is to investigate the thermodynamic and electronic properties of oxide
materials relevant as oxygen carriers in chemical-looping technologies. By applying first-
principles computational methods, the work seeks to provide insights into the fundamental
material properties that determine redox behaviour, stability, and performance. Understanding
these properties at the atomic and electronic level can guide the design and selection of efficient
and robust materials for oxygen carriers. The following points summarise what the thesis aims

to contribute with:

e To develop a methodology for determining thermodynamic and electronic properties of
oxygen carriers at finite temperatures.

e To determine the formation enthalpies, heat capacities, and entropies of model oxygen
carrier materials using DFT.

e To analyse the electronic structure, including band gaps and density of states, and link
these properties to material performance in chemical-looping.

e To provide insights into how fundamental thermodynamic and electronic
characteristics can guide the development of stable and efficient oxygen carriers for

energy technologies.



2 Background

2.1 Energy transition

The urgency of the global energy transition has once again placed materials science at the
centre of technological progress. Unlike earlier eras, where materials advances were primarily
driven by industrial or societal needs for stronger, lighter, or more abundant materials, the
present age is defined by the urgent challenge of sustainability. Meeting global energy demands
while reducing greenhouse gas emissions requires not only new energy systems but also the

design of materials capable of operating under increasingly demanding or complex conditions

[9, 10].

The sheer number of different energy technologies under development illustrates the breadth
of material requirements. Batteries demand materials with high ionic conductivity and stability
[11], catalysts enable chemical conversion [12, 13], semiconductors drive advances in
photovoltaic devices [14]. In each of these domains, performance is intimately tied to the
atomic-scale structure and composition of the materials employed. Thus, the ability to design

and tune materials for targeted functions has become a cornerstone of modern energy research.

At the same time, the exploration of new material solutions has been accelerated by advances
in computational modelling [15], high-throughput screening [16], and machine learning [17].
These approaches extend beyond incremental improvements, enabling the discovery of
fundamentally new classes of materials that would be difficult to identify experimentally. The
integration of computation and experiment is therefore essential not only for understanding

material behaviour but also for responding effectively to the demands of the energy transition

[9].

2.2 Chemical-looping combustion

Among the many approaches under investigation for sustainable energy conversion, chemical-
looping combustion (CLC) represents a promising technology for power and heat generation
with inherent carbon dioxide (CO>) capture [18]. In contrast to conventional combustion, where
fuel is oxidized directly with air, CLC employs a solid oxygen carrier to transfer oxygen from

the air to the fuel.



This process is divided into two reactors, which are connected as shown in Figure 1:

¢ In the fuel reactor (FR), the oxygen carrier, MeO, oxidizes the fuel, producing a stream
of CO; and H>O and the reduced oxygen carrier, MeO1.y returns to the AR. Since

nitrogen is absent, CO> can be captured directly after condensing water.

e In the air reactor (AR), the reduced oxygen carrier, MeO1.y, is regenerated by reacting

with air, retaking its oxidized state, MeO.

This combustion route enables high efficiency while avoiding the need for energy-intensive
gas separation processes post-combustion. CLC has therefore been widely studied as a pathway
for low-carbon energy production, particularly in applications where large-scale CO; emissions

are difficult to mitigate through electrification alone [19-21].

j Air - O,
Fuel reactor

Figure 1 Schematic illustration of the CLC process. The oxygen carrier circulates between the
air reactor and the fuel reactor, transferring oxygen to the fuel without direct contact between
air and fuel, thereby enabling inherent CO; separation. In this illustration, the oxygen carrier
is visualized as ilmenite (FeTiO3).

The technical feasibility of CLC depends critically on the performance of the oxygen carrier
material. The carrier must withstand repeated redox cycles, transfer sufficient amounts of
oxygen per cycle, and remain stable under high-temperature operating conditions [18]. These
requirements place challenging demands on materials design and make the development of
suitable oxygen carriers one of the central scientific challenges for advancing chemical-looping

technology.



The oxygen carrier is one of the fundamental aspects of CLC. Its performance directly
determines the efficiency, durability, and scalability of the process. A good oxygen carrier must

have several distinct properties [22]:

e High oxygen transfer capacity, to maximize fuel conversion efficiency.

e High thermochemical stability, to withstand repeated redox cycling at elevated
temperatures.

e High mechanical resistance, to avoid attrition and loss of active material in fluidized
systems.

e Tunability of redox thermodynamics, to enable operation with different fuels and under

varying process conditions.

Meeting these criteria simultaneously remains a challenge. The development of oxygen carriers
(OCs) for CLC has evolved significantly over the past two decades. Early studies focused on
simple metal oxides, such as those of Fe [23], Ni [24], Cu [25], and Mn [26], or a combination
of these transition metals [22, 27-30], due to their ability to undergo reversible redox reactions
with gaseous oxygen. However, these materials often suffered from issues such as sintering,
low mechanical stability, and loss of reactivity during repeated cycling [22]. The search for
more robust materials led to an increased interest in complex oxides, particularly ilmenite and

perovskite-type structures [31-34], the latter being the main focus of the current work [35].

Perovskite oxides (ABO3) have attracted particular attention due to their structural flexibility
and tuneable redox properties. The perovskite structure can accommodate a broad range of A-
and B-site cations, as well as variable oxygen stoichiometry, which makes it highly adaptable
to different operating environments. This versatility enables perovskites to exhibit oxygen

transport characteristics not easily accessible in simpler oxide systems.

Within this family of materials, calcium manganite (CaMnQ3), see Figure 2, has emerged as a
promising candidate as an oxygen carrier. It combines several favourable attributes: abundance
of constituent elements, relatively low cost, and the ability to undergo reversible reduction
through the formation of oxygen vacancies [22]. The oxygen non-stoichiometry, expressed as
CaMnOs.s, directly governs its redox capacity and thermodynamic behaviour. Understanding

this defect chemistry is therefore central to assessing its suitability as an oxygen carrier.



However, the performance of CaMnOs is
influenced by a complex interplay of
structural, electronic, and thermodynamic
factors. Oxygen vacancy formation affects
not only oxygen transport capacity but also

phase stability and electronic structure.

Moreover, the redox thermodynamics of
CaMnOs; are sensitive to temperature,

pressure, and the local coordination

environment of manganese, which can

undergo multiple oxidation states. These

Figure 2 Unit cell of Orthorhombic CaMnOs.
The blue atoms represent Calcium (Ca), the
experimental exploration, particularly given purple atoms represent Manganese (Mn), and
the red atoms represents oxygen (O).

intricacies present difficult challenges for

the need to map wide configurational spaces.

The ability of CaMnOs; to accommodate oxygen vacancies without collapsing the perovskite
framework makes it especially promising for redox-based energy applications. Experimental
studies have characterized its redox behaviour under varying oxygen partial pressures and
temperatures. Rermark et al. [36] and Bakken et al. [37], among others, have reported
thermodynamic data such as enthalpy of formation and heat capacity, providing important
benchmarks for both fundamental understanding and modelling efforts. Experimental
investigations of CaMnOs in CLC conditions have shown that it maintains reasonable structural
integrity over multiple redox cycles, though phase transformations to other oxides such as

Ca;MnO4 or CaMn204 can occur under reducing conditions [22].

Computational methods have played an increasingly central role in studying CaMnO3 and
related materials, offering atomistic insights into their redox and electronic properties. DFT
calculations have been used to estimate formation enthalpies, defect formation energies, and
oxygen vacancy migration barriers, as well as to explore the relationship between magnetic
ordering and electronic structure [38-42]. These studies have clarified that the creation of
oxygen vacancies leads to mixed valence states of manganese, typically involving a reduction
from Mn*" to Mn**, which in turn affects both the electronic band structure and magnetic
interactions. However, despite these advances, significant challenges remain. Calculated

formation enthalpies often deviate from experimental values, with discrepancies depending on



the choice of exchange-correlation functional. For instance, while GGA+U calculations can
capture some aspects of the electronic structure, they tend to overestimate formation enthalpies,
whereas meta-GGA functionals such as SCAN and r>SCAN improve agreement but still show
residual deviations [38]. These inconsistencies complicate direct comparison with
experimental thermodynamic data and underscore the need for improved computational

approaches.

Earlier computational studies on CaMnOs often focused either on thermodynamic or electronic
properties in isolation depending on the focus of each study, the interplay between these two
aspects is essential for understanding how oxygen vacancies influence redox activity and
material stability, which is central for oxygen carriers in CLC. Furthermore, most DFT-based
studies have focused on stoichiometric CaMnOs3 or a limited set of vacancy concentrations,
leaving a gap in the systematic treatment of the entire CaMnOs_s system. Experimental efforts
to construct phase diagrams have also been constrained by the challenges of measuring oxygen

nonstoichiometric and phase-equilibria under CLC-relevant conditions.

This challenge highlights the vital role of modern materials science. Advanced computational
methods such as DFT allow the thermodynamic and electronic properties of candidate oxygen
carriers to be investigated at the atomic scale. When combined with phonon modelling, these
approaches can provide estimates of key thermodynamic quantities such as heat capacity,
entropy, and enthalpy as functions of temperature. The next step would then be experimental
synthesis and characterization; these approaches enable a rational search for materials that
balance oxygen transfer capability with thermal and mechanical stability. Ultimately, the
development of robust oxygen carriers represents not only a materials discovery problem but
also a bottleneck that must be overcome for CLC to become a viable technology in the energy

transition.

In summary, previous work has established CaMnO; as a promising oxygen carrier and
provided valuable insights into its redox behaviour and structural evolution. However, a
consistent, quantitative framework that unifies thermodynamic, structural, and electronic
perspectives is still lacking. The present thesis builds upon this foundation by combining first-
principles thermodynamic modelling with electronic structure analysis to explore the behaviour
of CaMnOs.;5 across a range of oxygen vacancy concentrations. This integrated approach aims
to bridge the gap between computational prediction and experimental observation, contributing

to a more complete understanding of the material’s potential in chemical-looping applications.






3 Methodology

3.1 Density Functional Theory

DFT is a quantum mechanical method used to calculate the electronic structure and total energy
of materials from first-principles. It is based on the Hohenberg-Kohn theorems, which establish
that the ground-state properties of a many-electron system are uniquely determined by its
electron density, and that the total energy can be expressed as a functional of this density [43].
In practice, the Kohn—Sham formalism reformulates the complex many-body problem into a
set of single-particle equations that are solved self-consistently [44]. The accuracy of DFT
depends largely on the choice of exchange-correlation functional, which approximates all
effects beyond the classical electron-electron interaction, including exchange, correlation, and
self-interaction corrections. DFT provides an effective balance between accuracy and
computational cost, making it a widely used tool for predicting structural, thermodynamic, and
electronic properties of solids which has been proven repeatedly during the past few decades

[45].

DFT, as implemented in VASP [46] (version 5.4.4), was used for all first-principles
calculations required to evaluate the methodology, which includes structure relaxations and
force determinations. The input files were, more precisely, generated with PYMATGEN [47].
This ensured that the settings were the same as in the Materials Project [48], which entailed
using the generalized gradient approximation (GGA) functionals presented by Perdew, Burke
and Ernzerhof [49] and an energy cutoff of 520 eV, as well as setting the U-value for Mn to
3.9 eV [47]. Initially, the energy difference for the electronic and ionic convergence was set to
10 eV and 1072 eV per atom, respectively. After this, a second relaxation was performed using
the same functionals, to achieve more accurate results, where the same thresholds were set to
10 eV and 107 eV, respectively. In addition, structure relaxations using SCAN and 12 SCAN
functionals were done for stoichiometric CaMnQOs. Specifically, the purpose was to determine

the difference in free energy when using more detailed functionals than GGA+U.

To generate a reciprocal grid of k-points, the Monkhorst-Pack method was used for the
stoichiometric CaMnOs. For each oxygen vacancy concentration, the Gamma-centred method
was used. A reciprocal grid of 1100 k-points per atom was used, which is higher than the default
setting in the Materials Project (1000). The tetrahedron method with Blochl correction was

used to sample the grid for all compositions.



This study concerns the following compositions with different fractions of vacancies: CaMnOs3,
CaMnO3.9375, CaMnO2 875, CaMnO2 3125, CaMnO2.75, CaMnO2.6875, CaMnO; 625, CaMnO2 5625,
CaMnO 5. To represent different oxygen vacancy concentrations, unit cells with up to 80 atoms
had to be used, specifically CaisMniO4s, CaisMnisO47, CaisMnicOs6, CaisMnigOas,
Ca16Mni6044, Ca16Mn16043, Ca1sMni6042, Ca16Mn160a41, and Ca16Mn160ao.

3.2 Structural properties

The structural properties of a material determine its stability, mechanical behaviour, and
influence many of its electronic and thermodynamic properties. In DFT calculations, the
equilibrium structure is obtained by minimizing the total energy of the system with respect to
both atomic positions and lattice parameters. This corresponds to finding the local minimum
on the potential energy surface, in which all atomic forces vanish, and the system experiences
no net stress. Structural optimization, therefore, involves iteratively solving the Kohn—Sham

equations while adjusting the atomic geometry to minimize this total energy.

Crystal symmetry and bonding topology also play a role in determining physical properties.
For perovskite oxides, for example, distortions of the BOg octahedra (tilts, rotations, or Jahn—
Teller distortions) strongly affect both the electronic bandwidth and the magnetic exchange
interactions. Even subtle structural changes, such as those induced by oxygen vacancies or

cation substitution, can modify the band gap and oxidation energetics.

In the context of this work, accurate structural optimization is essential to ensure reliable
evaluation of total energies, electronic structures, and thermodynamic quantities because small
inaccuracies in structural relaxation can propagate into significant errors in estimated

properties.

3.3 Ground state determination
Here, the term ‘ground state’ refers to the lowest-energy configuration across all considered
oxygen vacancy arrangements at a given composition, as obtained from a cluster expansion

(CE) and mixed integer programming (MIP) procedure.

Cluster expansion (CE) is an efficient method for estimating the ground state energy by
exploiting the repeating symmetry patterns in a crystal structure and incorporating machine
learning techniques. By using machine learning, the cluster expansion learns to recognize how
the energy of a structure changes depending on how the repeating symmetry patterns lie in a

crystal and makes an estimation as to which is the lowest energy structure even though it does

10



not need to have done calculations on all potential configurations. The ICET toolkit [50] was
used to find the ground state structures with oxygen vacancies via the creation of alloy CEs.
This method is often used to represent disordered systems as combinations of clusters with
different symmetries. Based on the order, or, in other words, the number of atoms per cluster,
these can be classified as pairs, triplets, quadruplets, and so on. Since the number of possible
clusters is theoretically infinite, practical implementations of the method include only clusters
up to a certain order, while clusters with larger radii than a defined cutoff are disregarded. In
practice, however, the selection is often limited by the available computational resources as

well as the size of the training data set.

For the training dataset, 200 configurations were created by randomly replacing oxygen atoms
in up to 40 atom CaMnOs_s supercells with vacancies. After relaxing the structures as detailed
below, a CE, with cutoffs of 3.5 A for pairs and 1.5 A for triplets, was fitted using automatic
relevance detection regression (ARDR). The ground states were then determined using a
procedure based on MIP, as shown by Larsen et al. [51] and Brorsson et al. [52], which is

implemented in ICET [50].

3.4 Thermodynamic properties

The thermodynamic properties of a material describe its energetic stability and the response of
its internal energy to changes in temperature, pressure, and composition. In the context of solid-
state materials, these properties can be derived from first-principles calculations of total
energies, phonon spectra, and defect energetics. Such quantities form the basis for evaluating
the relative stability of compounds, predicting phase equilibria, and estimating the energy

requirements for redox reactions.

For the systems considered in this thesis, thermodynamic quantities were obtained by
extrapolating properties from the total energies of the studied compounds to their
corresponding elements or competing phases according to the general chemical balance shown

in Equation (1),

CaMnO;_s + (2 —35)MnO = Ca0 + (1 — §)Mn30,. (1)
Where 6 is the measurement for oxygen vacancy concentration of CaMnQOs. This chemical
balance does not describe a reaction but instead it is a balance of the constituent elements and
is built up by the compound that is studied, CaMnO3.5, and three well-known monometallic
oxides. These monometallic oxides have been thoroughly studied, and their properties are well

known and agreed upon by the scientific community.

11



This relation provides a consistent foundation for deriving quantities such as the formation

enthalpy, entropy, and heat capacity presented in the following sections.

3.4.1 Computational workflow and tools

To calculate the thermodynamic properties this thesis used a method presented in Paper I and
expanded in Paper II, with the addition of accounting for oxygen vacancies in the studied
material. The method, which is presented in Figure 3, was originally proposed by Benisek and
Dachs, which they used to estimate properties of materials which are considered interesting in
petrology, and is based on DFT calculations [53]. Generally, the starting point is the crystal
structure of the material of interest. After using DFT to find the lowest energy state, it is
possible to estimate the phononic contribution of the heat capacity based on the harmonic
approximation. When combined with the 0 K energies from the DFT calculations, an estimation
of the reaction enthalpy at 298.15 K can be obtained. By using the results together with
tabulated thermodynamic properties of well-known simple metal oxides, it is possible to
determine the temperature dependent specific heat capacity, together with the entropy and the
formation enthalpy at 298.15 K. Benisek and Dachs was only interested in exploring the
properties at rooms temperature, the method development presented in this thesis include the

possibility to explore the materials at higher temperatures.

For a crystal in which multiple species, i.e. oxygen vacancies, occupy the same lattice sites,
cluster expansions (CE) were trained in order to find the ground state for each oxygen vacancy
concentration, as was explained in section 3.3 [50]. The method is the same as that employed
for systems with only one species per lattice site. In the former case, it is also possible to use
the CE to perform Monte-Carlo simulations and thereby estimate the contribution of chemical

ordering to the heat capacity [50].

12
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Figure 3 Schematic illustration of the procedure for estimating the entropy, formation
enthalpy, and heat capacity by combining first-principles calculations and tabulated
experimental data for monometallic oxides. Specifically, the main (optional) steps are
indicated by the solid (dashed) arrows, while the blue, red, orange, grey, and green blocks
represent external data, computational methods, intermediate results, data from other sources,
and results, respectively. The optional steps are only required when the ground state of the
material is not known, which is the case for structures with vacancies.

The phononic contribution to the heat capacity was estimated using the PHONOPY [54]
package based on force constants (FCs) that were determined using HIPHIVE [55]. Fifteen
“rattled” supercells, with up to 200 atoms, were generated from the ground state structure for
each oxygen vacancy concentration by randomly displacing all atoms by distances drawn from
a Gaussian distribution with a 0.02 A standard deviation. Note that the primitive unit cell was
repeated the same number of times for all vacancy concentrations. In the case of CaisMni6047,
for instance, the supercells consisted of 158 atoms. The interatomic forces, obtained from a
static calculation in VASP, were used, together with the displacements, to fit the force constant
potentials (FCPs). By using the force constants (FCs) extracted from the FCPs, the
thermodynamic properties were calculated from 10 K up to 2500 K based on a uniform mesh

with 5x10° g-points per reciprocal atom.
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3.4.2 Heat capacity at constant volume

The heat capacity reflects the ability of a material to store thermal energy and is a key parameter
for describing its temperature-dependent thermodynamic behaviour. In crystalline solids, the
dominant contribution to the heat capacity at ordinary temperatures arises from lattice
vibrations, or phonons. Within the harmonic approximation, the phonon contribution to the

constant-volume heat capacity, Cv, can be obtained according to Equation ( 2 ) [54]

0By ho(qr)\®  ehe@)/(ksn) (2)
Cy(T) = (a_T)V = Z kg KT ) (ehe@)/0sT) — 1)2°

qv

where w is the phonon frequency, h is the reduced Planck constant, kg is the Boltzmann
constant, and T is the temperature. The sum is taken over each specific phonon mode, g, at a

particular wave vector, V.

The phonon spectra were computed using the finite-displacement method as implemented in
Phonopy, based on forces calculated with VASP. Structural optimizations were first performed
to ensure forces below a given threshold, after which atomic displacements were introduced to
generate force constants and construct the dynamical matrix. The phonon density of states
obtained from diagonalization of this matrix was then used to calculate the heat capacity as a

function of temperature.

To account for the thermodynamic effects of oxygen-vacancy ordering, we supplement the
harmonic lattice heat capacity with a configurational contribution obtained from Monte Carlo
sampling using the MCHAMMER module from ICET [50]. This approach allows us to capture
ordering effects that are not described in a purely harmonic framework, providing a more

complete picture of the thermodynamics of CaMnOs.s.

By using the chemical balance determined in Equation ( 1) and calculating the heat capacity
of each of the components, it is then possible to estimate the heat capacity of the reaction using

Equation ( 3) as this will be important when estimating the enthalpy and entropy of formation.

ArCy = Cycamno,_5 — (CV,CaO + (1 - 8)Cymns0, — (2 — 35)CV,Mno)- (3)

3.4.3 Formation enthalpies and entropies
The formation enthalpy provides a quantitative measure of the relative thermodynamic stability
of a compound. It reflects the energy change associated with forming a material from its

reference phases or materials and thus serves as a key descriptor for assessing phase stability
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and reactivity. In the context of this work, formation enthalpies are used to evaluate the relative
stability of Ca-Mn-O compounds and to compare results obtained from DFT with available

theoretical and experimental data.

The formation enthalpy (AfH) was calculated based on the total energies from CaMnOs.s and

relevant metal oxides based on the chemical balance described in Equation (1)

This balance can then be used to estimate the enthalpy of reaction at 0 K (ARH’¢) by assuming
that it can be equal to the difference of the energy of the ground states of each crystal structure

according to Equation ( 4)

ARHOX = ARUK + PARVOK =~ AU (4)
= Ulivno,_s — (Ucho + (1 = &UYS 0, — (2 = 38)Upio)-
In order to bring this into more real applications the reaction enthalpy and entropy at room

temperature is determined to be

298.15 5
AgH?9815K ~ ApHOK + J ARCydT, (%)
0

298.15
A,S298.15K A SOK_l_f ArCy dT (6)
R R 0 T *

Where ARS%¥ is assumed to be 0 at 0 K. Since the monometallic oxides are well known and
have tabulated formation enthalpies it is possible to estimate the enthalpy of formation
accurately using the reaction enthalpy together with the formation enthalpies and entropies of

the monometallic oxides according to Equations (7 ) and ( 8)

AfH298'15K — ARH298'15K + AfHCZZgSK + (1 _ 5)AfH1%/12183?)I: (7)

— (2 =38)ArHins s,

5298.151( — AR5298'15K + Sggg.lSK + (1 _ S)SIEI?”LiéiK _ (2 _ 35)51\24?180.151(. (8)

While Benisek and Dachs only used the above procedure to estimate properties at room

temperature, Paper I showed how this approach can be extended to include the heat capacity
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at elevated temperatures. Specifically, it is assumed that the following two expressions of the

enthalpy of formation are equal:

T 9
AfHT = AfHOK + f CP dT,, ( )
0

T
AHT ~ ARHX + f Ag CydT' + ArHigo + (1 = 8)ApHjypn 0, (10)
0

— (2= 38)ArHjpno-

3.4.4 Heat capacity at constant pressure
As a final step in the methodology of the thermodynamic properties, the heat capacity at

constant pressure, Cp, for CaMnOs.5 1s determined using Equation ( 11)

T T
f C,dT" ~ AgH + f B CydT’ + AHToo + (1= OAHE, 0. (11)
0 0

— (2= 38)ArHlno — A HOK.

Crucially, tabulated reference data for the monometallic oxides is used to increase the accuracy.
The reference data for CaO was taken from the NIST-JANAF thermochemical tables, and the
data for Mn304 and MnO from other publications [56, 57]. Since the formation enthalpies are
given by

r (12)
AsHY = AfHR + J Cpx dT’,
0

where X = Ca0O, Mn304, and MnO, the expression for the heat capacity, of the compound of

interest, in Equation ( 11 ) can be reduced to

Cp(T) = ARCy(T) + Cpcao(T) + (1 — 8)Cp pn,0,(T)

(13)
— (2 =368)Cpuno(T).
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To use the results together with other components and phases, such as those incorporated in
the multi-component, multi-phase equilibrium software FactSage 8.2 [58], it is necessary to
express the specific heat capacity, at constant pressure, as a function of temperature using a

series of power functions with a maximum of eight terms,

8 14
Cp(T) = z kTP, (14)
i=1
In this study, five terms were used to estimate the heat capacity of CaMnOs.s,
CP(T) = kO + le_O'S + sz_3 + k3T_2 + k4,T_1. (15)

3.5 Electronic properties

The electronic properties of crystalline materials can be understood in terms of their band
structure, which describes the allowed energy levels of electrons as a function of momentum.
A central feature of the band structure is the energy gap (Eg) between the valence band (highest
occupied electronic states), VBM, and the conduction band (lowest unoccupied electronic
states), CBM [59]. The size of this gap determines whether a material behaves as a metal,

semiconductor, or insulator and is shown in Figure 4.

Schematic Band Structures

Insulator Semiconductor Metal

—
‘[Eg =large || 4Eg = Small | / Eg=0 X
l ‘ —

—"Q::r——‘_—-_——___'—-—-_

Energy

—

k-path

Figure 4 The figure shows how band structures may appear for different material types. It is a
purely conceptual illustration and does not correspond to any specific material. VBM is
represented by blue lines, CBM as orange lines.
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Metals are characterized by a vanishing band gap (Eg=0). Their valence and conduction bands
overlap, or the Fermi level intersects partially filled bands. This allows electrons to move freely

under an applied electric field, giving rise to high electrical conductivity.

Semiconductors possess a finite but moderate band gap. At low temperatures, the valence band
is filled, and the conduction band is empty, resulting in low conductivity. However, electrons
can be thermally excited across the gap, and conductivity can be further tuned by introducing

impurities (doping).

Insulators have a large band gap, which makes thermal excitation of electrons into the
conduction band negligible under normal conditions. As a result, insulators exhibit very low

electrical conductivity.

Understanding these classes is important not only from a fundamental standpoint but also for
technological applications. In materials discovery, band structure analysis provides a direct
way of predicting a material’s functionality. For example, in energy technologies such as
chemical-looping, the electronic structure could potentially influence oxygen vacancy
formation, redox activity, and overall stability. Thus, careful classification of materials based
on their band structure is a first step toward linking electronic properties to performance in

specific applications.

After relaxing the structures using GGA+U, as laid out in section 3.2, a non-self-consistent
calculation was performed using the Modified Becke-Johnson (MBJ) MetaGGA potential [60].
The reason for this is that the MBJ potential has been shown to reproduce experimentally
determined electronic band structures of crystals more accurately than using GGA+U [60, 61].
The MBI calculations were performed with the same level of accuracy as the relaxations
described in Section 3.1. The band structure was calculated along the high-symmetry Brillouin
zone path [—X—S—Y—I—Z—U—R—T—Z, which is continuous for members of space
group 62 (Pnma), such as orthorhombic CaMnQO3, and visualized using the Python toolkit Sumo
[62].
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4 Selected Results and Discussion

4.1 Calculated structural properties

The optimized lattice parameters of stoichiometric CaMnO3 obtained in this work are
compared with both experimental measurements and previous computational studies in Table
1. The calculated lattice constants (a = 5.325 A, b =5.398 A, and ¢ = 7.554 A) are slightly
larger than the experimental and theoretical values reported in earlier studies, but overall, the
results fall within the expected range and are considered to be in good agreement with both

experimental and theoretical references.

Table 1 Comparison of lattice parameters for stoichiometric CaMnQOs3.

) Exp. Exp. Calc. | Calc. | This
[63] | [36] |[[41] |[64] | work
a(A) 5264 |5286 |5.316 |5314 |[5325
b (A) 5279 [5292 [5.380 |5.367 |5.398
c(A) 7.448 | 7.463 | 7.543 |7.548 |7.554
V(A3) 206.97 | 208.77 | 215.73 | 215.26 | 217.11

The computed unit cell volume (217.11 A%) is marginally larger than those reported in the
literature, consistent with the slight overestimation of lattice parameters observed in DFT
calculations using the GGA+U functional. Such deviations are typical and remain within
acceptable limits for first-principles methods, it should also be noted that the cited results from
calculations was done using antiferromagnetic configuration of the materials magnetism, this
work is using ferromagnetic magnetism. There are no results in literature regarding
ferromagnetic CaMnQOs. The choice of exchange—correlation functional, together with
assumptions about magnetic ordering, can influence the predicted lattice dimensions. In this
work, a ferromagnetic configuration was assumed, whereas experimental studies may involve
antiferromagnetic or mixed states. The theoretical studies cited here used antiferromagnetic
configuration, which could be a reason for the discrepancy. Small deviations in oxygen
stoichiometry or unplanned doping in experimental samples can also affect lattice constants,

while the simulations assume perfect stoichiometry. Minor methodological differences, such
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as k-point sampling, energy cutoffs, or pseudopotentials, may further contribute to the

discrepancies found between theoretical studies.

Introducing oxygen vacancies into the CaMnOs3 lattice leads to clear structural responses,
summarized in Table 2. As o increases from 0 to 0.5, the lattice undergoes distortions that
reflect the system’s effort to accommodate the removal of oxygen atoms. The a lattice constant
expands steadily up to 6 = 0.25, followed by a slight contraction at higher vacancy levels. The
b lattice constant fluctuates more irregularly, indicating local structural relaxations rather than
a uniform expansion or contraction. In contrast, the c lattice constant remains relatively stable
at low o but exhibits a pronounced decrease around & = 0.375, before expanding again and

reaching its maximum value at 6 = 0.5.

The lattice angles, ideally 90° in the orthorhombic structure, begin to deviate as vacancies are
introduced. These deviations become more pronounced at higher 9, with y reaching 92.1° at
=0.375 and B increasing to 92.3° at 6 = 0.5. Such angular distortions indicate a departure from
ideal orthorhombic symmetry, most likely associated with octahedral tilting and local strain

induced by the vacancies.

Table 2 Lattice parameters of CaMnO3..

o 0 0.0625 | 0.125 | 0.1875 | 0.25 0.3125 [ 0.375 ]0.4375 | 0.5

a(A) 5325 |5348 |5375 |[5.383 |5454 |5431 |5422 |5375 |5392

b(A) |5398 |5416 |5429 |[5419 |5328 [5400 |5415 |5346 |5.382

c(A) |7.554 |7.554 |7.561 |7.554 |7.625 |7.650 |7.467 |7.948 |8.026

a(®) 190.0 90.086 | 90.162 | 90.0 90.713 | 90.441 | 90.0 89.92 190.152

() 190.0 89.949 | 90.056 | 90.0 90.0 90.253 | 90.0 90.12 |92.321

7(°) 90.0 89.657 | 89.755 | 90.364 | 90.004 | 89.855 | 92.105 | 89.569 | 89.996

V(A% | 217.11 | 218.74 | 220.64 | 220.33 | 221.57 | 224.35 | 219.08 | 228.35 | 232.67

The changes in bond lengths support this interpretation. In stoichiometric CaMnO3, Mn-O bond
lengths are nearly uniform, consistent with undistorted MnOg octahedra. With increasing 9, the
range between the shortest and longest Mn-O bonds widens significantly, revealing local
distortions in the octahedra. The Ca-O bond lengths show similar variability, suggesting that

the calcium coordination environment also adjusts to the defect formation. The estimated Mn-
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O and Ca-O bond lengths for the supercells are presented in Table 3. Additionally, changes in
Mn-Mn distances with increasing 6 may influence magnetic interactions and contribute to the

variations in stability observed in oxygen-deficient structures.

Table 3 Average, minimum, and maximum bond lengths of Mn-O and Ca-O in CaMnQOj3.s.

o 0 0.0625 [ 0.125 | 0.1875 | 0.25 | 0.3125 | 0.375 | 0.4375 [ 0.5

Mn-O (A) | 1.94 1.95 1.95 1.95 1.96 1.97 1.96 1.98 2.02
(avg)

Mn-O (A) | 1.94 1.90 1.83 1.89 1.90 1.89 1.89 1.88 1.87
(min)

Mn-O (A) | 1.95 1.98 2.01 2.01 207 |2.17 2.15 222 2.38
(max)

Ca-O (A)]246 [248 [248 [253 254 [252 256 |2.57 2.51
(avg)

Ca-O (A)|2.32 2.27 2.26 2.26 229 |2.29 2.29 2.32 2.26
(min)

Ca-O (A)|2.63 2.99 2.99 2.99 299 |2.99 2.97 2.94 2.88
(max)

Overall, the observed structural evolution highlights the complex interplay between lattice
relaxation, defect accommodation, and symmetry breaking in CaMnOs3.5. The non-linear trends
in lattice parameters and angles emphasize the importance of capturing vacancy effects
explicitly in simulations, as they can significantly alter structural properties, which in turn will

influence thermal and electronic properties.

4.2 Calculated thermal properties

By applying the method described in the previous section, the coefficients in the expression for
the heat capacity in Equation ( 15 ) were determined for each oxygen vacancy concentration.
The enthalpy of formation and entropy, both at room temperature, were also estimated and are

presented in Table 4.
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Table 4 Thermodynamic properties of structures with different oxygen vacancy concentrations
based on GGA+U calculations.

AfH298.15K 5298.15K kO kl kz k3 k4

System

[k)/mol]  [V/molK] [J/molK]  [J/molK"?] [J/mol] [JK/mol]  [JK¥mol]
CaMnO,s -1.092x10°  100.03  94.26 4.72x10°  -153.19x10°  34.28x10°  -4.06x10°
CaMnOzses  -1.112x10°  98.49 19.11 11.47x10°  -320.98x10°  69.15x10°  -7.93x10°
CaMn0y.6s -1.134x10° 100.08  48.58 9.37x10°  -269.19x10° 58.28x10°  -6.73x10°
CaMnOsesrs  -1.138x10°  97.22  -34.96  16.66x10° -446.74x10°  93.99x10° -10.60x10°
CaMn0,s -1.149x10°  99.55 24.41 11.95x10°  -333.78x10°  71.49x10°  -8.18x10°
CaMnOuss  -1.160x10° 98.76  -45.48  18.10x10° -481.83x10° 100.53x10° -11.27x10°
CaMnO,.e7s -1.168x10° 9579  -14.01  15.57x10°  -424.29x10°  90.14x10° -10.24x10°
CaMnOsess  -1.179x10°  93.48  -34.61  17.49x10° -471.24x10°  99.43x10° -11.25x10°
CaMnO; -1.189x10°  96.32  -46.62  19.18x10° -514.48x10° 108.49x10° -12.26x10°

The calculated heat capacities for the different oxygen vacancy concentrations, illustrated in
Figure 5, show a generally good agreement with values derived from experimental and
thermodynamic data in the datasets by Rermark et al. [36], Bakken et al. [37], and the semi-
empirical model of Goldyreva et al. [65]. Although the first-principles results exhibit a
somewhat larger spread across compositions, the overall temperature dependence remains

consistent with the reference data.

The decrease in heat capacity with increasing oxygen vacancy concentration follows naturally
from the reduced number of atoms per formula unit. However, several compositions display
distinct local deviations, most notably a sharper rise in Cp around 800 K for certain vacancy
configurations. This feature originates from chemical ordering effects, specifically order—
disorder transitions that enhance the vibrational contribution to the heat capacity. The transition
temperatures vary with defect concentration, which explains why some anomalies appear

outside the temperature range depicted in Figure 5.

To assess the thermodynamic stability of CaMnQO3, formation enthalpies were evaluated using
several exchange-correlation functionals. While GGA+U calculations overestimated the
compound’s AH%%81%K by roughly 50 kJ/mol relative to data obtained through FactSage [58],
both SCAN and r?SCAN yielded values much closer to the measured reference but still 26
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kJ/mol higher relative to the data obtained through thermodynamic calculations with FactSage
using the databases FactPS and FTOxid [58]. The improvement observed for the meta-GGA
functionals reflects their more balanced treatment of electron localization and hybridization

effects, which are critical in mixed-valence oxides such as CaMnOs.

These trends highlight a broader methodological point: the choice of functional significantly
affects computed thermodynamic quantities, particularly in transition-metal oxides, where
strong correlation and magnetic ordering play key roles. In this context, SCAN and r’SCAN
appear to be a functional more suited to study the material, however this would come at a high

computational cost that might be difficult to argue for in a screening of materials.

DFT FactSage Bakken et al Deviation from § = 0 for DFT
T T T T T T T T T T T T
a) Cp(T, 9) b) Cp(T, 9) c) Cp(T,0) 25  d) Cp(T,8) — Cp(T,0) 7]
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|
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Figure 5 Heat capacity (a-d), formation enthalpy (e-h), and entropy (i-l) from DFT
calculations (a, e, i) as well as a semi-empirical model combined with experimental data from
either FactSage (b, f, j) or Rormark et al. and Bakken et al. (c, g, k). The panels in the leftmost
column (d, h, I) show the deviation between & = 0 and 6> 0. Figure from Paper II.

It can be concluded that the calculated heat capacity and entropy are well within the
experimental margin of error (£10%). The formation enthalpies obtained from first-principles
indicate that CaMnOs.5 is significantly less stable compared to the experimental data, however.

Even so, it is worth noting that the difference between the results from this study and FactSage
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is less than +10%. For comparison with Rermark et al. and Bakken et al. the difference is close

to £10%.

The discrepancy between the computed and experimental formation enthalpies of CaMnO3 can
likely be attributed to a combination of experimental and computational factors. The
experimental reference data were derived by combining results from two separate studies [36,
37], where the enthalpy of formation at room temperature was reconstructed from a
measurement at 993 K (Rermark et al. [36]) and a heat capacity dataset extending to 650 K
(Bakken et al. [37]). Since CaMnO3; decomposes above 650 K, the extrapolation to higher
temperatures relied on a piecewise cubic Hermite interpolating polynomial (PCHIP),

introducing additional uncertainty.

Another possible source of deviation lies in the nature of the experimental samples themselves.
The materials reported in these studies may not have been phase-pure CaMnOs but rather a
mixture of closely related calcium—manganese oxides, potentially containing minor A- or B-
site impurities that are not easily detectable in X-ray diffraction patterns. Such structural
heterogeneity could yield lower measured formation enthalpies, consistent with the
experimental underestimation. Indeed, in chemical-looping experiments involving CaMnO3,
phase diagrams of used materials frequently reveal the presence of secondary phases such as
Ca;MnO4 or CaMn2Og4 [22], suggesting that CaMnOs; may not remain fully stable under

operational conditions.

Computational limitations may also contribute to the differences. The finite size of the
supercells used to represent the structures necessarily constrains the configurational freedom
of the system, which may influence the calculated total energies. Furthermore, the
orthorhombic structure considered here represents the most stable phase at 0 K. However, both
temperature and oxygen vacancy concentration can induce structural transformations at
elevated temperatures [66], which are not explicitly accounted for in DFT. More calculations

would be needed to explore this.

4.3 Phase diagram

The thermodynamic data obtained in this work can be combined with the FactSage databases,
FTOxid and FactPS, to construct a phase diagram for the Ca-Mn-O system. When using the
unadjusted DFT formation enthalpies, the predicted stability of CaMnOs3.5 is too low for this
phase to appear in the equilibrium diagram. This outcome may not be altogether unexpected,

as the calculated formation enthalpy for stoichiometric CaMnOs is higher than the
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corresponding FactSage value by approximately 26 kJ/mol when using the SCAN or r’SCAN
functionals, and by about 48 kJ/mol when using GGA+U, as discussed in the previous section.
It should be emphasized that it was not possible to retrieve the underlying thermodynamic data
for all components in the Ca-Mn-O system in the FactSage databases, and it is possible that the

phase diagram has been empirically optimized to look better in the database.

To address this systematic discrepancy, the calculated formation enthalpies were shifted by the
difference between the DFT-derived and FactSage reference values for CaMnOs at 298.15 K.
The adjusted values were then combined with thermochemical data for other relevant phases
obtained from the FactPS and FToxid databases to generate a more consistent phase diagram.
The resulting diagram, shown in Figure 6, reveals the phase stability regions of CaMnOs.5
under varying temperatures and oxygen partial pressures. The results indicate that the most
thermodynamically stable composition transitions from 6 = 0 to & = 0.375 with increasing

temperature under oxygen-lean conditions, consistent with the redox behaviour expected in a

CLC environment.
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Figure 6 Phase diagram of Ca-Mn-O system, including results from calculations for CaMnQOs.
s, Which have been adjusted to fit the formation of enthalpy for CaMnQOs at 298.15 K from the

FactSage database, with oxygen vacancies and where data from a semi-empirical model has
been superimposed (red lines). Figure from Paper II.
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This approach demonstrates the potential of using DFT-derived thermodynamic data, corrected
through reference databases, to enhance the understanding of material stability under
operationally relevant conditions. In practical CLC systems, oxygen carriers must reversibly
release and absorb oxygen without decomposing into undesired phases. The constructed phase
diagrams therefore provide valuable insight into the thermal stability and phase behaviour of
CaMnOs.5 and help identify compositions that can sustain structural integrity and performance

during repeated redox cycling.

For comparison, Figure 6 also includes predictions based on the semi-empirical model
proposed by Goldyreva et al. [65] (red lines). Notably, significant discrepancies are observed
between the present results and those obtained with the semi-empirical model. However, it is
not immediately clear which dataset most accurately represents the experimental reality. It is
also important to emphasize that the phase diagram depicts only the thermodynamically stable
phases at equilibrium conditions. Many intermediate oxygen vacancy concentrations are likely
metastable rather than globally stable, a feature that may not be fully captured by semi-

empirical approaches.

Furthermore, the limited number of oxygen vacancy concentrations explored in this work, eight
distinct 6 values, introduces some granularity into the analysis. This constraint arises from the
computational cost of DFT calculations for large supercells containing more than 80 atoms. A
finer sampling of & values, enabled by larger unit cells or machine learning—accelerated

approaches, could provide a clearer picture of the phase evolution and transition boundaries.

The methodology developed here, integrating first-principles thermodynamic predictions with
database-driven phase equilibria, represents an important step forward. It enables the
exploration of complex oxygen-deficient materials relevant to CLC, allowing the prediction of
phase stability and defect-driven behaviour in systems that are difficult or even impossible to
probe experimentally. This framework thus offers a pathway for accelerated discovery and

optimization of oxygen carriers based on their intrinsic thermodynamic properties.

4.4 Band Structure

The electronic band structures and total densities of states (DOS) were calculated for
stoichiometric CaMnQO3 and a series of oxygen-deficient configurations, CaMnQOs3.5, with 6
ranging from 0.0625 to 0.5. These calculations were performed to investigate how oxygen
vacancies influence the electronic properties of the material, particularly the evolution of the

band gap and the redistribution of electronic states.
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For stoichiometric CaMnOQO3, the band structure exhibits a direct band gap of approximately 1.8
eV at the I'-point, as shown in Figure 7. This value is consistent with both experimental
estimates, which range from 1.0 to 3.6 eV [64, 67, 68], and earlier DFT studies reporting band
gaps between 0.5 and 3.0 eV depending on the exchange—correlation functional and
computational parameters used [41, 42, 69, 70]. Such a gap places CaMnO3 within the

semiconducting regime.

The introduction of oxygen vacancies has a pronounced effect on the electronic structure. As
0 increases, the band gap narrows and eventually closes, as illustrated in Figure 8. At 6 =
0.0625, the gap becomes indirect and decreases to about 0.9 eV. For 6 = 0.125, it narrows
further to roughly 0.4 eV, and by 6 = 0.1875 the material exhibits metallic behaviour, with the
valence and conduction bands overlapping at the Fermi level. Interestingly, further increases
in vacancy concentration led to a re-opening of the gap at certain compositions, suggesting that
the electronic response to oxygen deficiency is not monotonic. This non-linear evolution is
likely linked to local lattice distortions and changes in orbital hybridization introduced by the

vacancies.

The total DOS plots complement the band structures by showing how the oxygen deficiency
affects the distribution of electronic states near the Fermi level. With increasing 6, defect-
induced states emerge within the original band gap and progressively shift toward the Fermi
level. For 6 values around 0.375-0.5, the Fermi level intersects these defect states, giving rise
to semi-metallic or metallic behaviour. The increase in DOS at the Fermi level indicates

enhanced electronic conductivity and suggests that oxygen vacancies effectively act as electron

donors.
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Figure 7 Band structure and DOS-plot for stoichiometric CaMnQ3s. Orange bands represent
spin-up and blue spin-down, while the red dot is the lowest point of the conduction bands and
the green dot is the highest point of the valence band. Figure from Paper III.

27



Energy (eV)

-3

>
Y
> 0
2
9]
c
i

-1

-2

-3

Energy (eV)
o

=,

-2

-3

Energy (eV)

rxsytr T

ZURTZ

CaMnO; g125

A\
/4

rxsyrt-rT

ZURTZ

A
==
=
N

\
[
\

FXSYT

ZURTZ

CaMnO; 5625

Wi
T\
/TN

AT

\
I
[

Y['

.,_ ]

— Total DOS
— Mn (p)
— Mn (d)
— 0O (p)

— Total DOS
— Mn (d)
— O(p)

— Total DOS
— Mn (d)
— 0O(p)

— Total DOS
— Mn (d)
— 0 (p)

CaMnO; g75

Energy (eV)

z

CaMn02‘75

fury

Energy (eV)
o

|
"

-2
-3
rxXsyr ZURTZ
CaMn02,525
3 —F—]
zgz:z %;QE_
S 1ys~f\.§ =t
&
30
5 O
Lﬁ_l e —1
-2
-3
rxXsyr ZURTZ
3 CaMnO; 5
-~ N
SNV TAN N/
T 1 R
2= TR —A N
b \\o g
s 1 ~
9
& 0
o — -
JEE==—CEE=
Wk =1

=2

B3FXsYr ZURTZ

— Total DOS
— Mn (d)
— O (p)

— Total DOS
— Mn (d)
— 0O (p)

— Total DOS
— Mn (p)
— Mn (d)
— 0 (p)

— Total DOS
— Mn (p)
—— Mn (d)
— O (p)

Figure 8 Band structure and DOS for CaMnQOs.s. The orange lines represent spin-up and blue
spin-down, while the red dot is the lowest point of the conduction bands and the green dot is
the highest point of the valence bands. Figure from Paper II1.
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The redistribution of charge in response to oxygen deficiency was further analysed through
Bader charge calculations. The results reveal systematic trends in the average charges of Ca,

Mn, and O as a function of the vacancy concentration 6, as shown in Table 5.

Table 5 Average Bader charges of CaMnO3.s.

o 0 0.0625 |0.125 |0.1875 |0.25 03125 0375 |0.4375|0.5

Ca(e) | 1.674 | 1.674 1.673 | 1.672 1.668 | 1.667 1.667 | 1.666 | 1.660

Mn (e) | 2.240 | 2.204 2.170 | 2.133 2.113 | 2.068 2.033 | 2.007 |1.976

O (e) -1.305 | -1.320 | -1.337 |-1.353 |-1.375 | -1.390 | -1.410 |-1.434 | -1.455

For stoichiometric CaMnOs (6 = 0), the average Bader charges are approximately +1.674 e for
Ca, +2.240 e for Mn, and -1.305 e for O. With increasing 6, the Mn charge decreases steadily,
reaching +1.976 e at 6 = 0.5. This reduction reflects the progressive change in oxidation state
from Mn*" toward Mn*", consistent with the expected localization of excess electrons

introduced by oxygen removal.

The oxygen atoms, in contrast, exhibit increasingly negative charges, shifting from -1.305 e to
about -1.455 e as 0 increases. This trend suggests that the remaining oxygen ions accommodate
a larger fraction of the electron density released by the removed oxygen atoms. The Ca ions
show only a minor decrease in average charge, indicating that they remain largely as they were

and are inert with respect to the vacancy-induced changes.

The combined evolution of Bader charges highlights a cooperative response of the lattice:
electrons left behind by the missing oxygen atoms localize primarily on nearby Mn cations,
reducing them, while partial charge redistribution also affects neighbouring O sites. This
mechanism emphasizes the observed modification of the band structure and explains the

correlation between increasing 6 and enhanced electronic conductivity.

Overall, these results demonstrate that oxygen vacancies play a key role in controlling the
electronic character of CaMnQO3.5. The progressive narrowing of the band gap, the emergence
of defect states, and the associated charge redistribution collectively indicate a transition from
semiconducting to metallic behaviour. Such tunability highlights the potential of oxygen-
deficient CaMnQO3 as a functional material in applications requiring adjustable electronic
conductivity, such as in thermochemical or catalytic processes where redox flexibility is

advantageous.
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4.5 Oxygen Vacancy formation

The formation energies of oxygen vacancies in CaMnOs were calculated for vacancy
concentrations (8) ranging from O to 0.5. The results, summarized in Table 6, exhibit a
distinctly nonlinear relationship between vacancy formation energy and o, reflecting an
increasing energetic cost associated with the removal of additional oxygen atoms. This
behaviour can be divided into three regimes corresponding to low (& = 0.0625-0.1875),
intermediate (6 = 0.25-0.375), and high (6 = 0.4375-0.5) vacancy concentrations.

Table 6 Oxygen vacancy formation energies per oxygen vacancy at 0 K.

d 0 0.0625 |0.125 |0.1875 |0.25 |0.3125 |0.375 |0.4375|0.5

Ey,(eV) | - 2.03 2.01 1.83 1.89 1.95 1.75 1.95 2.26

At low vacancy concentrations, the formation energy remains relatively constant, close to 2 eV
per oxygen atom. This suggests that the perovskite structure of CaMnOs can initially
accommodate oxygen vacancies without severe energetic penalties, likely due to local lattice
relaxations and the inherent defect tolerance of the crystal. Nevertheless, these values are
comparatively high, implying that spontaneous vacancy formation is thermodynamically
unfavourable under standard conditions. This observation is consistent with earlier
computational studies [71]. It should also be noted that the data presented here correspond to
0 K, meaning that finite-temperature effects such as lattice vibrations and configurational

entropy could reduce the effective vacancy formation energy at elevated temperatures.

In the intermediate range (6 = 0.25-0.375), the formation energy per oxygen atom decreases,
reaching values between 1.83 and 1.95 eV. The lowest formation energy is observed at 6 =
0.375, where the value drops to 1.75 eV. This reduction suggests that, within this concentration
range, the formation of additional vacancies may become slightly more favourable. Such a
trend could be associated with the stabilization of certain local arrangements of oxygen
vacancies, which may lead to ordered or partially ordered defect configurations that minimize

strain energy within the lattice.

At higher vacancy concentrations (6 > 0.4375), the formation energy increases sharply to 2.26
eV per oxygen atom. This pronounced rise indicates that the system is approaching its limit of
structural stability. Beyond this concentration, the perovskite lattice likely experiences

substantial distortion or begins to transform toward competing phases such as Ruddlesden—
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Popper—type structures or other manganese oxides, which have been observed in experimental
and theoretical studies. The nonlinear dependence of vacancy formation energy on o thus
reflects the competition between defect-induced stabilization at moderate vacancy levels and

destabilization due to lattice distortion and phase separation at higher 6.

Overall, these results underscore the importance of considering vacancy concentration when
evaluating the thermodynamic stability and redox behaviour of oxygen-deficient CaMnOs.
Low levels of oxygen deficiency appear to be thermodynamically accessible, whereas higher
vacancy concentrations likely require non-equilibrium synthesis routes or are only stabilized
under reducing conditions relevant to CLC operation. The local minimum in vacancy formation
energy at 0 = 0.375 further suggests that this composition may represent a particularly stable
nonstoichiometric phase, in agreement with experimental observations of phase transitions

occurring near similar oxygen deficiency levels [63].

4.6 Powder X-ray Diffraction

To further validate the structural models obtained from DFT calculations, powder X-ray
diffraction (PXRD) patterns were simulated for each relaxed CaMnOs_s structure using the
VESTA software [72]. These simulated diffraction patterns act as theoretical fingerprints of
the predicted structures and enable a qualitative comparison with experimental observations
reported in the literature. PXRD is a key technique for phase identification and has been widely
used to characterize CaMnOs; and related perovskite oxides. By comparing simulated PXRD
patterns across different oxygen vacancy concentrations, it is possible to evaluate whether the
structural changes introduced by vacancies are sufficiently pronounced to be experimentally

detectable.

PXRD patterns were simulated based on the relaxed CaMnQO3.5 structures using a radiation
wavelength of 1.5406 A, corresponding to Cu Ka. The simulated PXRD pattern for
stoichiometric CaMnO3, shown in Figure 9, reproduces the characteristic features reported in
experimental studies, most notably the positions and relative intensities of the principal
reflections [73-77]. In particular, the dominant peaks near 20 =~ 34°, 48°, and 59° closely match
experimental peaks at approximately 34°, 48°, and 60°, consistent with the orthorhombic
perovskite structure (Pnma). This agreement indicates that the DFT-relaxed structure provides
a physically realistic basis for further analysis and serves as a reliable reference for comparison

with the simulated PXRD patterns of oxygen-deficient compositions.
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Figure 9 Simulated PXRD patterns of CaMnQOjs.s structures generated from DFT-optimized
geometries using VESTA and Cu Ka radiation (. = 1.5406 A). The comparison illustrates how
oxygen vacancies affect the positions and intensities of the main diffraction peaks, indicating
symmetry distortions at higher vacancy concentrations.

At low oxygen vacancy concentrations, the PXRD patterns remain largely unchanged relative
to the stoichiometric case, suggesting that the crystal structure is resilient to small deviations
from ideal stoichiometry. However, at 6 = 0.375, a noticeable change appears: the peaks near
34° and 48° begin to split, indicating a structural distortion significant enough to be
experimentally observed. A similar but weaker effect may also occur for the 60° peak, though
its lower intensity makes the interpretation less certain. These splits persist at higher vacancy
levels, signifying progressive lattice distortions or symmetry reductions as oxygen vacancies

accumulate.

Comparable observations have been reported by Poeppelmeier et al. [63] for & = 0.5, but the
present results suggest that these structural changes may begin at considerably lower oxygen
vacancy concentrations. Further investigation using larger simulation cells and higher-
resolution PXRD models could provide more detailed insight into the precise onset of this

transition, though such studies would come at a significantly higher computational cost.
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Caution is warranted when interpreting experimental PXRD data for CaMnOs3 and similar
perovskites, as subtle peak shifts or splits can lead to misidentification of phases. For instance,
CaMnOs is known to decompose into related phases such as CaxMnQOs, CaMn20s4, and
CazsMnxO7 at elevated temperatures [73-78]. The simulated PXRD patterns for non-
stoichiometric CaMnQO3 also show similarities to these phases, particularly in the appearance
of double peaks in the 30-35° and 45-50° ranges. This resemblance suggests a possible
structural convergence or phase transition pathway, underscoring the complex structural

behaviour of CaMnO3.5 under oxygen-deficient conditions.
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5 Conclusions

The work presented in this thesis contributes to the growing field of computational materials
research for chemical-looping applications by establishing a systematic first-principles
framework for evaluating oxygen carrier materials. While earlier studies of oxygen carriers
have primarily focused on experimental characterization or semi-empirical thermodynamic
modelling, the present work extends the use of DFT to capture structural, electronic, and
thermodynamic properties within a single, consistent approach. Through detailed modelling of
oxygen vacancies, the methodology developed here enables the prediction of redox behaviour
and defect energetics under conditions relevant to chemical looping. In doing so, it provides
new insights into the fundamental mechanisms that govern the stability and performance of

perovskite-based oxygen carriers such as CaMnOs.s.

The structural analysis confirmed that the DFT-optimized lattice parameters of stoichiometric
CaMnO; are in close agreement with both experimental and previous theoretical data, with
deviations consistent with the known tendencies of the GGA+U functional. Upon introducing
oxygen vacancies, the lattice undergoes distortions and symmetry-breaking effects, primarily
associated with octahedral tilting and local relaxation around the defect sites. These distortions
increase nonlinearly with 6 and are accompanied by a widening distribution of Mn-O and Ca-

O bond lengths, reflecting enhanced structural flexibility at higher vacancy concentrations.

Such lattice responses to oxygen deficiency provide an important foundation for understanding
the concurrent changes in electronic and thermodynamic properties, emphasizing the close

coupling between structure, defects, and functionality in CaMnOs.s.

The assessment of formation enthalpies across different exchange—correlation functionals
demonstrated that meta-GGA approaches (SCAN, r*SCAN) provide significantly improved
agreement with experimental thermochemical data compared to GGA+U. This improvement
underscores the importance of accurate treatment of electron localization in perovskite-type
oxides. Overall, the study shows that advanced computational methods can be reliably applied
to predict thermodynamic stability trends in oxygen carrier materials, paving the way for

computational screening of new candidates.

The comparison between calculated and experimental formation enthalpies indicates that the

remaining discrepancies could be explained by uncertainties in the experimental reference data
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and intrinsic modelling limitations. The combined use of datasets measured at different
temperatures and extrapolated beyond the stability range of CaMnQO3 introduces uncertainty on
the experimental side, while the static DFT approach and finite supercell sizes limit the
accuracy of the computed energetics. Moreover, the possible presence of secondary phases in
experimental samples suggests that pristine CaMnO3s may represent a thermodynamically
complex mixture. These observations underline the need for both improved experimental
characterization and more advanced modelling approaches that capture temperature-dependent

and configurational effects.

Comparison between the calculated and experimentally derived heat capacities demonstrates
that the present DFT approach captures both the general temperature dependence and the
magnitude of the heat capacity across varying oxygen vacancy concentrations in CaMnOs3.s.
The observed order—disorder transitions highlight how local chemical configurations influence
thermodynamic behaviour, emphasizing the importance of accounting for configurational

effects when modelling defect-rich oxides.

The analysis of the electronic band structure and density of states reveals that oxygen vacancies
have a pronounced effect on the electronic behaviour of CaMnOs3.5. The progressive reduction
of the bandgap with increasing 9, followed by gap reopening at higher vacancy concentrations,
reflects a complex interplay between defect formation, local lattice distortions, and charge
redistribution. These effects are verified by the Bader charge analysis, which shows a
systematic reduction of Mn oxidation states and a corresponding increase in electron
localization near the defect sites. The observed transition from semiconducting to metallic-like
behaviour at intermediate & values highlights the tunability of the electronic structure through
controlled defect engineering. These findings emphasize that nonstoichiometric oxygen not
only modifies the electronic conductivity but also underpins the thermodynamic and redox

properties central to CaMnOs.5’s function as an oxygen carrier.

The analysis of oxygen vacancy formation energies provides important insight into the redox
behaviour and thermodynamic stability of CaMnOs_s as an oxygen carrier. The results indicate
that oxygen vacancies are energetically accessible only up to moderate concentrations, while
higher levels of oxygen deficiency become increasingly unfavourable. This suggests that
CaMnOs can undergo reversible oxygen release and uptake within a limited & range, which is
consistent with the requirements for efficient operation in chemical looping combustion. The

local stability minimum identified near 6 = 0.375 aligns with experimental evidence for phase
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transitions occurring at similar compositions, highlighting this concentration as a particularly
promising regime for stable redox cycling. These findings reinforce the view that
understanding and controlling oxygen vacancy formation is essential for optimizing both the

thermodynamic and kinetic properties of perovskite-based oxygen carriers.

The simulated PXRD patterns provided valuable confirmation of the accuracy and reliability
of the DFT-optimized structures of CaMnOs3.5. The close agreement between the simulated and
experimental patterns for stoichiometric CaMnO3 confirms that the orthorhombic perovskite
structure (Pnma) was correctly reproduced in this work, thereby supporting the validity of the

computational framework used throughout the study.

As the oxygen vacancy concentration increased, systematic peak shifts and splits were
observed, particularly near 6 = 0.375. These diffraction signatures point to progressive
structural distortions that may precede phase transitions or symmetry lowering in oxygen-
deficient compositions. The onset of such changes at relatively low vacancy concentrations
indicates that the perovskite lattice is sensitive to defect formation, which could have

implications for the material’s thermal and chemical stability under cyclic redox conditions.

The PXRD simulations also reveal how subtle structural rearrangements in CaMnO3.s can
produce patterns resembling those of known decomposition products, such as Ca;MnQO4 or
CasMn207. This highlights the importance of careful experimental interpretation when
characterizing oxygen-deficient or partially reduced CaMnO3 samples. Overall, the simulated
PXRD results strengthen the connection between atomic-level vacancy effects and
experimentally observable diffraction features, demonstrating how DFT-based modelling can

complement and guide phase identification in the development of oxygen carrier materials.
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6 Future work

While the methods used in this thesis demonstrate the capability of DFT to predict the
thermodynamic and electronic properties of oxygen carriers such as CaMnOs3.5, further studies
are required to close the gap between computational and experimental observations. The
observed discrepancies between theoretical and measured formation enthalpies, in particular,

merit deeper investigation.

One promising direction is the exploration of doped variants of CaMnQO3, where the substitution
of elements on the A- or B-site in the perovskite could modify electronic structure, stability,
and oxygen transport properties. The computational framework developed in this work can be
readily extended to study such doped systems, offering insight into how elemental substitution
influences defect formation, phase stability, and redox behaviour. Similarly, the role of
extended defects, such as grain boundaries, should be examined, as they are known to

significantly affect the stability and reactivity of perovskite oxides under operating conditions.

Beyond DFT, there is also a need to address the computational limitations that arise when
modelling complex systems at realistic length and time scales. Machine learning potentials
(MLPs) represent a promising approach for bridging this gap. By training neural network-based
potentials on DFT data, it is possible to perform large-scale molecular dynamics simulations
with near first-principles accuracy but at a fraction of the computational cost. This would
enable simulations involving much larger supercells and longer time scales, providing new
opportunities to study diffusion mechanisms, defect migration, and temperature-dependent

phenomena in CaMnOs.5 and related oxygen carrier materials.

Together, these approaches; chemical doping, defect modelling, and machine learning-
accelerated simulations, form a natural continuation of the present work and could lead to a
more complete understanding of the structural, thermodynamic, and kinetic properties that

govern oxygen carrier performance.
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