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 A B S T R A C T

Computer-Aided Tolerancing (CAT) software has become the standard for statistically analyzing the effects 
of geometrical part variations on product quality. Irrespective of CAT’s scope and technical depth, Finite 
Element Analysis (FEA) software, used to simulate the physical product behavior for ideal part geometry in 
the first place, is also often used for studies with geometrical shapes deviating from their nominal. However, 
this requires a manual translation of the tolerances specified in the design phase into geometrical variations 
represented by Finite Element (FE) meshes and their transfer to the FEA software. The method presented in this 
article exploits the potential of Model-Based Definition by establishing a link between Computer-Aided Design 
and FEA software to empower the latter for variation simulation based on semantic Geometric Dimensioning 
and Tolerancing (GD&T) information. To transfer this information exchanged via the Quality Information 
Framework (QIF) standard, a new mapping algorithm is presented that automatically decomposes FE meshes 
into geometrical face elements and creates a semantic link with the GD&T information carried in QIF. As a 
result, geometrical features are simultaneously described through meshes with nodes in the 3D Euclidean space 
and mathematical geometrical faces in the 2D parameter space. Exploiting this duality, mesh deviations are 
modeled indirectly by adjusting the mapped feature descriptions. An exemplary implementation in ANSYS®
and its usage for non-intrusive structural simulations illustrates that sharing tolerancing information via QIF 
enables an automated, GD&T standards-compliant variation simulation within FEA software environments and 
is one step closer to a seamless digital thread for geometry assurance.
1. Motivation

Product development aims to design and realize technical products 
that can fulfill all internal and external requirements while being 
unique or at least superior to alternative competitors in decisive points, 
particularly costs and quality. The product design phase significantly 
impacts the final product quality [1] and requires numerous decisions 
about the final part geometry. However, assuring the geometry when 
converting the idealized designs into physical parts and assemblies 
is complicated because manufacturing uncertainty and variability are 
naturally given and unavoidable [2]. Long before this principle was 
established as the axiom of manufacturing imprecision [3], people 
recognized that geometrical variation cannot be limited to zero [4] 
and does not have to be since parts have only to be ‘‘sufficiently 
identical’’ [5]. To some extent, deviations from the ideal part geom-
etry are acceptable as long as the overall quality of the product can 
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1 A differentiation of the terms ‘variation simulation’ and ‘tolerance analysis’ is given in Section 2.1.

be assured within predefined limits to conform to the requirements. 
Variation simulation, which virtually represents the part variations and 
propagates them on the assembly level, supports analyzing the product 
behavior in the presence of geometrical uncertainties early on [2]. 
Since early research starting in the 1960s [6] and the first releases of 
Computer-Aided Tolerancing (CAT) software in the 1990s [7], a small 
number of commercial tools dedicated to variation simulation and 
tolerance analysis1 have prevailed in industry [8] and are embedded 
in today’s product development workflows.

However, the introduction and especially usage of CAT are largely 
determined by the software’s applicability [9,10]. Referring to the more 
general term ‘‘usability’’ and its definition given in ISO 9241-11, it can 
be expressed as ‘‘the extent to which a system [. . . ] can be used by 
specified users to achieve specified goals with effectiveness, efficiency, 
and satisfaction in a specified context of use’’ [11]. Usability also ap-
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plies to CAT and is particularly challenging as diverse processes, users, 
goals, and contexts of use can differ from case to case and may vary 
significantly from the initially specified ones [12]. Thus, irrespective 
of the scope and technical depth of CAT tools, the software already 
used within the product development process, such as for Computer-
Aided Design (CAD) or Finite Element Analysis (FEA), is commonly 
used beyond its actual purpose and empowered to simulate the product 
behavior under variations [10,12]. Since this comes with some issues, 
like low efficiency of FEA-based variation simulation, it has been a 
recurring research topic over the last decades. Little attention has 
been paid to increasing the efficiency of the time-consuming manual 
pre-processing steps, particularly setting up the geometrical model to 
represent part variations within FEA.

Hence, this article proposes a novel method for empowering FEA 
software to simulate non-rigid assemblies under variations and analyze 
geometrical and non-geometrical assembly responses. It is based on 
the Quality Information Framework (QIF), a Model-Based Definition 
(MBD) standard, that enables sharing and reusing part geometry and 
Geometric Dimensioning and Tolerancing (GD&T) information.2 The 
method presented allows automated variation modeling and simulation 
in FEA while staying compliant with established tolerancing standards 
and representation models. The paper is structured as follows. After 
reflecting on the related works in Section 2 and defining this article’s 
scope and research question, the idea of leveraging FEA software 
for variation simulation by QIF is elaborated in Section 3. Section 4 
presents an exemplary implementation of the developed method in 
ANSYS® and its application for statistical structural analysis of assem-
blies with part geometry variations. Section 5 concludes this article 
and gives an outlook on future research work in this field. This article 
focuses on automatic model setup for representing size, location, and 
orientation deviations, assuming an ideal form in FEA — representing 
form deviations is not studied in detail.

2. State of the art and related works

A summary of the relevant background of CAT in Section 2.1 is 
followed by a reflection of FEA-based variation simulation and toler-
ance analysis in Section 2.2. The section concludes with a discussion 
of current research gaps and introduces the research question of this 
article in Section 2.3.

2.1. Simulating product behavior with geometrical variations

Since geometrical part deviations are unavoidable (see Section 1), 
they need to be verified, reduced, and monitored to ensure the final 
product quality when they propagate and accumulate on the assembly 
level [13]. The term deviation of a part refers to the difference between 
the ideal and actual geometry obtained for one single part [14]. Vari-
ation, in contrast, describes the variability of deviation, which occurs 
when producing this part multiple times with the same process [14]. 
The purpose of variation simulation is thus to virtually predict how the 
assembly behaves under and responds to geometrical part variations 
and additional deviations induced by the assembly process [2,15]. To 
limit geometrical variation, product designers specify tolerances, giving 
information on how and to what extent features, i.e., physical portions 
of parts or their virtual representation, are acceptable to be off from 
their nominal size, location, orientation, and form [16]. In contrast to 
variation simulation, the aim of tolerance analysis is thus to verify if the 
specified tolerances can fulfill the quality requirements [17], broken 
down into a set of representative geometrical and non-geometrical 

2 The term GD&T, preferred by the American Society of Mechanical Engi-
neers (ASME), is used in this article without implying that the standards by 
the International Organization for Standardization (ISO) are less functional.
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Key Characteristics (KC), sensitive to variations and critical for prod-
uct performance or aesthetics [18]. Thus, tolerance analysis always 
includes variation simulation but the variation information is derived 
from the tolerance specifications. However, both terms are often used 
synonymously in literature — even though the input differs.

Simulation models By making assumptions and simplifications at 
the feature, part, and assembly level [19], geometrical and behavior 
models are used to establish the link between tolerances, variations, 
deviations, and the KCs [2]. Geometrical models represent the part 
features at their nominal as well as their deviations and variations 
before assembly [2]. For this purpose, specific models have been devel-
oped, which often fall back on general mathematical representations, 
such as vectors, torsors, matrices, point clouds, or meshes [8,20]. 
Behavior models are used to model the interaction between the indi-
vidual parts and features during and after assembly [15]. Displacement 
accumulation methods propagate all feature deviations from part to 
part, amplifying or mitigating each other and, in sum, influencing 
the KCs [15]. Although methods are presented in literature that di-
rectly accumulate the individual tolerance zones [15], displacement 
accumulation is the basis of most CAT software used in industry [8]. 
Performing tolerance analysis using CAT software consequently in-
cludes variation simulation since the information on the tolerance 
zones is internally translated into variations to indirectly analyze the 
tolerances’ impact. Sampling techniques, primarily Monte Carlo Sam-
pling [2], are mostly used to draw statistical conclusions on the whole 
population from a sufficiently large number of samples [21]. Based 
on assumed or known manufacturing distributions [22], a finite set of 
parts, deviating within their tolerance zones in size, location, orienta-
tion, and form, is represented via the geometrical model and randomly 
paired to study the probabilistic product behavior and evaluate the 
KCs [21]. The variations do not necessarily have to be generated based 
on tolerances but can also originate directly from inspection data [2] 
or numerical manufacturing process simulations [23,24]. Although 
sampling lacks efficiency compared to other statistical approaches [25], 
it can be applied to any distribution and model type [2], highly 
nonlinear [26], and implicitly represented via numerical simulation 
represented interrelations [15]. Regarded as a ‘‘panacea’’ [26] for varia-
tion simulation, sampling is preferred in research [2] and implemented 
in common CAT software [8].

Tolerancing and variation information sharing Information on 
the part geometries, tolerances, and variation is needed to set up 
and feed the simulation models. MBD has proven its strengths in 
centralizing most of the information required within one authority 
model [27], where GD&T specifications are directly attached to and 
stored within the 3D CAD model [28]. The annotations, both human-
readable and computer-interpretable and known under the term PMI 
(Product and Manufacturing Information) [29], are semantically linked 
to the geometrical features, facilitating the information-sharing work-
flows between the subsequent downstream applications with multiple 
users and software systems involved [30]. Staying in one mutual soft-
ware landscape helps define a closed information-sharing loop [31] 
and eases collaborative work [12]. However, it is only realistic for 
closed, stringent, and small-scale product development processes [12]. 
Instead, it is common to bridge gaps between CAD and CAT software 
since some, but not all, CAT systems are directly embedded as ap-
plications in CAD [8,32]. Relying on neutral MBD standards fosters 
information-sharing standardization and assures systems interoperabil-
ity [27]. For this reason, the STEP AP242 (ISO 10303-242) and JT (ISO 
14306:2017) standards are used for automating tolerance analysis by 
automatically deriving geometrical models from geometry and GD&T 
information, communicated in a software-neutral format [33]. The 
QIF standard (ISO 23952:2020) has recently drawn attention since it 
supports sharing deviation and variation information along with MBD 
information [34]. Thus, QIF has overlaps with STEP AP242 and JT 
in the MBD part [35] but can also be used for enriching variation 
simulation with real manufacturing information [33] to either make 
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more process-oriented statistical evaluations or to feed digital twins to 
make one-by-one decisions [34]. Literature covers various applications 
and examples exploiting MBD’s potential for tolerancing downstream 
applications based on STEP AP242 [30,36–39], JT [40], and QIF [12,
41–43].

Information sharing is essential when software, not explicitly devel-
oped for CAT but empowered for variation simulation, is used [12]. 
Reasons for not using CAT can be that users lack access to CAT 
software, do not have the knowledge or skills to use it, aim to save time 
since simulation models based on nominal part geometry are already 
set up in software, or need simulation capabilities beyond the scope of 
CAT [10,12,44]. Besides using the parametric geometry representation 
and PMI in CAD, for instance, proposed in [45–47], Computer-Aided 
Engineering (CAE) software, are extended by variation modeling to, for 
example, analyze systems in motion [48–50], perform Computational 
Fluid Dynamics (CFD) simulations [51,52] or carry out structural and 
thermal analysis studies based on FEA [53–55].

2.2. FEA for variation simulation

Though some CAT tools include an FEA solver to model compliant 
parts and contacts [2], FEA software is preferred to analyze non-
geometrical KCs, e.g., stress or temperature distributions in product 
design. In reliability and uncertainty modeling theory, FEA with un-
certainty is addressed under the term stochastic FEA and distinguished 
into intrusive and non-intrusive approaches [57].

Intrusive FEA approaches integrate uncertainty directly into the FE 
equations and the solver [57]. Non-intrusive methods, in contrast, use 
the deterministic FEA code as a black box [58]. They are usually used 
in combination with sampling techniques to iteratively call FEA with 
uncertain inputs to study the stochastic system behavior [57]. Even 
though intrusive FEA is computationally efficient [58], non-intrusive 
FEA is preferably used to map geometrical variations as aleatory, 
i.e., irreducible but modelable, uncertainties [2] due to its ease of 
3 
use. Related works systematically define deviated part geometries as 
varying input and iteratively call the FEA solver to get the probabilistic 
assembly response as an output. Hence, the FE mesh takes over the 
role of the geometrical model representing deviations through node 
displacements, while the numerical solving of the equation system, 
defined by the constraints, contacts between parts, and loads, functions 
as an implicit behavior model. Besides classical Design of Experiments 
(DOE) [59–62], space-filling DOE, primarily Latin-Hypercube [59,63,
64] or Monte Carlo Sampling [53,65–67], is used to either directly call 
the solver or to evaluate pre-trained surrogate models. Since FEA is, 
in most cases, too computationally heavy to run for a sufficiently high 
number of iterations to draw reliable statistical conclusions, surrogate 
modeling is quite common to replace the computational-intensive FEA 
within analysis and optimization loops [54,63–65,67,68]. Besides ge-
ometrical variations, non-geometrical parameters, such as material or 
loads, are considered as uncertainty factors [69].

2.3. Scope of the article

Section 2.2 emphasizes that non-intrusive FEA for variation simu-
lation is a common alternative to CAT software used in academia and 
industry. FEA’s strengths in representing non-rigid assemblies, where 
part deformations and realistic contacts are considered in analyzing 
non-geometrical assembly responses, come with deficits in geometrical 
variation modeling. FEA software is not designed to focus on tolerances 
and variations in the first place. Thus, one major problem is the gap in 
the information-sharing workflow between CAD and FEA [54]. While 
MBD is well-established to automate CAT [33,34], a link to FEA soft-
ware is largely missing. GD&T information from the design phase must 
usually be transferred manually from annotations made in 2D drawings 
or attached to 3D models and translated manually into variations. This 
information is used to vary the mesh either indirectly by adjusting the 
values of the parametric geometry representation of the parts [59] (see 
Fig.  1, strategy (a)) or directly by manipulating individual FE nodes of 
the nominal mesh [70] (see Fig.  1, strategy (b)).
Fig. 1. Representing geometrical part variations in non-intrusive FEA: indirect, parametric strategy (a) vs. direct, discrete strategy (b). The sample part is inspired 
by an example given in ISO 16792:2021 [56]. Deviations are exaggerated.
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Strategy (a) requires a new mesh to be created for each geom-
etry variation, but has the benefit of directly using the parametric 
description of the geometry for variation modeling. However, the pa-
rameterization must often be done manually since the link to CAD 
or its parametrics might be lost when switching to FEA [54], or it is 
unsuitable for deviation modeling [71]. Strategy (b) avoids re-meshing 
the parts for each sample. Still, the tolerance features must initially be 
associated with the respective subsets of mesh nodes to calculate an 
individual translation vector for each node to represent the deviated 
geometry in total. Although multiple methods for node set selection 
are available, a robust automatic mesh segmentation matching the 
tolerance features definitions cannot be guaranteed [54]. In addition, 
geometry is only represented by nodes with three coordinates in the 3D 
Euclidean space, shared and connected by elements. Parametric infor-
mation on the features, such as diameter, axis location, and direction of 
a cylindrical feature, necessary to generate the deviations and calculate 
the node translation, is lacking and needs to be derived.

In summary, a parametric geometry representation is necessary for 
deviation modeling on the one hand, and a discrete representation via 
meshes is necessary for FE on the other. Existing strategies, however, 
have shortcomings in combining both representations simultaneously. 
Motivated to overcome the current lack of interoperability between 
CAD and FEA and the existing barriers in FEA-based variation simu-
lation, this article addresses the research question of how to link CAD 
and non-intrusive FEA to create a seamless and automated variation 
simulation workflow.

3. Empowering non-intrusive FEA for variation simulation
through QIF 3.0

FEA is well-established in product development and follows a 
structured workflow comprising several pre-processing, processing, and 
post-processing steps. In common FEA, considering the geometries as 
ideal, the meshes for the imported part geometries of an assembly 
are first generated. The user defines boundary conditions, constraining 
the degrees of freedom of the parts and describing how the parts 
are allowed to deform or move. External forces and displacements, 
affecting the assembly and causing stress and deformation, as well as 
part materials are added [70]. All information together forms the FE 
model to be solved to analyze the non-rigid part or assembly behavior 
through predefined measures, such as maximum stress or deformation 
(see Fig.  2, left).

By following these steps, the model for the nominal status is set up 
and can be enhanced for variation simulation. As highlighted in Fig.  1, 
non-intrusive FEA methods do not directly incorporate geometrical un-
certainties into the code; they are considered by adjusting the nominal 
FE model. Thus, part deviations can either be added before meshing 
the parts (see strategy (a), Fig.  1) or afterward directly to the mesh 
(see strategy (b), Fig.  1). Strategy (b) is employed in this article as it 
overcomes several drawbacks of strategy (a). An iterative re-meshing 
of each part for each sample would be time-consuming, especially 
for larger parts, and usually unnecessary since only a small number 
of all geometry elements contributing to the overall product quality 
are to be considered as deviating from their nominal. Applying the 
deviations directly to the mesh is further more flexible in considering 
form deviations, as parametric primitives, such as planes and cylinders, 
are analytically described by a small set of intrinsic characteristics. 
Modeling shape deviations with parametric surfaces would require a 
translation of the features into higher-order freeform geometry ele-
ments. Following strategy (b), GD&T information needs, first, to be 
transferred from CAD to FEA software, second, brought into the FE 
model, and, third, translated into variation information to be used to 
represent the variations through a representative number of deviated 
FE meshes (see Fig.  2, right). This strategy is well-aligned with the Skin 
Model Shapes (SMS) concept, a well-established tolerancing model for 
representing geometrical deviations. They typically represent geometry 
4 
deviating from its ideal through a discrete representation, such as 
point clouds or surface meshes, and show their strength in realistically 
representing shape deviations [19]. One possible solution would be 
to start on geometry element level, meshing them independently and 
assembling them into a volume mesh. However, this introduces some 
challenges. Independent surface patches do not share nodes and the 
generated meshes are not optimized for overall volumetric mesh qual-
ity. Creating a high-quality volume mesh from surface patches is more 
complex than starting from a solid mesh and splitting it into patches 
while maintaining connectivity to volume elements. For this reason, a 
nominal mesh, often generated in FEA software [72], is first segmented 
into features before the deviations are simulated feature by feature 
and finally combined to represent a complete part instance [73]. When 
staying within the FEA software, the updated meshes are the varying 
inputs of a set of FE models to be iteratively solved. An additional 
modeling step on the assembly level is needed to mimic the assembly 
process and sequence by bringing the deviated meshes into contact and 
in an assembled state before the product’s behavior can be simulated 
through FEA (see Fig.  2, right). The final result is a discrete probability 
distribution for the characteristics of interest, evaluated using statistical 
measures.

With this general idea of the method, depicted in Fig.  2, in mind, 
Sections 3.1–3.3 analyze the three main steps and introduce solutions 
that foster an automated variation simulation based on MBD. Sec-
tion 3.4 summarizes the main part by focusing on assembly process 
modeling in FEA when dealing with deviated parts. The flange shown 
in Fig.  1 accompanies the sections as a consistent example.

Fig. 2. Proposed workflow for automating FEA-based variation simulation 
through QIF.
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3.1. Bringing information from CAD to FEA

Before information can be used in FEA for variation simulation at 
all, it must be brought into the software. The following section will 
elaborate on bridging the gap between CAD and FEA and explain the 
decision for QIF as MBD standard, building the foundation for the 
subsequent variation simulation steps.

Traditionally, GD&T information is communicated via technical 
drawings. Tolerances are added manually as annotations to the dif-
ferent 2D views, so there is no semantic link, i.e., ‘‘an associative 
relationship between digital elements’’ [56], between the tolerance 
specifications and the corresponding features in the 3D CAD model. 
MBD overcomes this drawback by assigning the tolerance specifications 
directly to the 3D model through PMIs. Along with assembly and part 
geometry information, GD&T information is captured within a single 
authority model and shared with subsequent downstream activities. 
Literature and practice have shown that CAD models enriched with PMI 
significantly increase the automation level of CAT (see Section 2.1). 
Direct and indirect tool interfaces are already available in FEA software 
to link the CAD and FEA environments, where neutral formats are 
preferred when ensuring software-independent interoperability. How-
ever, in contrast to CAT, only geometry and no GD&T information 
is transferred since the latter is irrelevant for FEA with ideal geome-
tries. Although structural differences exist in data models, schema 
language, and details in scope [35,74], all three main MBD standards, 
JT, STEP AP242, and QIF 3.0, are suitable for information sharing 
between CAD and FEA and automating non-intrusive FEA.3

QIF is based on the XML Schema Definition Language (XSDL), 
providing data formatting and naming templates [75]. Thus, all files 
following this language are formatted as XML documents, both human-
readable and machine-interpretable [75]. Unique identification desig-
nators (id) are used to create the semantic links between the individual 
QIF objects. Thus, data elements are not duplicated within a referencing 
object (which is the case in hierarchical models); rather, relationships 
are created, allowing objects to be used multiple times since they 
are decoupled from each other [75]. This concept leads to the name 
‘‘decoupled normalized relationship model’’, which is the fundamental 
of QIF to describe all components topologically and geometrically, their 
arrangement within assemblies, to be enriched with additional quality-
related information [75]. Fig.  3 illustrates the basic structure of QIF. 
QIF is based on the Boundary Representation (BREP) method [75]. 
Each part is characterized by at least one <𝙱𝚘𝚍𝚢>, which is itself a 
𝚂𝚎𝚝 of oriented <𝚂𝚑𝚎𝚕𝚕> elements as a collection of connected <𝙵𝚊𝚌𝚎>
elements.4 A <𝙵𝚊𝚌𝚎> is, in turn, defined through a reference to a 
geometrical <∗𝚂𝚞𝚛𝚏𝚊𝚌𝚎𝟸𝟹> and at least one outer <𝙻𝚘𝚘𝚙> plus optional 
inner loops. A <𝙻𝚘𝚘𝚙> consists of at least one <𝙴𝚍𝚐𝚎> that references 
a geometrical <𝙲𝚞𝚛𝚟𝚎> and whose start and end are each given as a 
<𝚅𝚎𝚛𝚝𝚎𝚡> that references a geometrical <𝙿𝚘𝚒𝚗𝚝> element (see Fig.  3, 
left).

These elements, therefore, specify the parts’ topology, defining 
how the geometry objects are connected and delimited [75]. The 
<𝙶𝚎𝚘𝚖𝚎𝚝𝚛𝚢𝚂𝚎𝚝> collects all objects that describe the actual geometry 
shape, classified according to their dimension into points, curves, and 
surfaces [75] (see Fig.  3, left).

QIF further uses three groups to represent GD&T specification: 
<𝙲𝚑𝚊𝚛𝚊𝚌𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌𝚜>, <𝙵𝚎𝚊𝚝𝚞𝚛𝚎𝚜>, and <𝙳𝚊𝚝𝚞𝚖𝚁𝚎𝚏𝚎𝚛𝚎𝚗𝚌𝚎𝙵𝚛𝚊𝚖𝚎𝚜> (see
Fig.  3, right). A characteristic is defined as ‘‘a control placed on an 
element of a feature’’ [75]. Hence, <𝙲𝚑𝚊𝚛𝚊𝚌𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌𝙸𝚝𝚎𝚖𝚜> apply tol-
erances to an individual feature by referencing a <∗𝙲𝚑𝚊𝚛𝚊𝚌𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌−
𝙽𝚘𝚖𝚒𝚗𝚊𝚕>, which itself links to a <∗𝙵𝚎𝚊𝚝𝚞𝚛𝚎𝙽𝚘𝚖𝚒𝚗𝚊𝚕> and a <∗𝙲𝚑𝚊𝚛𝚊𝚌−
𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌𝙳𝚎𝚏𝚒𝚗𝚒𝚝𝚒𝚘𝚗> entity. The latter contains information on toler-
ance type, value, zones, etc., and references a <𝙳𝚊𝚝𝚞𝚖𝚁𝚎𝚏𝚎𝚛𝚎𝚗𝚌𝚎𝙵𝚛𝚊𝚖𝚎>

3 In this article, QIF is considered in its third version, QIF 3.0. For better 
readability, it is just named QIF.

4 The suffix 𝚂𝚎𝚝 indicates groups of " 𝚗 = # " elements of the same type.
5 
element, composed of multiple single <∗𝙳𝚊𝚝𝚞𝚖> elements in case 
of a location or orientation tolerance and can be reused by multi-
ple <∗𝙲𝚑𝚊𝚛𝚊𝚌𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌𝙽𝚘𝚖𝚒𝚗𝚊𝚕> elements, which define ‘‘information 
unique to a particular instance of a feature’’ [75].

Following the same logic, <∗𝙵𝚎𝚊𝚝𝚞𝚛𝚎𝙽𝚘𝚖𝚒𝚗𝚊𝚕> elements reference 
<∗𝙵𝚎𝚊𝚝𝚞𝚛𝚎𝙳𝚎𝚏𝚒𝚗𝚒𝚝𝚒𝚘𝚗> elements with additional detailed feature in-
formation but also may trace back to one or multiple topology ele-
ments, such as <𝙵𝚊𝚌𝚎> elements via <𝙴𝚗𝚝𝚒𝚝𝚢𝙸𝚗𝚝𝚎𝚛𝚗𝚊𝚕𝙸𝚍𝚜> (see Fig. 
3, right).

Splitting characteristic and feature information into items, nomi-
nals, and definitions ensures reusability through shareable elements 
(definitions) and ambiguity through non-shareable elements (nominals) 
(see [75] for more details).

Since QIF is designed from a quality inspection perspective, it covers 
in total seven application areas – the MBD information presented so 
far is only one of them – to capture information from design and 
inspection within one unified file and format. Hence, files can be 
augmented with measurement results and fed back to the simulation, 
such as FEA, as presented in [41]. Since the feature-based logic of pre-
measurement and post-measurement PMI is harmonized [75], the same 
methods and algorithms can be used to bring virtually generated or 
measured deviations into simulation applied in product design as well 
as realization stages [12,34].

Though the availability of direct export functionalities in CAD is 
currently limited,5 open access source code bindings in C++, C#, and 
Python™ support the implementation of reading and writing function-
alities of QIF files [80]. Since existing STEP AP242 and JT interfaces in 
FEA software typically only offer the possibility to exchange geometry, 
it is, in any case, necessary to establish a way to bring GD&T informa-
tion into FEA. For this reason and due to the aforementioned strengths 
of QIF, QIF is selected over STEP AP242 and JT for variation simulation 
and is therefore used as the MBD standard to link CAD and FEA in this 
article.

After the 3D CAD models with semantically annotated GD&T infor-
mation are exported as QIF, the first step to empower the FE model for 
variation simulation is to read and parse the files (see Fig.  2). QIF’s nor-
malized decoupled relationship model is beneficial for systematically 
navigating through the ASCII-based file, hopping from one element to 
another using the identifiers as linkages, and extracting all relevant 
information needed for the subsequent variation simulation steps.

3.2. Mapping information from QIF to FE meshes based on parameter 
spaces

After the GD&T information shared via QIF is extracted, it must be 
translated into variation information to set up the geometrical model 
for variation simulation (see Fig.  2). As discussed in Section 3.1, GD&T 
information is expressed via characteristics, features, and datum refer-
ence frames, interrelated and commonly linking to parametrically de-
scribed curve or surface elements indirectly via the
<𝙴𝚗𝚝𝚒𝚝𝚢𝙸𝚗𝚝𝚎𝚛𝚗𝚊𝚕𝙸𝚍𝚜> in the <∗𝙵𝚎𝚊𝚝𝚞𝚛𝚎𝙽𝚘𝚖𝚒𝚗𝚊𝚕> elements (see Fig. 
3). In FEA, BREP geometry is not directly used. It must be translated 
into a discrete representation, a surface or volume mesh with a finite 
number of connected elements and nodes. As explained in Section 3, 
this article follows the strategy of manipulating the nominal mesh to 
model geometrical deviations (see strategy (b) in Fig.  1). Following 
this strategy requires that the GD&T information is already linked to 
the nominal FE mesh to bring variation into the simulation model (see 
Fig.  2). Otherwise, the user has to manually transfer this information 

5 A few CAD software, for instance, ANSYS® Discovery™ SpaceClaim® [76] 
or Autodesk® Inventor® [77], recently started to offer direct QIF import 
and export functionalities. In addition, third-party translators, for instance, 
Capvidia MBDVidia [78] or Elysium [79], can be used to convert native CAD 
formats into QIF.
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Fig. 3. Schematic illustration of the MBD information model in QIF carrying information on part topology, geometry, and GD&T annotations freely adopted 
from [34]. The prefix ’*’ marks substitution groups with different substitutes specified in XSDL.
to the respective portions of the mesh. A valid mapping strategy 
that automates this process has been presented in [34]. It uses point 
registration algorithms to automatically segment surface meshes into 
QIF faces as underlying geometry elements for the topological faces to 
inherit the link to the GD&T information [34]. Though it has proven 
its suitability, a new mapping strategy is introduced in this section. 
The method presented will bring additional value for the subsequent 
deviation modeling, discussed in Section 3.3, and is the core for an 
automated FE-based variation simulation.
6 
In QIF, all parametric surfaces are described in a 2D parameter 
space Ω0 ⊆ R2, where ‘‘each point is defined as a pair (𝑢, 𝑣)’’ [75] 
(see Fig.  4). All pairs (𝑢, 𝑣), lying inside lower and upper domain limits 
𝑢lb∕ub, 𝑣lb∕ub, are mapped to the 3D Euclidean space R3 via a mapping 
function 𝐒𝑗 (𝑢, 𝑣), where ‘‘each point is defined as a coordinate triplet 
(𝑥, 𝑦, 𝑧) specified in a right-handed Cartesian coordinate system’’ [75]: 

𝐪 = 𝐒𝑗 (𝑢, 𝑣), 𝐪 = (𝑥, 𝑦, 𝑧). (1)
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Fig. 4. Correspondence between 2D parametric and 3D Euclidean space in 
QIF to describe geometrical surfaces inspired by [75].

For this reason, QIF surfaces have the suffix ‘23’ in their name, such 
as <𝙿𝚕𝚊𝚗𝚎𝟸𝟹> or <𝙲𝚢𝚕𝚒𝚗𝚍𝚎𝚛𝟸𝟹>.

Inverting the mapping function Eq. (1) maps points from the Eu-
clidean space back to the parameter domain (see Fig.  4): 
(𝑢, 𝑣) = 𝐒−1𝑗 (𝐪). (2)

The inverse function in Eq. (2) can thus be used to verify whether 
a given point 𝐪∗ = (𝑥∗, 𝑦∗, 𝑧∗) in the physical space, for instance, a 
mesh node, belongs to a surface 𝐒𝑗 . This relation is fundamental to the 
developed method of identifying QIF faces in FE meshes. The workflow 
consists of five main steps, explained in general in the following and 
illustrated in Fig.  5–9 for a planar face of the flange.
Step 1: Surface mesh extraction

The aim is to map QIF faces to the FE mesh surface. Hence, first, 
all surface elements Γ of a mesh  , composed of a set of elements , 
need to be identified. This step is obsolete for shell meshes and optional 
for volume meshes, but reasonable for computing times since the nodes 
to be mapped are restricted to only mesh nodes on the surface.

A polyhedral FE volume element 𝐾 ∈  is characterized through a 
set of element nodes 𝐾 and faces 𝐾 [81] (see Fig.  5)  and can be 
written as: 
𝐾 =

(

𝐾 ,𝐾
)

, 𝐾 =
{

𝐹𝑖 ⊂ 𝐾 ∣ 𝑖 = 1,… , 𝐼
}

. (3)

The node set 𝐾 of an element 𝐾 represents a subset of all mesh 
nodes  : 
𝐾 =

{

𝐪𝑗 ∈  ∣ 𝑗 = 1,… , 𝐽
}

. (4)

The number of FE faces defines the element type and the number 
of nodes. Common elements are tetrahedrons, |𝐾 | = 4, |𝐾 | = 4, and 
hexahedrons, |𝐾 | = 6, |𝐾 | = 8 [82].

A face 𝐹  of 𝐾 is a surface element, i.e., part of the boundary 𝜕𝐾, if 
not shared with any other element 𝐾 ′ within the mesh   [83]. The set 
of all surface element faces is thus defined as: 
Γ =

⋃

𝐾∈

{

𝐹 ∈ 𝜕𝐾 ∣ ∀𝐾 ′ ∈  , 𝐾 ′ ≠ 𝐾 ⇒ 𝐹 ∉ 𝜕𝐾 ′} . (5)

The set of surface nodes Γ to be considered for the mapping is 
thus given as (see Fig.  5): 
Γ =

⋃

𝐹∈Γ

𝐹 . (6)
7 
Fig. 5. Mapping surface and GD&T information from QIF on FE meshes. 
Step 1: Surface mesh extraction.

Step 2: Inverse mapping of FE mesh nodes
The identified set Γ is now mapped from R3 to the QIF surface pa-

rameter space R2 using the inverse of the parametric surface equations 
as introduced in Eq. (2). A closed-form solution for the inverses exists 
for all QIF primitives with regular shapes, such as planar, cylindrical, 
conical, spherical, and toroidal surfaces. Appendix  A summarizes the 
inverse mapping functions of primitives with the corresponding QIF 
elements as inputs.

For more irregular shapes, represented as non-uniform rational basis 
spline (Nurbs) surfaces, finding analytic solutions for the inverse 𝐒−1𝑗  is 
complex, and, if possible, depending on the degree of the surface [84]. 
Therefore, inverse evaluations are usually performed numerically to 
find a solution within a desired tolerance [84]. Numerical optimization 
maps the nodes to a Nurbs parameter domain by finding a pair (𝑢∗, 𝑣∗), 
which mapping 𝐒𝑗 (𝑢∗, 𝑣∗) to R3 is sufficiently close to a mesh node 
𝐪 [85]: 
(𝑢∗, 𝑣∗) = argmin

(𝑢,𝑣)∈[0,1]2
‖𝐒𝑗 (𝑢, 𝑣) − 𝐪‖2. (7)

The non-linear optimization problem in Eq. (7) is solvable with 
standard algorithms such as Newton–Raphson-Method [85]. As a result 
of Step 2, all mesh nodes are represented in the parameter space of 
surface 𝑗 (see Fig.  6). After step 2, each surface mesh node is positioned 
within the parameter space of the surface 𝐒𝑗 in focus.

Fig. 6. Mapping surface and GD&T information from QIF on FE meshes. 
Step 2: Inverse mapping of FE mesh nodes.

Step 3: Geometrical proximity test
Even though all mesh nodes can be represented within a parameter 

space of one surface, it does not mean they are part of the surface. A 
projected node (𝑢∗, 𝑣∗) lies only on the surface 𝐒𝑗 (𝑢, 𝑣) when it is close 
to the original point 𝐪∗ represented in the 3D space. Mathematically 
spoken, this means that the geometrical orthogonal distance 𝑑 along 
the surface normal 𝐧(𝑢∗, 𝑣∗) between the original point 𝐪∗ and the node 
projected to 2D and back to 3D via 𝐒𝑗 (𝑢∗, 𝑣∗) needs to be sufficiently 
small, i.e., smaller than a reasonable numerical tolerance 𝜖 [86,87]: 
𝑑(𝐪) = |

|

|

(

𝐪 − 𝐒𝑗 (𝑢, 𝑣)
)

⋅ 𝐧(𝑢, 𝑣)||
|

< 𝜀. (8)

Only nodes that hold the condition in Eq. (8) are spatially close to 
the surface and considered in Step 4 (see Fig.  7).
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Fig. 7. Mapping surface and GD&T information from QIF on FE meshes. 
Step 3: Geometrical proximity test.

Step 4: Trimmed domain test
The surface parameter space is defined by its domain Ω0

𝑗 , rectangu-
lar shaped by the boundaries of (𝑢, 𝑣) [75,86]: 

Ω0
𝑗 =

{

(𝑢, 𝑣) ∣ 𝑢lb𝑗 ≤ 𝑢 ≤ 𝑢ub𝑗 , 𝑣lb𝑗 ≤ 𝑣 ≤ 𝑣ub𝑗
}

. (9)

Ω0
𝑗  does not necessarily have to be, but might further be constrained 

by an outer boundary Γ0 and inner boundaries Γ𝑖, denoted as Ω𝑗 . The 
boundaries are on the topology level represented as loops, composed 
of multiple edges (see Fig.  3), trimming the surface to its final physical 
shape [75].

On the geometry level, a closed loop is represented by a union set of 
connected, non-intersecting curve segments 𝛾, for instance, linear seg-
ments, circular or conic arc curves, or splines [86]. Curve segments are 
in QIF described in a 1D parameter space, linked to the 3D Euclidean 
space, and referenced by the <𝙵𝚊𝚌𝚎> element [75]. The 3D curves can 
be represented in the surface 2D parameter space through a number 
of discrete points mapped to Ω0

𝑗  via 𝐒−1𝑗 . Hence, a face’s outer Γ0 and 
inner boundaries Γ𝑖 are defined within the surface parameter domain 
Ω0 ⊂ R2 as follows: 

Γ0∕𝑖 =
𝑛
⋃

𝑜=1
𝛾0∕𝑖,𝑜, 𝑜 = 1,… , 𝑛, (10)

where 𝑖 is the index of the inner boundary and 𝑜 is the index of the 
curve segments in total forming one boundary.

Thus, a mapped mesh node (𝑢∗, 𝑣∗) ∈ Ω0
𝑗  finally belongs to the face 

𝑗 if and only if it is within the trimmed domain Ω𝑗 : 

(𝑢∗, 𝑣∗) ∈ Ω𝑗 = region(Γ0) ⧵
𝑛
⋃

𝑖=1
region(Γ𝑖). (11)

The condition given in Eq. (11) can be expressed as a point-in-
polygon (PIP) problem, where the task is to check whether a given 
point lies within a closed polygon [88]. PIP is a common problem in 
computational geometry that can be solved with the help of the even–
odd rule or winding number algorithm [88]. As a result, only mapped 
points identified within the trimmed domain Ω𝑗 are further considered 
in the final step, in total forming the subset Ω𝑗

⊂ Γ (see Fig.  8).

Fig. 8. Mapping surface and GD&T information from QIF on FE meshes. 
Step 4: Trimmed domain test.
8 
Step 5: Element faces mapping
An element face 𝐹𝐾 belongs to the QIF face (see Fig.  9) if all 

its nodes (linear tetrahedrons: 3, linear hexahedrons: 4 [82]) were 
identified in Step 4. Hence, a QIF face is represented in   through the 
identified set of element faces with their corresponding nodes: 

Ω𝑗
∶=

{

𝐹 ∈ Γ ∣ 𝐹 ⊂ Ω𝑗

}

. (12)

Repeating Steps 2–5 for all faces of a QIF body automatically splits 
the entire surface of a FE mesh Γ into subsets of element faces, and 
each element face is uniquely mapped to only one QIF face: 
𝑖 ∩ 𝑗 = ∅; ∀ 𝑖, 𝑗 = 1,… , |Γ|; 𝑖 ≠ 𝑗. (13)

Fig. 9. Mapping surface and GD&T information from QIF on FE meshes. 
Step 5: Element faces mapping.

Fig.  10 illustrates the mapping results for the entire flange. The 
proposed method is based on the premise that the coordinate system 
of the part represented in QIF is aligned with the mesh’s coordinate 
system. However, this is guaranteed if the pre-mesh geometry is derived 
from the given QIF file or another derivative of the same initial model. 
The mapping is independent of the mesh size or quality, which will 
only impact the computing time needed.

Since the meshed faces are associated with the surfaces, and the 
features linked to these surfaces are coupled to the characteristics (see 
Fig.  3), the corresponding surface points and elements are indirectly 
connected to the characteristics and inherit the GD&T information from 
the QIF file.

Besides systematically transferring the GD&T information from QIF 
to the FE mesh, part geometry is now represented in the 3D Euclidean 
and 2D parameter space. A hybrid representation model was created 
along the way and will prove helpful in the next simulation step.

3.3. Generating deviated FE meshes based on QIF MBD and GD&T infor-
mation

After mapping the required information on the mesh, it must be 
translated into a set of deviations to analyze the assembly response (see 
Fig.  2). Following strategy (b) from Fig.  1, deviations are generated 
by applying displacements to the nominal node position 𝐪𝑖, creating 
a shift to its deviated position 𝐪′𝑖 . Hence, it is necessary to identify an 
individual displacement vector 𝜹𝑖 for each node 𝑖. First, this implies that 
the respective portions in the mesh are known. The mapping method 
presented in Section 3.2 already segmented the nominal mesh into its 
QIF face elements and linked the required information to the respective 
mesh portions and their nodes to model the deviations (see Fig.  2). 
Second, the set of deviated nodes in total needs to represent a feature 
deviation within the tolerance zone.
Modeling deviations on feature level

Various methods for modeling deviations through points and meshes
have been proposed in the literature over the years, primarily within 
the context of SMS. Deviations are modeled face by face and recom-
bined at the end to represent a part with deviated geometry throughout 
the entire mesh [73]. SMS aim to realistically model the shapes of 
the parts through systematic and random deviations applied to the 
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Fig. 10. Mapping results for the flange part from Fig.  1. Each QIF face is linked to a set of FE mesh nodes and elements as subsets of the nominal FE mesh.
individual surfaces while assuring that they, in total, lie within the 
tolerance zones of the features [72]. The Small Displacement Torsor 
(SDT) concept is one potential way to control the location and ori-
entation deviations of the meshed surfaces [89]. The SDT concept, 
introduced in the 1990s [90], is well-established in feature-based 
9 
variation simulation, for instance, used in the Unified Jacobian-Torsor 
Model [91], is implemented in proprietary CAT software [92–94] 
and has shown its potential as the basis for an automated derivation 
of feature deviations from PMI annotations communicated through 
STEP AP242 [36]. Assuming that deviations are comparatively small to 
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the nominal dimensions, the deviation of a feature can be described by 
two sets of vectors, comprising three rotational and three translational 
entries in correspondence to the six potential degrees of freedom of a 
rigid body [17,89,95]: 
τ = (𝜇, 𝜈, 𝜔, 𝛼, 𝛽, 𝛾) (14)

The tolerance zone represents the space of all acceptable deviations 
from the ideal feature, and its shape depends on the feature type and 
the specified tolerances [96]. Thus, it defines geometrical constraints 
on the torsor, leading to correlations between their entries and limiting 
their magnitude [89]. The SDT concept is used in the following to trans-
late the tolerance specifications into nodal displacements, exploiting 
the established semantic link between GD&T information, QIF faces, 
and meshed face elements, the discrete FE counterparts of the QIF 
faces (see Fig.  11).

First, the tolerance zone of the feature of interest is derived based on 
the information carried within the <𝙵𝚎𝚊𝚝𝚞𝚛𝚎> and
<𝙲𝚑𝚊𝚛𝚊𝚌𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌> elements, being compliant with the tolerancing 
standard defined in the <𝚂𝚝𝚊𝚗𝚍𝚊𝚛𝚍> element. Within this tolerance 
zone, the meshed surface is allowed to deviate, where randomly sam-
pled torsor screw values represent one feature deviation. Geometrical 
constraints ensure that the torsor complies with the tolerance zone. Fig. 
11(a) illustrates the tolerance zone for a <𝙿𝚕𝚊𝚗𝚎𝙵𝚎𝚊𝚝𝚞𝚛𝚎𝙸𝚝𝚎𝚖> of the 
flange with a position tolerance 𝑡p based on the QIF information shown 
at the top of Fig.  11.

The deviation is a combination of one translational displacement 𝜔
in 𝑧-direction as well as rotational displacements 𝛼, 𝛽 around 𝑥- and 
𝑦-axis of the local feature coordinate system [89]. The rotations 𝛼 and 
𝛽 are dependent on 𝑡 and the length and width of 𝑎 and 𝑏 of the plane. 
Mathematically, the deviation is defined as follows [89]: 
τ = (0, 0, 𝜔, 𝛼, 𝛽, 0) (15)

with:

− 𝑡∕2 ≤ (𝛽 ⋅ 𝑥 + 𝛼 ⋅ 𝑦 + 𝜔) ≤ 𝑡∕2 (16)

𝜔 ∈ [−𝑡∕2; +𝑡∕2] (17)

𝛼 ∈ [−𝑡∕𝑎; 𝑡∕𝑎] (18)

𝛽 ∈ [−𝑡∕𝑏; 𝑡∕𝑏] (19)

Mathematical descriptions for the zones of all standard geometrical 
tolerances specified to regular features, including additional informa-
tion, such as material condition requirements, have been elaborated in 
the past and can be found in the literature, for instance, in [95,96].

In the next step, the SDT is used to modify the parametric de-
scription of the surface 𝐒𝑗 (𝑢, 𝑣). For the given <𝙿𝚕𝚊𝚗𝚎𝟸𝟹> surface, the 
sampled translational displacement 𝜔 corresponds to the displacement 
of the plane’s origin 𝐩0 (<𝙾𝚛𝚒𝚐𝚒𝚗>), the rotational displacements 𝛼, 𝛽
affect the two perpendicular in-plane direction vectors 𝐝𝑢, 𝐝𝑣 (<𝙳𝚒𝚛𝚄>, 
<𝙳𝚒𝚛𝚅>) (see Fig.  11b).

Finally, the deviations need to be mapped on the respective mesh 
portions. As a result of the inverse mapping, each element face 𝐹  with 
its nodes is described in both the 2D surface parameter and the 3D 
Euclidean space (see Section 3.2, Step 2). Hence, the new positions 
of the nodes in the 3D Euclidean space can be derived by evaluating 
the modified function 𝐒′𝑗 (𝑢, 𝑣). In doing so, a meshed face is translated 
and rotated, utilizing the sampled SDT entries, which ensures that all 
points lie within the specified tolerance zone. The node displacement 
𝜹𝑖 corresponds to the vector pointing from the initial node position 
𝐪𝑖 = 𝐒𝑗 (𝑢𝑖, 𝑣𝑖) to the displaced one 𝐪′𝑖 = 𝐒′𝑗 (𝑢𝑖, 𝑣𝑖) (see Fig.  11c): 

𝜹𝑖 = 𝐒′𝑗 (𝑢𝑖, 𝑣𝑖) − 𝐒𝑗 (𝑢𝑖, 𝑣𝑖). (20)

The same logic can be used to model size deviations. Suppose 
size tolerances are applied to so-called features of size. In that case, 
they directly control the dimension of one feature, such as the di-
ameter of a cylinder via a <𝙳𝚒𝚊𝚖𝚎𝚝𝚎𝚛𝙲𝚑𝚊𝚛𝚊𝚌𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌𝙳𝚎𝚏𝚒𝚗𝚝𝚒𝚘𝚗>, or 
10 
Fig. 11. Applying deviations through individual node displacements in the 
associated mesh subset exploiting the semantic link between the mesh, the 
QIF face, and the GD&T information established by the mapping presented in 
Section 3.2.

indirectly the distance between two elements, such as two opposing 
planes via a <𝚆𝚒𝚍𝚝𝚑𝙲𝚑𝚊𝚛𝚊𝚌𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌𝙳𝚎𝚏𝚒𝚗𝚝𝚒𝚘𝚗> [97]. Size deviations 
of cylindrical and spherical features of sizes can be covered by adjusting 
the underlying parameters, the intrinsic characteristics, of the surface 
function 𝐒′ (𝑢, 𝑣), leading to an offset of the faces in the surface normal 
𝑗
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Fig. 12. Workflow to consider correlations and dependencies between the individual features when generating deviated FE meshes. Exemplarily illustrated for 
the tolerance specification of the flange given in Fig.  1.
direction at each point (𝑢, 𝑣).6 Size tolerances specified to two opposing 
planes control the distance between them and ambiguously define the 
location of the tolerance features. Thus, size variations can be modeled 
in different ways, for example, by offsetting one or both planes in 
their normal direction by modifying their nominal position <𝙾𝚛𝚒𝚐𝚒𝚗>. 
The deviated meshes are generated by feeding the resultant surface 
functions 𝐒′ with the face nodes’ 𝑢, 𝑣 values.

When modeling deviations, correlations between the tolerance
zones of a single feature and part features must be considered [40,98]. 
Applying multiple tolerances to one feature is common to control 
its size, location, orientation, and form. Multiple tolerances lead to 
correlated tolerance zones since a position tolerance, for instance, 
limits location, orientation, and form [98]. For example, additional 
orientation and form tolerances impose stricter limits on the feature’s 
orientation and form, which must be considered when generating 
the deviated meshes to ensure conformity with all specified toler-
ances. At part level, correlations can occur when multiple features 
share a mutual tolerance zone (specified as common zone (CZ) within 
the feature control frame [16] and represented in QIF within the 
< ∗ 𝙲𝚑𝚊𝚛𝚊𝚌𝚝𝚎𝚛𝚒𝚜𝚝𝚒𝚌𝙳𝚎𝚏𝚒𝚗𝚒𝚝𝚒𝚘𝚗>) or orientation and location toler-
ances reference to datum feature reference frames with a set of datums, 
deviating from their ideal [63]. For these reasons, the sequence of 
generating the deviated features matters. It is reasonable to first model 
the features that form the datum reference frames, starting with the 
independent datums and gradually generating the deviations for the 
others, considering their dependencies at both the part and feature 
levels. In case of the flange (see Fig.  1, top), the planar bottom face is in-
dependent and forms datum A, which is referenced by both cylindrical 
bores, sharing a common tolerance zone and defining datum B (see Fig. 
12, left). After that, the deviations for all other tolerances referencing 
the datum reference frames can be derived considering the correlations 
on part and feature level (see Fig.  12, right). For the flange example, 
the position tolerances for both planar features are dependent on the 
deviated feature representing datum A, while the position tolerances 
of the two holes are dependent on the features linked to datum A 
and B, but also on each other since they share a mutual tolerance 

6 These types of features of size are shape-invariant under offsetting [97]. 
Offsetting the surfaces leads to the same result as scaling the features [97]. 
Hence, modifying the radius or diameter of the QIF surfaces corresponds to 
a scaling operation, resulting in a shape-invariant offset of the discrete mesh 
portion.
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zone (indicated by CZ in the control frame). In addition, the position 
tolerance and the size zone tolerance are coupled by the maximum 
material condition M  (see Fig.  12, right). The clear structure in QIF 
and the links between the elements (see Fig.  3, right) help automatically 
navigate the part tolerance specification and systematically generate 
the correlated mesh deviations. The sequence can thus be derived 
automatically.

Following the proposed strategy, size, location, and orientation 
deviations can automatically be mapped onto mesh portions, assuming 
an ideal form of the surfaces. If non-ideal shapes, deviating from their 
nominal shape within form tolerance zones, are to be represented, 
more sophisticated shape modeling methods are to be integrated into 
the proposed method. This article is limited to size, location, and 
orientation deviations and does not study how to generate FE meshes 
with form deviations based on QIF. One promising solution can be to 
calculate an additional set of node displacements and to superimpose 
them with the ones for location, orientation, and size, as proposed 
in [89,99].
Combining deviated features on part level

However, the decomposition of deviation modeling into a set of 
feature-wise translations of the GD&T information into deviated mesh 
surfaces has the drawback that individual surfaces must be recom-
bined into a single mesh of each part. The emerging challenges are 
gaps resulting from shared edges, intersections [73], and degenerated 
meshes since only surface nodes at the feature level are affected by 
node displacements (see Fig.  13, top). The former is a known issue in 
SMS modeling and is resolved by local or global methods for mesh reg-
ularization [73]. Local methods conduct the regularization after adding 
the deviation to the nominal model [72]. Global methods combine 
deviation addition and regularization into one step [73]. This article 
proposes a two-step local- and global mesh regularization procedure.

The sampled node deviations for more than one face must be 
accumulated at the connecting edges. In the given example, the planar 
and the cylindrical mesh portions are sampled individually, leading 
to two sets of displacement vectors for the edge nodes Ω𝑖

∩ Ω𝑗
. 

Though deviations are small compared to the nominal dimensions, 
the principle of vector addition is not applicable [73]. Instead, new 
common edges as an intersection between the deviated features need 
to be obtained [73]. Neglecting shape errors, the intersection lines 
can be derived analytically with the help of mathematical standard 
operations on the updated descriptions for the involved surfaces 𝐒′ (see 
the red-colored edges for the cylindrical and planar face of the example 
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Fig. 13. Regularization of degenerated meshes — local method applied on 
face level. Exemplarily illustrated for the top plane and cylindrical face of the 
flange. Deviations are exaggerated.

in Fig.  13). Depending on the deviations’ magnitudes and the mesh 
density, solely updating the vertex positions can lead to intersected and 
stretched elements within the sampled surface mesh portions, which 
need to be resolved before further processing (see, for example, the 
parameter domain of the cylindrical feature in Fig.  13). Instead of 
considering the problem in the 3D Euclidean space, this step can be 
carried out in the 2D parameter domain. The nodes are thus only moved 
on the respective surface by deriving a new set of 𝑢′, 𝑣′ parameters, 
while preserving the 3D mesh connectivity. The boundary nodes of 
the face element define a set of fixed Dirichlet boundary constraints, 
and the nodes forming the new intersection curves function as nodal 
12 
displacements in the 2D parameter spaces, bringing the deformation 
of the mesh within the domain. The 2D mesh regularization problem 
can be solved, for instance, using Laplacian mesh regularization [100], 
spring analogy models [101], or filtering based on the center of gravity 
of neighboring nodes [102].

The resulting new 𝑢′, 𝑣′ parameters are finally fed back into the 
deviated surface functions 𝐒′(𝑢, 𝑣) (see Fig.  13, bottom), leading to 
the desired sampled deviation (see Eq. (20)) and an additional slight 
repositioning of the node on the surface of the respective mesh por-
tions. It should be noted that the deviations are exaggerated in Fig. 
13 for illustration. The deviations are comparatively small, and mesh 
deformations are small compared to the nominal mesh dimensions.

The nodal displacements are applied on the part’s surface, but they 
also influence the mesh quality in the interior of the part. Thus, a 
second global regularization step is needed. For volume mesh regular-
ization, an iterative [103] or direct [73] application of FEA analysis 
is common, depending on the existence of a one-to-one relationship 
between input and output mesh.

For variation simulation using QIF, just sampled nodes exhibit ini-
tial displacements. In contrast, nodes in non-deviated surface domains 
should stay consistent with the initial model’s outer boundary. By ex-
cluding surface nodes, the optimization approach [104] satisfies these 
requirements by introducing the disadvantage of high-dimensional in-
put fields for optimization and therefore increases computational effort 
for complex 3D models. As FEA models are used for mesh creation, all 
necessary information is available to perform part-level FEA analyses.

For this purpose, the set of all surface nodes Γ lying on the surface 
boundary 𝜕𝐾 of the mesh   is divided into sampled surface nodes  s

Γ
and non-sampled surface nodes  ¬s

Γ . The positions of the non-sampled 
surface nodes are not changed, avoiding random changes in their 
positions and thus violations of GD&T definitions. As a consequence, 
they are used as FEA displacement load by adding the nodal-based 
deviation vectors 𝜹𝑖 to the respective node coordinates 𝐪𝑖 ∈  s

Γ. Each 
non-sampled surface node 𝐪𝑖 ∈  ¬s

Γ  is constrained such that movement 
in the node’s normal direction 𝐧𝑖 is locked and just in-plane corrections 
are allowed (see Fig.  14). The normal vectors 𝐧𝑖 for each node 𝑖 are 
obtained mesh-based by taking the normalized mean of all normal 
vectors 𝐧𝑘 of the surfaces ¬s

Γ  adjacent to one node [105,106]: 

𝐧𝑖 ∶=

∑

𝑘∈¬s
Γ
𝐧𝑘

‖

‖

‖

∑

𝑘∈¬s
Γ
𝐧𝑘

‖

‖

‖

∀𝐪𝑖 ∈  ¬s
Γ . (21)

As edge nodes are adjacent to at least two surfaces, they are locked 
in two directions, allowing only movement in the tangent direction of 
the edge. After solving the linear system of equations, the displacement 
vector for each volume mesh node is used to update the node positions 
in the following computation of the actual behavior model. Fig.  14 
illustrates the global FEA method applied to the flange part as a second 
mesh regularization step.

The method’s limitations arise at edges between all sampled and 
non-sampled features because the displacement vectors of their nodes 
are strictly taken as load without further degrees of freedom. If not 
considered during local mesh regularization, this can lead to gaps and, 
thus, unacceptably high element deformations and incomputable FE 
models.

3.4. Assembling deviated part meshes

So far, the previous sections showed how deviated meshes can 
automatically be generated using QIF. To propagate the deviations from 
the part to the assembly level, the deviated volume meshes for each 
part obtained by the regularization approach must be brought into 
contact with each other (see Fig.  2). As the part meshes are defined 
in their local coordinate systems to relate them to the corresponding 
face and feature definitions in QIF, they must first be transformed into 
the global coordinate system and second virtually assembled according 



M. Roth et al. Computer-Aided Design 191 (2026) 104003 
Fig. 14. Regularization of degenerated meshes — global FEA method ex-
emplarily applied on part level by using the displacements and constraints 
visualized by the vectors in the upper part to obtain the deformed lower part. 
Deviations are exaggerated.

to given assembly sequences and conditions. Suitable methods to bring 
deviated meshes in contact have been proposed in the SMS context, 
such as in [107–111], and can be used for FEA-based variation simu-
lations. Simulating assembly processes under geometry uncertainties is 
a research field by itself, and a detailed discussion would go beyond 
the article’s scope and shift its focus. Nevertheless, the following brief 
insights highlight the importance of the assembly process simulation 
step.

Assembly process simulation
Bringing two parts into contact requires defining a sequence of 

assembly moves, characterized by joints with mating surfaces and con-
ditions (e.g., fixed, sliding, or floating [109]), that sufficiently reflects 
the assembly conditions given in reality but can still be handled in 
reasonable computing times. Suppose a second part, a pin, is mounted 
to the deviated flange from Fig.  14. First, the pin is guided and aligned 
cylindrically in the flange’s hole before the two planar surfaces come 
into contact in the second step. It aligns itself with the planar top face 
(see Fig.  15). Mimicking this assembly situation can be solved in differ-
ent ways. The first step can, for instance, be handled by the absolute 
orientation method, determining the transformation between two point 
sets by a least sum of squares approach of the distance between each 
pair of points in the two point sets [112]. The derived transformation is 
applied to the moving point set, i.e., the pin. However, if a one-to-one 
relationship between the points is unknown, the Iterative Closest Point 
method [113] (ICP) is needed, determining the nearest neighbors in 
both mesh portions by a closest point minimization in each iteration.

The difference surface method is helpful to consider assembly direc-
tions along a vector 𝐰,  [107]. If the assembly direction is not equal to 
the general 𝑧-direction 𝐰𝑧 of the global coordinate system, a rotation is 
conducted, such that the nodes are in the coordinate system 𝑥𝐰, 𝑦𝐰, 𝑧𝐰
and 𝐰 = 𝐰z (see Fig.  15). For each node pair, the distance vector 𝐝𝑖𝑗 is 
computed in the transformed coordinate system and projected onto the 
𝑧-axis, which leads to the vectors 𝐝z𝑖𝑗 . In the given case, the assembly 
move is along the 𝑧-direction of the transformed coordinate system, and 
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form deviations are not considered. Therefore, the maximum value of 
𝐝z𝑖𝑗 defines the translation value in the translation vector [0, 0,max(𝐝z𝑖𝑗 )], 
to be used for the second assembly move, realizing the planar contact 
between both parts (see Fig.  15).

In doing so, parts are virtually assembled step by step, mimicking 
the real assembly process. This may lead to over-constrained assemblies 
in the case of closed-loop contact chains. In combination with part 
deviations and due to resulting geometrical gaps in the assembly, 
‘‘a strain and stress state in the parts’’ [114] may occur, affecting 
the resulting geometrical and non-geometrical KCs of the assembly. 
Additional effects occurring during the assembly, such as contact forces 
from the joining process, should be included if they have a significant 
impact on the assembly quality .

An initial FEA load step needs to be computed to consider the effect 
of the assembly on the KCs. It is conducted using the same material 
definitions as defined for the nominal FEA model. The load is the 
displacement caused by closing the contact chain to obtain the overall 
assembly model, viz., closing the last gap in the assembly. Regarding 
fixation for a properly defined FE model, the same boundary conditions 
as in the actual load case can, but do not necessarily have to be used, 
and instead, can be replaced by user-defined settings.
Assembly behavior simulation

Having obtained the assembled mesh and pre-stresses caused by 
assembly, the actual load case is to be computed. Thus, solving the FEA 
model finally simulates the behavior of the assembly in use, composed 
of the meshed parts with geometrical and dimensional deviations. For 
the flange-pin assembly, the structural behavior under operation with 
an external load acting on the pin might be of interest. Repeating these 
steps for a representative number of deviated assemblies scales devi-
ation simulation up to variation simulation and enables the statistical 
evaluation of quality-critical KCs (see Fig.  2).

It must be noted that QIF, at least in its current version, is not 
designed to carry any information on assembly constraints and con-
ditions — simply the nominal part positions in the global assembly 
coordinate system are preserved [34]. Hence, additional information 
on the assembly conditions and the KCs must be provided manually 
and separately along the variation analysis simulation chain.

4. Application and discussion

The following sections present an application of the developed 
FEA-based variation simulation. Besides illustrating the theoretically 
discussed aspects in Section 3 with an exemplary implementation into 
the FEA software ANSYS® (see Section 4.1) and its application to 
a practical use case (see Section 4.2), the results form the basis for 
a concluding discussion on the advantages and disadvantages of the 
proposed method for its practical application (see Section 4.3).

4.1. Implementation

The workflow from Fig.  2 is implemented in Python™ (v3.12.9). 
ANSYS® (v.2025.R1) is used as FEA simulation software, providing a 
direct application programming interface (API) to Python via PyAn-
sys™ (v2025.1.3). PyAnsys can be well combined with the Python 
binding for reading QIF 3.0 files and extracting the necessary in-
formation (see Section 3.1), which is provided by the DMSC [115]. 
For CAD modeling, Autodesk® Inventor® Professional 2026 is used, 
offering an inbuilt translator into QIF 3.0. Ensuring an automated 
information flow, the exported QIF files shall function as the pre-mesh 
geometry to define the model in the ANSYS Workbench. Since ANSYS 
does not support a direct import of QIF 3.0 files, an additional, but 
automatic translation step to STEP AP242 via open cascade technology 
(OCCT) [116] is added to create a seamless workflow. However, this 
workaround is only needed to overcome the limited import functional-
ities and to generate the initial mesh. The core workflow is based only 
on QIF.
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Fig. 15. Modeling the assembly behavior in two steps: Assembly process simulation of regularized, deviated meshes and behavior simulation of the virtually 
assembled product in operation. Deviations are exaggerated.
The mapping routine with its five steps presented in Section 3.2 
is implemented in Python, based on existing code solving the PIP 
problem [117] and handling Nurbs curves and surfaces [118]. For 
the deviation modeling routines presented in Section 3.3, Monte Carlo 
Sampling is used, first sampling a value for the size of the deviation 
zone, and second filling that zone by breaking the sampled value into 
a set of displacement vector entries. The correlations are expressed 
through a set of geometrical constraints to conform to the sampled 
zone [47]. Furthermore, correlations between multiple tolerance zones 
applied to a single face element are considered in the sampling [119].

For the FEA setup, the load case created in ANSYS Workbench 
and defined as APDL (ANSYS Parametric Design Language) commands 
is exported via an MAPDL input file. As the files are text-based, the 
file is read only once with PyMAPDL (v.0.70.0) [120], converted to 
an ANSYS native database format, and stored for the following sim-
ulations. Local mesh regularization of the sampled surface mesh por-
tions, presented in Section 3.3, is realized using the ARAP (as-rigid-as-
possible) method [121]. For global mesh regularization, the normal-
based boundary conditions are set up just once at the beginning of a 
simulation run and reused for each sample. In contrast, the deviation 
vectors for each sampled node are set for each sample. As data transfer 
from Python to MAPDL is slow, iterative commands are executed in a 
non-interactive fashion, such that commands are accumulated first in 
Python and then passed as a whole for execution to MAPDL. Gathering 
the regularized deviation information for each node on the part level, 
the nodes of the assembly model are translated by the regularized 
deviation vectors. For assembly process simulation (see Section 3.4), 
the sequence is set by node sets containing the surfaces to be related to 
each other, which are defined initially in ANSYS Workbench by named 
selections and transferred via the input file. Instead of combining 
the absolute orientation and the difference surface method for assem-
bly sequence modeling, the absolute orientation approach is replaced 
by a generalized ICP framework [122] for point set registration of 
cylindrical features due to the availability of existing Python code. 
It combines the ICP and point-to-plane ICP, which differs from the 
standard ICP framework by a probabilistic model for determining the 
parts’ transformation vectors. In addition, contrary to the difference 
surface method described in [107], the relationship between moving 
and fixed surface nodes is established based on a nearest neighbor 
search [123]. For point set registration of cylindrical features, the 
Python library Open3D [124] is used with the implementation of the 
generalized ICP algorithm [122]. With activated contact elements, the 
FEA solution is obtained for the assembly model, the KCs are deter-
mined, and PyMAPDL is reset to the initial state of the assembly model 
containing the nominal node positions.
14 
4.2. Case study

The example in focus, a mounting wheel assembly, was initially 
introduced as a 2D tolerance allocation problem in [125] and extended 
to a 3D problem with GD&T specifications in [40]. Fig.  16 shows 
the design of the assembly, which is an adopted version of the one 
presented in [40]. The pin 1 , on which the wheel 2  sits with a 
clearance fit, is mounted on the two supports 3  and 4  with an 
interference fit. The bracket is composed of two supports 3  + 4  and 
a spacer 5 , clamped with a bolted joint.

The assembly strategy, shown in Fig.  16, aims at an ideally con-
strained assembly. This status is achieved by assembling the spacer 5  
and the supports 3  and 4  with a screw that is loosely fitted in the 
spacer’s hole. Furthermore, the supports are not pre-stressed by closing 
the gap between the spacer and supports, for example, by using an 
elastic material for the spacer, avoiding assembly-induced strains and 
stresses. The conditions are met for simulation by excluding the spacer’s 
elements from analysis and locking all degrees of freedom of the 
nodes in the supports’ screw holes. The stepwise approach described in 
Section 4.1 is used for all assembly operations. The wheel is assembled 
such that point set registration ensures axial alignment with the pin, 
and the distance between wheel and support 3  is established with the 
difference surface method.

The used contact conditions are bonded contact between supports 
and spacer, frictionless contact at all other adjoint planar surfaces, 

Fig. 16. Overview of the wheel mounting assembly case study.
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and frictional contact with a coefficient of friction of 0.1 at cylindrical 
contact surfaces. The force load of 5000 N in negative 𝑧-axis direction 
is applied by a remote force at the geometric mean of the wheel, acting 
on the nodes of the wheel surface.

The tilting of the wheel related to the spacer’s mounting hole axis 
around the 𝑦-axis is considered as KC and evaluated as a geometri-
cal measurement 𝑌1 (Fig.  16, right). Therefore, two reference point 
sets on the wheel aligned in the nominal 𝑦 − 𝑧 plane are used to 
calculate the mean normal vector for the point set, which is used 
to determine 𝑌1. The assembly’s mean von Mises stress within the 
interval [235 MPa;𝑃99.99] is considered the second, non-geometrical KC, 
denoted as 𝑌2. The interval limits the stress to the region of interest, 
which is defined by the yield region as lower and the 99.99% stress 
percentile as upper bound. This is used to avoid potential singularities. 
The equivalent stress 𝜎e is computed by taking the average element 
von Mises stress obtained by the element node components. In 3D, 𝜎e is 
defined as a combination of the normal stresses 𝜎𝑥∕𝑦∕𝑧 and shear stresses 
𝜏𝑥𝑦∕𝑦𝑧∕𝑥𝑧 [126]:

𝜎e =
( 1
2
[

(𝜎𝑥 − 𝜎𝑦)2 + (𝜎𝑦 − 𝜎𝑧)2 + (𝜎𝑧 − 𝜎𝑥)2

+6
(

𝜏2𝑥𝑦 + 𝜏2𝑦𝑧 + 𝜏2𝑥𝑧
)])1∕2

. (22)

The GD&T specifications for all parts conform to the ASME Y14.5–
2018 and cover both dimensional and geometrical tolerances. The 
tolerances for the fits are based on the ISO 286-1:2010 and ISO 286-
2:2010. The part specifications are visualized as 3D annotations in 
Tables  B.3–B.4 in Appendix  B and supplemented by a summary of the 
main relevant QIF information. The QIF files for the individual parts 
are uploaded as supplementary material.

4.3. Results and concluding discussion

The computational effort and the related times to solve the FE model 
are the bottlenecks in FEA-based variation simulation. Since the study 
intends to show the workflow rather than provide practical statistical 
results, a comparatively small sample size of 𝑁 = 100 is chosen. In 
line with the small sample size, uniform distributions for all tolerances 
are assumed to cover the zones. The size tolerances are defined by 
the specified lower and upper limits 𝐿𝐿,𝑈𝐿 with a range of 𝑡𝑖 =
|

|

𝑈𝐿𝑖 − 𝐿𝐿𝑖
|

|

, centered around its mean 𝐿𝐿𝑖 +
(

𝑈𝐿𝑖 − 𝐿𝐿𝑖
)

∕2. For the 
geometrical tolerances, 𝐿𝐿 = 0 and 𝑈𝐿 = 𝑡𝑖 are given. The simulations 
are run on an average working system (CPU 13th Gen Intel® Core™ 
i5-13600, RAM: 32 GB, Cores used for simulation: 14).

Fig.  17 picks up the variation simulation workflow introduced in 
Fig.  2 and illustrates it for the wheel mounting assembly. The mapping 
algorithm could segment all part meshes into QIF faces, while all 
surface element faces were unambiguously allocated to a QIF face. 
All identified mesh portions could be automatically linked with the 
geometry and MBD information stored in QIF. Each color in Fig.  17, 
top, indicates a different QIF face. More details on the mapping and 
the part meshes are given in Tables  B.3–B.4. Depending on the mesh 
density and number and type of QIF faces, computing times for the 
mapping ranged between 1.0 s and 12.3 s per part (see Table  B.2). The 
mapping step is, however, not crucial since it must only be performed 
once, while the subsequent steps scale with sample size.

The time needed to automatically derive the feature parameters in 
the sampling step is negligible compared to the time needed to generate 
the deviated part meshes in each iteration. The local and global regu-
larization took up most of the computing time, averaging 2.8 s to 17.3 s 
and 9.3 s to 22.8 s per sample. (see Table  B.2). The proposed approach 
for mesh regularization results in slightly reduced mesh quality in the 
form of the scaled Jacobian ratio with a part-based mean of 0.586 
to 0.606 for the sampled values compared to 0.609 to 0.632 of the 
nominal model (see Table  B.1). Nevertheless, the resulting mesh quality 
is sufficiently good to compute the actual load case. The implemented 
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Fig. 17. QIF-based variation simulation branch of the workflow presented in 
Fig.  2 applied to the wheel mounting assembly. Meshes are suppressed for 
better visibility but visualized in Tables  B.3–B.4.

regularization algorithms proved to be robust to resolve the occurring 
gaps and intersection issues when consolidating the deviated surface 
meshes into the volume mesh. Notably, FE meshing strategies aim to 
minimize issues, such as distorted elements and poor aspect ratios, and 
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achieve reliable stress results. However, meshes in non-intrusive FEA 
need also to account for deviation modeling. This is explicitly critical 
when modeling form deviations, as high density on the surface mesh is 
needed to represent small local surface deviations.

Iteratively solving the FE model as a black box model with varying 
part mesh inputs for all samples finally leads to the probabilistic 
response of the assembly to the variations. The results given in Fig.  18 
indicate that the geometrical variations, limited by the allocated toler-
ances, significantly influence both the geometrical and non-geometrical 
KC in focus. The obtained frequency distribution of the angle 𝑌1 is 
centered around a mean of 90.12 deg with a total range of 2.06 deg and 
a coefficient of variation of 0.50%. In comparison, the coefficient of 
variation for the stress measure 𝑌2 with a mean of 427.74 MPa is 5.95%
higher compared to 𝑌1.

The study emphasizes that QIF can bridge the gap between CAD 
and FEA software, carrying the necessary information for an automated 
setup of the geometrical model for FEA-based variation simulation. 
The novel mapping technique allows for automatically transferring the 
information onto FE meshes, translating it into a set of sampled feature 
parameters to be finally used for generating meshed part instances with 
deviations conforming to the GD&Ts specified in the design phase. By 
utilizing the inherited feature characteristics and making use of the 
representation of points in the 2D parameter space, the SDT concept can 
be used for modeling of deviated meshes by indirectly modifying the 
parameters of the associated surface functions. Manual modeling steps 
are replaced, and a standard-compliant translation of GD&T informa-
tion into nodal displacements is achieved. The presented MBD approach 
not only reduces the required effort within pre-processing, but it is also 
particularly beneficial for users with limited GD&T expertise, allowing 
them to perform variation simulations directly within their familiar FEA 
software. Consequently, the proposed QIF-based solution for informa-
tion mapping extends the capabilities and strengths of FEA simulation 
to consider geometrical imperfections. While the geometrical model can 
be set up automatically, the assembly behavior modeling step still lacks 
automation. The user needs to manually develop a suitable strategy to 
realistically bring the actual assembly conditions into simulation.

Although the case study underlines the potential of QIF to leverage 
FEA for non-rigid variation simulation through MBD, future research 
is needed. Simulation efficiency was not the ultimate goal of the 
exemplary implementation of the method, and leaves potential for 
improvement. The pre-processing steps can be sped up by efficient 
programming and interface design. Still, the case study illustrates that 
solving the FE model is the primary contributor to the total computing 
time, hindering its practical application for large sample sizes. Although 
significant achievements have been made in recent years to speed up 
the computationally intensive parts of variation simulation, research is 
still needed to draw statistically reliable conclusions in computing times 
acceptable for its practical application, while realistically modeling the 
assembly behavior.

This article focused on size, location, and orientation tolerances; 
form tolerances were not further discussed. Their integration requires 
extending the SDT-based deviation modeling method presented in Sec-
tion 3.3 by shape variation strategies developed for SMS, including 
a realistic representation of manufacturing signatures by numerical 
process simulation [23,127] as well as the integration of inspection 
data [128,129]. Although the inverse mapping strategy was developed 
for the most common geometry elements used in QIF, the final case 
study focused only on cylindrical and planar features for deviation 
modeling. Further work is needed to extend the deviation modeling to 
more complex geometries, such as Nurbs.

In addition to GD&T specification information, QIF is designed to 
carry inspection information to be appended as a list of feature mea-
surements and optional measurement point sets to an existing QIF file 
and be used for FEA-based variation simulation, as illustrated in [42]. 
Hence, the proposed method offers potential to be extended to directly 
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Fig. 18. Resulting frequency probability distributions for the tilting 𝑌1 and the 
equivalent stress 𝑌2.

map actual measurement information onto FE meshes to perform digital 
twin applications [34].

Discrete representations, in particular meshes, are often used as an 
operationalization of the SMS concept [19]. For this reason, methods 
presented in the SMS context can be adopted for non-intrusive FEA, as 
it is illustrated in this article. In turn, the QIF-based mapping of GD&T 
information and deviation modeling in the 2D parameter spaces can be 
used in existing discrete SMS frameworks. The proposed method helps 
to automatically split the entire mesh into standardized features, to be 
either varied based on GD&T or inspection information. So far, MBD 
is rarely used in this context, mainly due to the difference between 
the geometry representation in CAD and variation simulation. The 
article provides new solutions for enhancing information sharing for 
SMS-based variation simulation frameworks.

A final note is that the method proposed is not restricted to a given 
FEA software – ANSYS was only exemplarily chosen in the application 
– and sub-steps, such as the novel mapping method, can also be 
used for SMS-based variation simulation. However, implementing an 
MBD solution for variation simulation into existing software requires 
external accessibility, at least realized through an API.

5. Summary and outlook

It is common to extend FEA to variation simulation to study the 
effects of part variations on product structural and thermal behav-
ior. A novel MBD method was presented to automate setting up the 
mesh-based geometrical model, representing the geometrical variations 
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limited by the tolerances specified in the design phase. Using the QIF 
standard as an exchange format, a seamless link between CAD and FEA 
for variation simulation is set up, which allows the automatic mapping 
of geometry and tolerancing information on the respective FE mesh por-
tions and generates deviated meshes based on the small-displacement 
torsor concept. The semantic link between the discrete and parametric 
face representations makes a manual parameterization of features and 
a manual transfer and translation of the GD&T information into the 
respective parameter values to represent the tolerance zones properly 
obsolete. The exemplary implementation in ANSYS illustrates the bene-
fits of the proposed method for automating structural FEA while leaving 
the door open for its extension to other point-, mesh-, or voxel-based 
numerical simulation applications, such as CFD, where geometry is an 
essential contributor to product quality.

This article focused on size, location, and orientation tolerances. 
Further studies on communicating information about form tolerances 
and deviations through QIF and mapping this information onto FE-
meshed features would help overcome this limitation. Besides, it is 
worth investigating how to represent non-geometrical uncertainties 
through MBD. Besides automating time-consuming pre-processing
steps, research still needs to improve the computational efficiency 
of non-intrusive FEA to make statistical analysis and optimization 
valuable for practical use.

List of abbreviations

APDL Ansys Parametric Design Language
API Application Programming Interface
ARAP As-rigid-as-possible mesh regularization method
ASME American Society of Mechanical Engineers
BREP Boundary Representation
CAT Computer-Aided Tolerancing
CAD Computer-Aided Design
CAE Computer-Aided Engineering
CFD Computational Fluid Dynamics
DOE Design of Experiments
DMSC Digital Metrology Standards Consortium
FE Finite Element
FEA Finite Element Analysis
ICP Iterative Closest Point
id Identification designator
ISO International Organization for Standardization
KC Key Characteristic
MAPDL Mechanical APDL
MBD Model-Based Definition
Nurbs Non-uniform rational basis spline
OCCT Open CASCADE Technology (OCCT)
PIP Point-In-Polygon
PMI Product and Manufacturing Information
QIF Quality Information Framework
SDT Small Displacement Torsor
SMS Skin Model Shapes
XML Extensible Markup Language
XSDL XML Schema Definition Language

List of symbols

𝑎 Plane dimension in 𝑢-direction
𝑏 Plane dimension in 𝑣-direction
𝑑 Orthogonal surface distance of a point 𝐪
𝐝0 Start or prime meridian direction of cylinder, cone, or torus
𝐝𝑖𝑗 Vector between two nodes 𝑖 and 𝑗
𝐝z𝑖𝑗 Vector between two nodes 𝑖 and 𝑗 projected onto the 𝑧-axis
𝐝𝑢∕𝑣 In-plane direction vectors
𝐷 Diameter
17 
𝐹 Element face
 Set of element faces
𝑖 Counting index
𝑗 Counting/surface index
𝑘 Edge/face index
𝐾 Polyhedral FE volume element
 Set of finite elements in a mesh 
𝑙 Height of cylinder
lb Lower boundary
LL Lower limit
𝑚 Sample index
𝐧 Normal vector, cylinder’s axis vector
𝑁 Sample size
𝑜 Curve segment index
 Node set
𝐩0 Origin of a surface element
𝐪 Point or mesh node
𝑅𝑥∕𝑦∕𝑧 Rotation matrix
s Subscript to indicate that a node is sampled
¬s Subscript to indicate that a node is non-sampled
𝐒 Parametric surface function
𝐒−1 Inverse parametric surface function
𝑡 Tolerance
𝐭 Translation vector
 Volume mesh
𝑢 Parameter space variable
𝐮̂ Normalized parameter space vector
ub Upper boundary
UL Upper limit
𝑣 Parameter space variable
𝐯̂ Normalized parameter space vector
𝐰 Assembly direction vector
𝑥 𝑥-coordinate of 𝐪
𝑦 𝑦-coordinate of 𝐪
𝑌 Assembly response
𝑧 𝑧-coordinate of 𝐪
𝛼 Rotation around 𝑥-axis
𝛽 Rotation around 𝑦-axis
𝛾 Curve segment
𝛾 Rotation around 𝑧-axis
Γ Boundary
𝜹 Nodal displacement vector
𝛿𝐾 Boundary of an element 𝐾
𝜖 Threshold value
𝜆𝑢∕𝑣 Scaling coefficient in 𝑢∕𝑣 parameter direction
𝜇 Translation in 𝑥-axis direction
𝜈 Translation in 𝑦-axis direction
𝜎e Equivalent, von Mises stress
𝜎𝑥∕𝑦∕𝑧 Normal stress components
𝜉 Offset in the parameter space
𝜏 Small Displacement Torsor
𝜏𝑥𝑦∕𝑦𝑧∕𝑥𝑧 Shear stress components
𝜒 Inversion flag
𝜔 Translation in 𝑧-axis direction
Ω Domain
Ω0 Domain of surface parameter space
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Appendix A. Analytic inverse functions for regular QIF surfaces

This section provides the analytical inverse functions (𝑢, 𝑣) = 𝐒−1(𝐪)
for five selected regular surfaces (see Figs.  A.1–A.5. They map points 
from the 3D Euclidean space back to the 2D parameter space of a 
given parametric surface. The five regular geometry types are naturally 
associated with five of the seven invariance classes presented in the 
ISO GPS standards, giving information on which rigid-body transfor-
mation can be applied without losing symmetry [130]. The remaining 
two invariance classes can be associated with further QIF surfaces, 
such as Nurbs, which are not discussed in the following. The inverses 
are mathematically described in alignment with the original functions 
𝐪 = 𝐒(𝑢, 𝑣) given in ISO 23952:2020 [75]. The symbols are further 
associated with the names of the corresponding QIF elements.

A.1. Plane surface

𝐒−1(𝐪) =
(

(𝐪 − 𝐩0) ⋅ 𝐮̂, (𝐪 − 𝐩0) ⋅ 𝐯̂
)

(A.1)

with:

𝐮̂ =
𝐝𝑢

‖𝐝𝑢‖
(A.2)

𝐯̂ =
𝐝𝑣 − (𝐮̂ ⋅ 𝐝𝑣) ⋅ 𝐮̂

‖

‖

𝐝𝑣 − (𝐮̂ ⋅ 𝐝𝑣) ⋅ 𝐮̂‖‖
(A.3)

where:

 𝐩0 Plane’s origin <𝙾𝚛𝚒𝚐𝚒𝚗>  
 𝐝𝑢 Direction and scaling vector of 𝑢

parameter lines
<𝙳𝚒𝚛𝚄>  

 𝐝𝑣 Direction and scaling vector of 𝑣
parameter lines

<𝙳𝚒𝚛𝚅>

Fig. A.1. Plane surface description in line with [75].
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A.2. Cylinder surface

𝐒−1(𝐪) = (𝑢′, 𝑣′) (A.4)

with:

𝑢′ =
atan2

(

𝝆 ⋅ (𝐧 × 𝐝0), 𝝆 ⋅ 𝐝0
)

𝜆𝑢
(A.5)

𝝆 = 𝐪 − 𝐩0 −
(

(𝐪 − 𝐩0) ⋅ 𝐧
)

⋅ 𝐧 (A.6)

𝑣′ =

⎧

⎪

⎨

⎪

⎩

(𝐪−𝐩0)⋅𝐧
𝜆𝑣

, if 𝜒𝑣 = 0

𝑙 − (𝐪−𝐩0)⋅𝐧
𝜆𝑣

, if 𝜒𝑣 = 1
(A.7)

where:

 𝐩0 Cylinder’s axis origin <𝙰𝚡𝚒𝚜𝙿𝚘𝚒𝚗𝚝>  
 𝐧 Cylinder’s axis vector <𝙳𝚒𝚛𝚎𝚌𝚝𝚒𝚘𝚗>  
 𝐝0 Start direction of cylinder defining 

the cylinder seam at 𝑢 = 0
<𝙳𝚒𝚛𝙱𝚎𝚐>  

 𝑙 Cylinder’s height <𝙻𝚎𝚗𝚐𝚝𝚑>  
 𝜆𝑢 Scaling coefficient in 𝑢 parameter 

direction
𝚜𝚌𝚊𝚕𝚎𝚄  

 𝜆𝑣 Scaling coefficient in 𝑣 parameter 
direction

𝚜𝚌𝚊𝚕𝚎𝚅  

 𝜒𝑣 Cylinder inversion flag 𝚝𝚞𝚛𝚗𝚎𝚍𝚅

Fig. A.2. Cylinder surface description in line with [75].

A.3. Cone surface

𝐒−1(𝐪) = (𝑢′, 𝑣′) (A.8)

with:

𝑢′ =
atan2

(

𝝆 ⋅ (𝐧 × 𝐝0), 𝝆 ⋅ 𝐝0
)

𝜆𝑢
(A.9)

𝝆 = 𝐪 − 𝐩0 −
(

(𝐪 − 𝐩0) ⋅ 𝐧
)

⋅ 𝐧 (A.10)

𝑣′ =

⎧

⎪

⎨

⎪

⎩

(𝐪−𝐩0)⋅𝐧
𝜆𝑣

, if 𝜒𝑣 = 0

𝑙 − (𝐪−𝐩0)⋅𝐧
𝜆𝑣

, if 𝜒𝑣 = 1
(A.11)

where:
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 𝐩0 Cone’s axis origin <𝙰𝚡𝚒𝚜𝙿𝚘𝚒𝚗𝚝>  
 𝐧 Cone’s axis vector <𝙳𝚒𝚛𝚎𝚌𝚝𝚒𝚘𝚗>  
 𝐝0 Start direction of cone defining the 

cone seam at 𝑢 = 0
<𝙳𝚒𝚛𝙱𝚎𝚐>  

 𝑙 Cone’s height <𝙻𝚎𝚗𝚐𝚝𝚑>  
 𝜆𝑢 Scaling coefficient in 𝑢 parameter 

direction
𝚜𝚌𝚊𝚕𝚎𝚄  

 𝜆𝑣 Scaling coefficient in 𝑣 parameter 
direction

𝚜𝚌𝚊𝚕𝚎𝚅  

 𝜒𝑣 Cone inversion flag 𝚝𝚞𝚛𝚗𝚎𝚍𝚅

Fig. A.3. Cone surface description in line with [75].

A.4. Sphere surface

𝐒−1(𝐪) = (𝑢′, 𝑣′) (A.12)

with:

𝑢′ = 𝑢
𝜆𝑢

=
atan2

(

𝝆 ⋅ (𝐧 × 𝐝0), 𝝆 ⋅ 𝐝0
)

𝜆𝑢
(A.13)

𝝆 = 𝐪 − 𝐩0 − ((𝐪 − 𝐩0) ⋅ 𝐧) ⋅ 𝐧 (A.14)

𝑣′ =

{

𝑣 ⋅ 𝜆𝑣, if 𝜒𝑣 = 0
−𝑣 ⋅ 𝜆𝑣, if 𝜒𝑣 = 1

(A.15)

𝑣 = arcsin
(

(𝐪 − 𝐩0) ⋅ 𝐧
‖

‖

𝐪 − 𝐩0‖‖

)

(A.16)

where:

 𝐩0 Sphere’s center <𝙻𝚘𝚌𝚊𝚝𝚒𝚘𝚗>  
 𝐧 North pole direction vector <𝙳𝚒𝚛𝙽𝚘𝚛𝚝𝚑𝙿𝚘𝚕𝚎>  
 𝐝0 Prime meridian direction vector of 

sphere at 𝑢 = 0
<𝙳𝚒𝚛𝙼𝚎𝚛𝚒𝚍𝚒𝚊𝚗𝙿𝚛𝚒𝚖𝚎> 

 𝜆𝑢 Scaling coefficient in 𝑢 parameter 
direction

𝚜𝚌𝚊𝚕𝚎𝚄  

 𝜆𝑣 Scaling coefficient in 𝑣 parameter 
direction

𝚜𝚌𝚊𝚕𝚎𝚅  

 𝜒𝑣 Sphere inversion flag 𝚝𝚞𝚛𝚗𝚎𝚍𝚅
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Fig. A.4. Sphere surface description in line with [75].

A.5. Torus surface

𝐒−1(𝐪) = (𝑢′, 𝑣′) (A.17)

with:

𝑢′ = 𝑢
𝜆𝑢

=
atan2

(

𝝆 ⋅ (𝐧 × 𝐝0), 𝝆 ⋅ 𝐝0
)

𝜆𝑢
(A.18)

𝝆 = 𝐪 − 𝐩0 − ((𝐪 − 𝐩0) ⋅ 𝐧) ⋅ 𝐧 (A.19)

𝑣′ =

{

𝜉𝑣 + 𝑣 ⋅ 𝜆𝑣, if 𝜒𝑣 = 0
𝜉𝑣 − 𝑣 ⋅ 𝜆𝑣, if 𝜒𝑣 = 1

(A.20)

𝑣 = atan2 (𝐫 ⋅ 𝐧, 𝐫 ⋅ 𝐜) (A.21)

𝐫 = 𝐪 − 𝐩0 +
𝐷
2

⋅ 𝐜 (A.22)

𝐜 = cos(𝑢) ⋅ 𝐧 + sin(𝑢) ⋅ (𝐧 × 𝐝0) (A.23)

where:

 𝐩0 Torus’ axis origin <𝙰𝚡𝚒𝚜𝙿𝚘𝚒𝚗𝚝>  
 𝐧 Torus’ axis vector <𝙳𝚒𝚛𝚎𝚌𝚝𝚒𝚘𝚗>  
 𝐝0 Prime meridian direction vector of 

torus at 𝑢 = 0
<𝙳𝚒𝚛𝙼𝚎𝚛𝚒𝚍𝚒𝚊𝚗𝙿𝚛𝚒𝚖𝚎> 

 𝐷 Torus’ major diameter <𝙳𝚒𝚊𝚖𝚎𝚝𝚎𝚛𝙼𝚊𝚓𝚘𝚛>  
 𝜆𝑢 Scaling coefficient in 𝑢 parameter 

direction
𝚜𝚌𝚊𝚕𝚎𝚄  

 𝜆𝑣 Scaling coefficient in 𝑣 parameter 
direction

𝚜𝚌𝚊𝚕𝚎𝚅  

 𝜉𝑣 Offset in 𝑣 direction of the 
parametric space

𝚘𝚏𝚏𝚜𝚎𝚝𝚅  

 𝜒𝑣 Torus inversion flag 𝚝𝚞𝚛𝚗𝚎𝚍𝚅

Fig. A.5. Torus surface description in line with [75].
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Table B.1
Part-based mesh and quality metrics.
 Metric Part 1 Part 2 Part 3 Part 4 Part 5  
 Mesh Size in mm 2 2.5 2.5 2.5 5  
 Contact Mesh Size in mm 1 1 1 1 3  
 Form Function Degree 2 2 2 2 2  
 Element Type Solid187 Solid187 Solid187 Solid187 Solid187 
 Nominal Mean Quality 0.631 0.620 0.632 0.632 0.609  
 Nominal Std Dev 0.177 0.180 0.173 0.173 0.174  
 Sample Mean Quality 0.595 0.591 0.606 0.606 0.586  
 Sample Std Dev 0.175 0.182 0.174 0.174 0.173  
Table B.2
Computing times for the presented case study.
 Computing times in s
 Part 1 Part 2 Part 3 Part 4 Part 5 
 Reading QIFa 0.426 0.527 0.474 0.601 0.488  
 Translating QIF to STEP AP242a 0.014 0.010 0.011 0.026 0.025  
 Meshinga 4.145 4.693 2.808 2.912 1.455  
 Mappinga 12.259 4.881 13.455 5.136 1.004  
 Samplingb 0.003 0.002 0.002 0.003 0.007  
 Local mesh regularizationb 17.277 5.525 10.802 8.247 2.781  
 Global mesh regularizationb 22.714 20.144 17.173 16.211 9.334  
 Assembly

 FEA 492.623

a Performed only once, total time effort.
b Performed for each sample, average time effort per sample.
Appendix B. Details on the application

Details on the application of the proposed method, the case study, 
and the results, presented and discussed in Section 4, are summarized 
in the Tables  B.1–B.4.
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Appendix C. Supplementary data

Supplementary material related to this article can be found online 
at https://doi.org/10.1016/j.cad.2025.104003.

https://doi.org/10.1016/j.cad.2025.104003
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Table B.3
Summary of part tolerance specifications and mapped information on the FE meshes for the case study presented in Section 4. Tolerances are in mm.
 Part 1: Pin
 CAD model with PMI Surface mesh split into QIF faces Mesh faces with mapped tolerance 

or datum information
 

 
 Associated surfaces Associated characteristics Associated features Datums Volume mesh
 Name Count Name Count Name Count Count || | |  
 Plane23 4 DiameterCharacteristic 3 CylinderFeature 3 2 68,344 115,194 
 Cylinder23 3 TotalRunOutCharacteristic 1 OppositeParallelPlanesFeature 1  
 WidthCharacteristic 1 Surface mesh
 |Γ| |Γ|  
 23,130 46,262

 Part 2: Wheel
 CAD model with PMI Surface mesh split into QIF faces Mesh faces with mapped tolerance 

or datum information
 

 
 Associated surfaces Associated characteristics Associated features Datums Volume mesh
 Name Count Name Count Name Count Count || | |  
 Plane23 4 SurfaceProfileCharacteristic 2 PlaneFeature 4 1 14,404 25,310  
 Cylinder23 3 ParallelismCharacteristic 2 CylinderFeature 1  
 Torus23 3 PerpendicularityCharacteristic 1 OppositeParallelPlanesFeature 1 Surface mesh
 DiameterCharacteristic 1 |Γ| |Γ|  
 WidthCharacteristic 1 20,648 41,296  
21 
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Table B.4
Continuation of Table  B.3.
 Part 3 & 4: Support
 CAD model with PMI Surface mesh split into QIF faces Mesh faces with mapped tolerance 

or datum information
 

 
 Associated surfaces Associated characteristics Associated features Datums Volume mesh
 Name Count Name Count Name Count Count || | |  
 Plane23 4 DiameterCharacteristic 2 PlaneFeature 2 2 35,526 61,282 
 Cylinder23 4 ParallelismCharacteristic 1 CylinderFeature 2  
 PerpendicularityCharacteristic 1 OppositeParallelPlanesFeature 1 Surface mesh
 PositionCharacteristic 1 |Γ| |Γ|  
 WidthCharacteristic 1 13,318 26,634

 Part 5: Spacer
 CAD model with PMI Surface mesh split into QIF faces Mesh faces with mapped tolerance 

or datum information
 

 
 Associated surfaces Associated characteristics Associated features Datums Volume mesh
 Name Count Name Count Name Count Count || | |  
 Plane23 4 DiameterCharacteristic 2 PlaneFeature 2 2 6,521 11,385 
 Cylinder23 4 ParallelismCharacteristic 2 CylinderFeature 2  
 PerpendicularityCharacteristic 1 OppositeParallelPlanesFeature 1 Surface mesh
 WidthCharacteristic 1 |Γ| |Γ|  
 2,566 5,130  
 
 

 

 
 

 
 
 

Data availability

The QIF files for the case study presented in Section 4 can be found
in the uploaded supplementary material. Further data will be made
available on request.
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