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Abstract

Crystallization fouling in industrial heat exchangers occurs when dissolved salt
species in liquids exceed their solubility limits, leading to supersaturation, nu-
cleation, and subsequent crystal deposition on heat-transfer surfaces. The
resulting solid fouling layer increases thermal resistance and reduces system
efficiency. This study aims to investigate the onset, evolution, and dynamics
of supersaturation — the precursor of crystallization fouling — in vertical
falling films to elucidate the coupled transport phenomena governed by film
hydrodynamics. A two-phase Direct Numerical Simulation (DNS) framework
based on the Volume of Fluid (VOF) method was developed to fully resolve
hydrodynamics, heat transfer, and sufficiently capture the very fine scales of
mass transport. The simulations show that supersaturation originates at the
gas—liquid interface due to interfacial evaporation, while advection and diffu-
sion redistribute it within the film through recirculation zones and local turbu-
lence. The supersaturation dynamics exhibit a pronounced dependence on the
Reynolds number (representing the wetting rate of the film), highlighting the
strong coupling between the studied transport mechanisms. In parallel, as an
ongoing work, a Lagrangian particle-tracking (LPT) framework was developed
to investigate the transport of nucleated crystal seeds arising from supersatu-
rated regions. The framework incorporates all relevant hydrodynamic forces,
including near-wall corrections to drag and lift. Preliminary results indicate
that shear-induced lift governs lateral particle migration toward the wall — a
key mechanism for studying particle deposition. This coupled approach links
supersaturation and particle transport, providing a foundation for predicting
and mitigating crystallization fouling in industrial falling films.

Keywords: Supersaturation, Falling films, Evaporation, Volume of fluid,
Lagrangian particle tracking
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CHAPTER 1

Introduction

The global transition towards a sustainable society necessitates a significant
reduction in carbon emissions and a shift from fossil fuels to renewable en-
ergy sources. Despite growing awareness of environmental challenges, modern
society remains heavily dependent on fossil-based energy systems. Given the
continual rise in global population and living standards, the overall energy
demand is expected to increase rather than decline in the foreseeable future.
Achieving sustainability, therefore, not only requires the adoption of renew-
able energy sources but also the efficient utilization and reuse of available
energy within industrial and domestic systems.

1.1 Falling film evaporators

Improving energy efficiency is a crucial step toward achieving a sustainable
society. One effective strategy is the recovery and reuse of waste heat, in
which high-performance heat exchangers play a central role by enabling effi-
cient heat transfer with minimal losses |1]. Among the various types, falling
film units are particularly attractive due to their excellent thermal and mass
transport characteristics. In these systems, a thin liquid film flows down an in-
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clined or vertical surface with a distinct gas-liquid interface, allowing for high
heat transfer performance even under small temperature differences. Owing
to these advantages, falling film heat exchangers are widely applied in indus-
trial processes such as condensers, heaters, and evaporators. Their ability to
handle viscous and heat-sensitive fluids makes them suitable for applications
requiring gentle thermal treatment [2]. In the food industry, for example,
falling film evaporators are widely employed for concentrating heat-sensitive
products such as fruit juices or dairy solutions, enabling the production of con-
centrated juices and dairy powders without compromising product quality. In
the pulp and paper industry, these systems play a critical role in concentrat-
ing black liquor within the chemical recovery process, where the concentrated
liquor is subsequently combusted to regenerate cooking chemicals and recover
energy |3]. Beyond these applications, falling film heat exchangers are also
extensively utilized in the chemical and petrochemical industries, wastewater
treatment, and in pharmaceutical and biomedical processes, where efficient
heat and mass transfer under gentle operating conditions is essential. Al-
though falling film units offer high energy efficiency and operational flexibility,
their performance can be severely constrained by several industrial challenges,
among which crystallization fouling is among the most significant [1], [3].

1.2 Crystallization fouling

Crystallization fouling constitutes a critical operational issue in numerous in-
dustrial processes, including but not limited to evaporating falling liquid films.
It involves the formation and deposition of crystalline solids, immersed in the
industrial fluid of interest, on heat transfer surfaces, which introduces an ad-
ditional thermal resistance layer, thereby degrading heat transfer performance
and increasing pressure losses within the system. Over time, these deposits
reduce process efficiency, necessitate frequent maintenance, and can cause
unscheduled shutdowns — culminating in substantial economic and energy
penalties in continuous industrial operations [4].

From a fundamental perspective, crystallization fouling proceeds through
a sequence of interrelated stages: supersaturation, crystal nucleation,
crystal growth, crystal transport, and deposition (or detachment) at
the heat transfer surface, compare Fig. . Supersaturation represents the
essential thermodynamic driving force, governing both the onset of nucleation
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and the subsequent growth of crystalline structures in the specific regions of
supersaturation. It arises when the solute concentration exceeds its equilib-
rium solubility, producing a metastable solution capable of undergoing a phase
transition from dissolved species to solid crystals [5]. According to classical
nucleation theory, spontaneous formation of stable nuclei occurs once a critical
supersaturation threshold is surpassed [6].

Supersaturation

Crystal Nucleation

Crystal Growth
and Transport

Deposition

Figure 1.1: Schematic representation of the general sequential processes leading to
the onset and development of crystallization fouling, exemplified here
for evaporating falling liquid films.

In evaporating falling liquid films, the mechanisms responsible for the gen-
eration of supersaturation are only partially understood. This study hypoth-
esizes that supersaturation develops primarily through two concurrent phe-



Chapter 1 Introduction

nomena: inverse solubility of the solute — where solubility decreases with
increasing temperature (i.e., in the vicinity of the heated wall) [7] — and sol-
vent evaporation at the gas—liquid interface, which locally elevates the solute
concentration. Although each mechanism could independently promote su-
persaturation, their coupled effects and relative contributions have not been
comprehensively quantified. A detailed understanding of these interacting
processes is essential for elucidating the onset of crystallization fouling and
for developing predictive models and mitigation strategies aimed at sustaining
heat exchanger performance and extending operational reliability.

1.3 Thesis outline

This thesis begins with an introduction to the concept of evaporating falling
liquid films, outlining the fundamental physical mechanisms and highlighting
their relevance across a wide range of industrial applications. The discussion
then turns to the adverse effects of crystallization fouling in these systems,
followed by the formulation of a hypothesis describing how such flows can de-
velop regions of supersaturation — the precursor to the crystallization fouling
phenomenon — under the prevailing physical conditions of the system.

Chapter [2] presents the numerical framework developed to investigate the
onset and dynamics of supersaturation regions, including the integration of
Lagrangian particle tracking into the model. Chapter [3]focuses on the princi-
pal numerical challenges encountered during the development of the Eulerian
framework and its application to accurately analyze and study liquid supersat-
uration fields in evaporating falling films. The main emphasis of this introduc-
tory part lies on this section for two reasons: 7) to emphasize the importance
of addressing these challenges during the framework development, and ) to
provide a more comprehensive discussion than that included in the appended
papers.

Finally, Chapter[d briefly summarizes the main findings and outlines prospec-
tive directions for future research in the continued development of this work.
For a detailed presentation of the obtained results, together with a corre-
sponding discussion, the reader should consult the appended papers.



CHAPTER 2

Methodology

We investigate the onset and transport dynamics of liquid-phase supersatura-
tion in evaporating vertical falling films on smooth heat transfer surfaces. To
capture the coupled behavior of film hydrodynamics, heat transfer, and mass
transfer, a comprehensive numerical framework is developed. Evaporation at
the gas—liquid interface enriches the solute concentration locally, while the
presence of inversely soluble salt species within the film can induce the for-
mation of supersaturated regions at high temperature locations, compare our
hypothesis in and [8]. Supersaturation is mathematically defined following
[3] as

S(t,x) = (2.1)

salt

Csait(t,x) Supersaturation if S(t,x) > 1
C:a:(T(t,x)) | Undersaturation/Saturation if S(¢,x) < 1.

where S(t,x) denotes the local level of supersaturation at time ¢ and position
x = (x,y) in the film. Undersaturation, saturation, and supersaturation cor-
respond respectively to S(t,x) < 1, S(¢,x) = 1, and S(¢,x) > 1. The quantity
Csait(t,x) represents the salt concentration, modeled as a passive scaler within
the liquid phase, while C2%,(T'(t,x)) is the temperature-dependent saturation
concentration for the salt of interest. For salts exhibiting inverse solubility,
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an increase in temperature T'(,x) decreases C%,(T'(t,x)), thereby reducing
solubility. Consequently, elevated temperatures near the heat transfer surface
may drive the solution toward supersaturation. Simultaneously, evaporation
at the gas-liquid interface removes solvent, increases the local salt concentra-
tion Csqt(t,x) and enhancing the risk of supersaturation within these film
regions. Importantly, the developed numerical framework is not restricted to
a specific salt or solvent solution. By prescribing C5%/,(¢,x) appropriately, su-
persaturation behavior can be simulated for any industrial fluid of interest. To
summarize this, the model problem, highlighting the gas-liquid interface and
its interplay with temperature and concentration scalar fields, is illustrated in

Fig. .
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Figure 2.1: Wavy vertical falling liquid film with a gas-liquid interface illustrating
the scalar fields relevant to the investigation of supersaturation onset
and dynamics. Shown are the local temperature T, salt concentration
Csait, saturation concentration C5%/,, and supersaturation S, together
with the wall and gas—liquid interface heat flux components. The figure
is rotated 90° counterclockwise for clarity.

Following the investigation of liquid-phase supersaturation dynamics in ver-
tical falling films, the formation of solid salt crystals in supersaturated re-
gions (mitigation of the crystal nucleation process, see Fig. (1.1))) is modeled
through the introduction of Lagrangian particles within the liquid film. This
Eulerian-Lagrangian framework enables explicit tracking of individual parti-
cle trajectories, allowing for the analysis of how local film hydrodynamics and
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particle size influence particle motion and transport behavior. By an attempt
to couple supersaturation fields with the Lagrangian particle dynamics, the
model aims at establishing a direct link between the onset of supersaturation
and the subsequent evolution of solid-phase particles within the film. This ap-
proach facilitates a detailed examination of the particle transport mechanisms
toward the heated wall, where deposition completes the crystallization foul-
ing process at the solid boundary. A schematic representation of Lagrangian
particles within a wavy falling film is shown in Fig. .
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Figure 2.2: Wavy vertical falling liquid film with a well-defined gas-liquid inter-
face (dashed line) containing rigid spherical particles suspended in the
liquid phase. The film flows downward along the negative y-direction,
with thickness measured in the positive z-direction; the bottom surface
represents the solid wall. Arrows indicate the instantaneous particle
motion (schematically). The figure is rotated 90° counterclockwise for
clarity.

2.1 Eulerian modeling approach

Direct Numerical Simulations (DNS) are performed using a geometric Volume-
of-Fluid (VOF) method to fully resolve the hydrodynamics and interfacial
dynamics of the falling film, as well as the associated heat transfer and to suf-
ficiently capture the small-scale structures of the thin mass transfer boundary
layer. The governing equations are expressed in non-dimensional form (rep-

resented with ©), employing the viscous length scale of the film, ( 2/ g)1/3
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as the characteristic length, where v; denotes the liquid kinematic viscos-
ity and ¢ the gravitational acceleration [9]. The incompressible two-phase
Navier—Stokes equations, which describe the film dynamics, are coupled with
the transport equations for the volume fraction f, temperature 7©, and salt

concentration CSM, as follows:
Ve . u® =0, (2.2)
du® e ©..0 l Ce e S 0(vO,,0 0.,.0\T
&—@Jrv ~(uu):—p—@Vp + VO [v2(Vou® + (VOu®)h)]
+g° 4+ Kad®k®n, (2.3)
of o e)
or® <) Shae) e <} Shae) <)
81)79 +V7. (u T ) =V~ (‘Dthermal(v T )) + Sthermal’ (25)
6Csealt o SYare) e) S} SYars) e)
(9157@ + A (u Csalt) =V (Dmass(V Csalt)) + S’mass' (26)

Eq. (2.2) represents the continuity condition, while Eq. (2.3]) describes the
two-phase momentum balance in conservative form. Eq. (2.4 governs the
evolution of the volume fraction field, and Eqs. (2.5) and (2.6) describe the

transport of temperature and salt concentration, respectively. The equa-
tions employ non-dimensional variables: time t©; spatial coordinates x® =
(2©,49); velocity u® = (u®,v®); and the spatial gradient operator V© =
(8/ 02°,0/ 8ye). Additional quantities include gravitational acceleration g® =

(gg(?7 g? ), density p®, kinematic viscosity v, pressure p®, interface curvature

k®, interface normal vector n = (ng,ny), and the Dirac delta distribution

§©. The final term on the right-hand side of Eq. (2.3) contains the Kapitza

number, defined as Ka = g

4/3 37
PlVl/ gt/s

The Kapitza number characterizes the balance between surface tension and
viscous—gravitational forces and, together with the curvature and normal vec-

where o denotes the surface tension.

tor terms, quantifies the additional acceleration induced by surface tension
at the gas-liquid interface. Finally, Egs. (2.5) and (2.6) incorporate the non-

dimensional thermal and mass diffusivities, Dgwmwl and D®

masss Tespectively,

10
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as well as source terms, S9_ . and SO ., to account for evaporation and
salt enrichment effects.

The governing equations, Egs. 7, are solved using the open-source,
finite-volume-based code Basilisk [10], [11], [12]. Basilisk employs a quadtree-
adaptive multigrid solver that efficiently resolves interfacial dynamics and has
been extensively validated for multiphase DNS [13], [14], [15]. The numerical
solution procedure, implementation and initial and boundary condition details

are described thoroughly in Paper A and [§].

2.2 Lagrangian particle tracking approach

The Eulerian numerical framework introduced and described in [§] and
is extended by a Lagrangian point-particle model. This Eulerian—Lagrangian
approach enables the inclusion of solid spherical particles as a dispersed phase
within the continuous liquid film. The motivation for this attempt arises nat-
urally from the observation that in aqueous salt solutions flowing as vertical
falling films and exposed to interfacial evaporation and inverse soluble salt
species, regions exceeding the solubility limit lead to supersaturation and the
nucleation of salt crystals (Fig. (1.1))). These crystals are subsequently trans-
ported by the local advective flow of the continuous phase and may deposit on
solid boundaries, such as heat transfer surfaces in heat exchanger applications,
thereby contributing to crystallization fouling.

To capture the transport and dynamics of these particles, their motion is
described in a Lagrangian frame of reference. The velocity and position of each
particle are determined by applying Newton’s second law, which expresses the
particle momentum balance as

du,
— F. 2.
s g:l i (2.7)

where m,, is the particle mass, u, the particle velocity vector u, = (up, vp),
and F; represents the external forces acting on the particle. For the right-
hand side of Eq., the external forces contributing to particle acceleration
are considered as

du
mpd—;':Fg—f—FB—FFAM—&-FD—&—FL, (2.8)

11



Chapter 2 Methodology

where Fg and Fp denote the gravitational and buoyancy forces, F 45s the
added-mass force, and Fp and F the drag and shear-induced lift forces,
respectively. These forces are expressed as

Fg =m,g, (2.9)
Fy = —nle, (2.10)
1 Du; du
C
Fp= TDplAp lw —u, | (0 —u,), (2.12)

(w; —up) X wy
Viel|

where V), = %df, is the particle volume, A, = %df} its projected area, u; the
local liquid velocity, C'p the drag coefficient, and w; the vorticity vector of the
liquid phase [16], [17]. In Eq. , the material derivative of the Lagrangian
acceleration of the fluid is given by

Fp = 1.61d./piu (2.13)

%l;l - % +u; - (Vul) 5 (214)
where the first term represents the Eulerian local (unsteady) acceleration and
the second term the convective acceleration associated with spatial velocity
gradients. The governing equation for particle transport, Eq., together
with the force contributions defined in Egs. - , is implemented
in non-dimensional form within Basilisk and solved using a second-order ac-
curate time-integration scheme. The procedure for non-dimensionalization,
numerical implementation, and the specification of particle initial and bound-
ary conditions, as well as the applied corrections to the drag and lift forces
accounting for wall-bounded flow effects, are described in detail in Paper B.

12



CHAPTER 3

Selected challenges

In this section, we address the key challenges encountered during the devel-
opment of the numerical framework used to investigate liquid supersaturation
dynamics in evaporating vertical falling films. The discussion focuses primar-
ily on the Eulerian formulation, as the extension with the Lagrangian particle
framework remains an ongoing effort. Detailed results on the onset, evolution,
and transport of supersaturated regions under varying hydrodynamic condi-
tions are presented in Paper A and [§]. The following subsections focus on key
numerical aspects, starting with the advection of a passive scalar field confined
to a single phase within a multiphase VOF framework, and continuing with
the treatment of scalar diffusion from interfacial (gas-liquid) cells, for which
a dedicated numerical approach has been developed.

3.1 Numerical method for passive scalar advection

As formulated in |2}, supersaturation is investigated exclusively within the lig-
uid phase of a falling film. Accordingly, the scalar field representing the salt
S@alt, is defined only in the liquid phase, while C’S@alt =0 in
the gas-phase of the computational domain. In this configuration, the falling

concentration, C

13
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film consists of an aqueous salt solution flowing downward along the vertical
wall. At the initial time t© = ¢t ., = 0, the salt concentration is prescribed
as C9,.(t9.,) = 0.43, see [8]. This value serves merely as an initial condition
and can be adjusted according to the application of interest. In the absence

of phase change and diffusion, the transport of C®,, occurs solely through

salt

advection by the liquid velocity field u®. Consequently, the total salt mass
within the liquid phase must remain conserved over time, implying that

(Can) (t5i) = (Caun) (tena) = 0.43, (3.1)

where the liquid averaged salt concentration (C . equals the liquid

9alt> at tmz
averaged salt concentration at the end time of the simulation t© ,. Under
these assumptions, the non-dimensional scalar transport equation (Eq. [2.6])
simplifies to the purely advective form

ac®
8;5” + V@ ( Csalt) . (32)

Fig. illustrates the simultaneous advection of the liquid volume fraction
field f (subfigure (a)) and the salt concentration field C2,, (subfigure (b)).
The liquid volume fraction f evolves according to the pure advection equa-
tion defined in Eq. . Ideally, the salt concentration field C2,, should be
strictly confined to the liquid phase and advected consistently with the mo-
tion of f, such that its transport precisely follows the liquid volume fraction
and the gas-liquid interface. However, as evident from Figure (b), the
salt concentration is not conserved in the liquid phase: nonphysical leakage of
C9,, through the gas-liquid interface and into the gas phase occurs. This dis-
crepancy originates from the different numerical treatments used for the two
fields. In Basilisk, the advection of the volume fraction field f is performed
using the Piecewise Linear Interface Calculation (PLIC) method. In this nu-
merical scheme, the gas—liquid interface within each computational cell is first
geometrically reconstructed from the cell’s volume fraction of the previous
time step. In a subsequent step, the flux during one time step is geometrically
calculated, based on the information from the reconstructed interface. This
two step scheme ensure accurate flux calculation while the liquid volume is
conserved to machine precision [18]. In contrast, the advection of the scalar
field C9,, does not employ the same geometrically conservative flux compu-
tation, rather a standard second order upwind scheme. As a result, the scalar
field is subject to spurious diffusion across the gas-liquid interface, leading

14
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(b)

Figure 3.1: (a) Advection of the liquid volume fraction field f and (b) the salt
concentration field C€,,. Flow conditions are defined by a Reynolds
number Re = 200 and a Kapitza number Ka = 500. An initial con-
centration of C2,,(t9,,,) = 0.43 is prescribed in the liquid phase. The
results show that C2,, does not follow the advection of f and diffuses
into the gas phase, indicating violation of salt mass conservation in
the liquid phase. Both subfigures are rotated 90° counterclockwise for
clarity; the white line in (a) and the black line in (b) indicate the gas-

liquid interface.

to nonphysical transport of salt into the gas phase. This phenomenon, of-
ten referred to as artificial mass diffusion, is a purely numerical artifact that
arises when a passive scalar is advected without consistent phase-restricted
flux treatment, such as the numerical treatment for the advection of f.

To ensure physically consistent transport of the salt concentration field, it is
therefore essential to apply the same geometric flux calculation scheme used for
the volume fraction field f also to CSM. Previous studies, such in and ,
have detailed the derivation and description of geometric advection schemes
for passive scalars in multiphase flows. Following a similar approach to this
studies, the present framework employs the interface geometry reconstructed
in the first step of the PLIC method to compute geometrical fluxes for both

f and nglt in a consistent and simultaneous manner. By using the same

15
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geometrically defined interface during the second step of PLIC — the flux
computation stage — the advection of the scalar and the liquid volume fraction
are performed synchronously, ensuring strict phase confinement of C’glt and
eliminating artificial diffusion across the gas-liquid interface.

The results of the improved advection scheme for the coupled transport
of f and C?,, are presented in Figure . Subfigure (a) shows the lig-
uid volume fraction field f, while subfigure (b) denotes the corresponding
salt concentration field C2,,. In contrast to Figure (b), it is evident
that CSM is now strictly confined to the liquid phase, with no nonphysical
or artificial diffusion across the gas-liquid interface. The initially prescribed
value C©, (9

o (tini) = 0.43 remains conserved in the liquid phase throughout

the entire simulation, confirming the numerical consistency of the new ad-
vection procedure for C’glt. This phase-restricted scalar transport approach
enables accurate and physically consistent analysis of the onset and trans-

port dynamics of liquid supersaturation in evaporating falling films. Figure

(b)

Figure 3.2: (a) Advection of the liquid volume fraction field f and (b) the salt
concentration field C®,,. Flow conditions are defined by a Reynolds
number Re = 200 and a Kapitza number Ka = 500. An initial concen-
tration of Cglt(t?mt) = 0.43 is prescribed in the liquid phase. The salt
concentration field is now strictly confined to the liquid phase, showing
no artificial diffusion across the gas-liquid interface and full conserva-
tion of C2,, during advection in the liquid phase. Both subfigures are
rotated 90° counterclockwise for clarity; the white line in (a) and the
black line in (b) indicate the gas-liquid interface.

16
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(13.3]) presents a quantitative comparison of the two advection schemes shown
in Figure (3.1))(b) and Figure (3.2)(b). The evolution of the averaged salt
concentration in the liquid is computed as

(OOt = o7 . ComtI0%, 3

where the numerator represents the total salt mass within the liquid phase
at time ¢t© and the denominator the corresponding total liquid volume in the
entire computational domain Q€ at time t©. The results clearly demonstrate
the superior mass conservation of the improved geometric advection scheme.
The blue curve (corresponding to Figure b)) maintains a constant average
concentration throughout the simulation, confirming strict conservation of
salt mass in the liquid phase as predicted by Eq. . In contrast, the
orange curve (corresponding to Figure b)) exhibits a steady decline in
C(?llt, indicating loss of salt mass caused by numerical diffusion across the

S
gas—liquid interface when using a standard second-order advection scheme.

3.2 Scalar diffusion from interfacial cells

This section addresses the numerical treatment of scalar diffusion from the

interfacial region, where the salt concentration CSM is confined exclusively

to the liquid phase. Particular emphasis is placed on the discretization of
diffusion processes occurring in cells intersected by the gas—liquid interface.
As outlined in the scalar field C?, is initialized solely within the liquid

a

phase with an initial value of C& (t2 ) = 0.43. The focus here lies on the

salt
subsequent diffusive transport of nglt and is mathematical described by

aC;Oa
T@lt = v@ ! (D'renassvecglt) ) (34)

where no source term (S9,., = 0) is included. The non-dimensional mass
diffusion coefficient D® __ is defined based on scaling with the viscous length

mass

scale of the liquid film. It is therefore expressed as DS, = 1/Sc where Sc

mass
denotes the Schmidt number, representing the ratio of momentum diffusivity
to mass diffusivity. At gas-liquid interface cells, D . exhibits a disconti-

nuity due to the abrupt change in fluid properties between the two phases.
Specifically, within the liquid phase one has D® = 1/5¢j;q, whereas in

mass,liq

17
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Figure 3.3: Evolution of the averaged salt concentration in the liquid (C2,,) over
time t©. The blue curve represents the geometric advection of C2,,,
while the orange curve uses a standard second-order upwind scheme.
The geometric method conserves salt mass in the liquid phase, whereas

the upwind scheme exhibits noticeable mass loss over time.

the gas phase the value changes sharply to ngss, gas = 1/5¢gas and typically
Sciiqg # Scgas- When a geometric VOF interface-capturing method is em-
ployed, this discontinuity occurs over the span of a single computational cell.
A common strategy to mitigate the sharp discontinuity of the mass diffusion
coefficient across the gas-liquid interface is to smooth DY, . over several com-
putational cells. This is typically achieved by applying a arithmetic mean or
harmonic interpolation between the liquid and gas phase diffusion coefficients,
Df?wss,“q and D) .. 4as» respectively [21], [22]. In non-dimensional form, the

harmonic interpolation can be expressed as

1
D® = : 3.5
95 = F Sy + (1= 1) Scgus (35)
This smoothing approach effectively ensures a gradual transition of the dif-
fusion coefficient when interfacial mass transfer is actually present, thereby

preventing numerical oscillations at the interface. However, this approach be-
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3.2 Scalar diffusion from interfacial cells

comes unsuitable when the scalar field is intended to remain confined to a
single phase. In such cases, even though the harmonic interpolation smooths
the diffusion coefficient, the sharp concentration gradient between the liquid
(where C2,, > 0) and the gas phase (where C9,, = 0) induces a non-zero
diffusive flux across the interface. As a result, artificial mass transfer occurs
from the liquid into the gas phase, leading to an nonphysical leakage of the
scalar field.

To illustrate the behavior of the diffusion model, a simplified test case is
considered. A flat liquid film is defined, such that no wave development occurs
during the simulation. The initial scalar field is prescribed as C2 ,(t9 ) =
0.43 within the liquid phase, while the gas phase is initialized with C2 . (t9 .,) =
0. The non-dimensional mass diffusion coefficients in both phases are set equal,
i.e., Sciq = Scgas = 1. Figure (3.4) illustrates the effect of applying the har-
monic mean formulation for the mass diffusion coefficient in a case where the
Sﬂt is intended to remain confined to the liquid phase. Subfigure (a)
shows the initial condition at t® = t9 ., =
present exclusively in the liquid phase and zero in the gas phase. In contrast,
Subfigure (b) depicts the salt concentration field at a later time, t® > 0. It
is evident that CSL“ has diffused across the gas—liquid interface into the gas

phase, despite the absence of any intended mass transfer. The black line in
both subfigures indicates the position of the flat gas—liquid interface.

scalar C
0, where the salt concentration is
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(a)

(b)

Figure 3.4: Diffusion of a scalar field confined to the liquid phase using the har-
monic mean for the diffusion coefficient. (a) Initial salt concentration
field, C2,,(t9;,) = 0.43, in a flat falling film with Re = 200 and
Ka = 500. (b) Distribution of C2,, for t© > 0. The black line denotes
the gas-liquid interface, and the figure is rotated 90° counterclockwise.
Diffusion of C2,, across the interface into the gas phase is clearly vis-

ible at t® > 0.

The undesired diffusion of the salt concentration into the gas phase can be
prevented by enforcing an impermeable gas-liquid interface, even then when
Sciig = Scgas. To achieve this, the first step of the PLIC method introduced
in 3.1] is revisited and employed here. In this step, the interface within each
interfacial computational cell is analytically reconstructed from the local vol-
ume fraction field. Based on this reconstructed interface geometry, a weighting
approach is introduced to locally modify the mass diffusion coefficient at in-
terfacial face cells. The non-dimensional mass diffusion coefficient is defined
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as
Dgass = ngss,eﬁ Saf’ (36)

where Dg ass,eff TEPresents an effective diffusion coefficient, which can be, for
example, the harmonic mean or simple arithmetic average of the liquid and
gas phase diffusion coefficients. The weighting factor ¢/ corresponds to the
fraction of liquid evaluated at the cell face, i.e., at the location where the ana-
lytically reconstructed interface intersects the computational cell surface. !
is obtained from the PLIC reconstruction and represents the liquid fraction
at a given cell face. Within a two-dimensional square computational cell, the
reconstructed interface is a straight line that can intersect any two faces of
the cell, depending on the local orientation of the interface normal. Conse-
quently, only the intersected faces exhibit partial liquid coverage, characterized
by 0 < ¢f < 1, while the remaining two faces are fully immersed in one or
both phases — either both within the liquid phase (¢/ = 1), both within the
gas phase (¢f = 0), or one in each phase — depending on the local orientation
and position of the reconstructed interface. This geometric property directly
governs the diffusive transport across interfacial cells. Faces entirely located
in the gas phase (¢ = 0) contribute no diffusive flux, since the corresponding
local mass diffusivity becomes zero. In contrast, faces partially or fully covered
by liquid (¢ > 0) permit diffusion in proportion to their liquid coverage, con-
sistent with the analytically reconstructed interface geometry. Consequently,
the geometrically weighted formulation of DS . effectively enforces an imper-
meable gas—liquid interface and prevents non-physical scalar diffusion across

it, ensuring that scalar quantities confined to one phase, such as C€,,, remain
strictly within the liquid region. Further details on the numerical implemen-
tation and additional theoretical background of this weighting scheme can be
found in Paper A, as well as in [8] and [20], where the treatment of diffusion
from interfacial cells for scalar fields confined to a single phase is discussed in
greater detail.

As a result, the aforementioned issue of nonphysical diffusion into the gas
phase is resolved by applying the weighting approach, in which the effective
mass diffusion coefficient is scaled by the local volume fraction value at the cell
face. In addition to this special treatment of interfacial diffusion based on the
analytically reconstructed interface obtained from the PLIC method, a phase-
averaging approach has been implemented for the diffusion of scalar fields
when the gas-liquid interface is prescribed as impermeable. This additional

21



Chapter 8 Selected challenges

treatment ensures consistency between advection and diffusion processes for
scalar quantities that exhibit discontinuities across the gas-liquid interface,
such as the salt concentration field Csalt
representations of the scalar field within interfacial cells can be distinguished:
the volume-averaged and the phase-averaged formulations. The total volume

In the numerical formulation, two

of an interfacial computational cell is composed of the liquid and gas phase
volumes, corresponding to their respective volume fractions. If C9 . is defined
over this total cell volume, it represents a volume-averaged quantlty Smce the
volume fraction of the liquid phase is always known from Eq. ,
alternatively be expressed only over the liquid volume within the cell, yielding

5alt can
a phase-averaged quantity. This distinction allows accurate representation of
the scalar field in cells intersected by the interface, while maintaining strict
confinement of Csalt to the liquid phase. Mathematically this two different
formulations can be expressed as

O
lz
<Cs®alt Ce” = C’saltd‘/e q Csalt fcgzlt? (37)
cell cell
1
<Csalt>Vl?q = Vl Vo Csaltdve ‘/l Csalt lig — Csealta (38)
q lig q

where <nglt>Vfg“ is the volume-averaged salt concentration field, (C2,,), ve
the liquid-phase averaged salt concentration field, VC ;; and, V}Z the total cell
volume and the liquid phase cell volume in a computational cell, respectively.
The relationship between volume- and phase-average is given by

(Couive c®
<Csalt>Vl?q = f el = ;?lt = <anlt>lzm (39)

where the volume-averaged salt concentration field is already by definition
C®,,. The distinction between volume- and phase-averaged quantities be-
comes particularly important in interfacial cells, where 0 < f < 1. In such
cells, a total volume average would artificially dilute the concentration field
and consequently underestimate the diffusive flux into neighboring pure-phase
cells. Therefore, in addition to the modification of the mass diffusion coef-
ficient described earlier, the diffusion equation Eq. is solved for the
phase-averaged scalar quantity according to Eq. . This formulation en-
sures that scalar gradients are correctly evaluated and that the diffusive fluxes
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from interfacial cells into pure-phase regions — such as the liquid phase in the
present case — are physically consistent. After completing the diffusion step
for the phase-averaged salt concentration field, a back-transformation to the
corresponding volume-averaged field is performed. The exact same method-
ology is also applicable when evaporation is present at interfacial cells and
therefore S©

mass
tion step of C2 .,
VOF interface reconstruction, where the volume-averaged scalar quantity is
considered (8], [23].

Figure (a) presents the results for the same simulation setup as in
Figure , but with the weighting method based on the analytically re-
constructed interface used to modify DS ... A comparison between Figure
(3.5) (a) and Figure (b), both corresponding to t© > 0, reveals a signif-
icant improvement. When the weighted formulation of D€ is employed

mass
instead of the simple harmonic mean, the scalar field nglt remains fully con-

# 0. This procedure guarantees consistency with the advec-
which employs geometrically computed fluxes based on the

fined to the liquid phase, with no artificial diffusion into the gas phase. This
demonstrates the effectiveness of the geometrically based weighting scheme in
enforcing an impermeable interface for scalar quantities confined to a single
phase, such as CSIH. In addition to the treatment of the mass diffusivity, Fig-
ure (b) illustrates the behavior of C®,, in the interfacial cells when the
phase-averaged formulation is applied. The white line indicates the gas-liquid
interface, where the scalar field C?,, remains sharp and exhibits a discon-
tinuous transition into the gas phase. The phase-averaged method, used in
combination with the geometrically weighted formulation of D . . therefore
provides a physically consistent and robust numerical approach for cases in
which a scalar field is confined to a single phase and no mass transfer across

the interface is permitted.
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(b)

Figure 3.5: Diffusion of a scalar field confined to one phase using the geomet-
ric weighting method for the mass diffusivity combined with a phase-
averaged scalar formulation. (a) Distribution of C2,, for t© > 0 in
a flat falling film with Re = 200 and Ka = 500. (b) Phase-averaged
treatment of scalar field in interfacial cells. The white line denotes the
gas—liquid interface, and the figure is rotated 90° counterclockwise.
The scalar field remains confined to the liquid phase and preserves a
sharp discontinuity across the interface, in contrast to Figure (b).
The phase-averaged salt concentration expression, (C,,,)1iq, is shown.

An additional demonstration of the robustness of this combined approach
is shown in Figure , which presents a result from Paper A and . In this
case, a localized source term is introduced within the interfacial cells, and dif-
fusion occurs exclusively into the liquid phase while the phase-averaged scalar
formulation is employed during the diffusion step. This further highlights the
accuracy and physical consistency of the method in handling scalar transport
confined to a single phase.
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Figure 3.6: Zoomed-in view of the non-dimensional, liquid-phase-averaged salt
concentration field, (C&,;,)1i4 (see Eq. , in the capillary region up-
stream of the solitary wave for Re = 200 and Ka = 500. The overlaid
computational grid and the white contour marking the gas-liquid in-
terface highlight the fine spatial resolution of interfacial curvature and
the steep mass-transfer boundary layer. The liquid-phase averaging
treats C9,, as discontinuous across interfacial cells, while the geomet-
rical weighting ensures diffusion occurs strictly into liquid-phase cells,
preventing any artificial transport into the gas phase.
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Finally, the same quantitative analysis described in is performed here,
with the results presented in Figure . The orange curve depicts the tem-
poral evolution of the average salt concentration within the liquid phase when
using the harmonic mean for the mass diffusion coefficient, while the blue
curve corresponds to the case employing the geometrically weighted formula-
tion of D9 ... Tt is evident that the geometrically weighted approach (blue
curve) conserves the total salt mass within the liquid phase throughout the
simulation, whereas the harmonic mean formulation (orange curve) leads to
an artificial mass loss into the gas phase due to nonphysical diffusion across
the interface.
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oRb}
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Figure 3.7: Temporal evolution of the average salt concentration in the liquid
phase. The blue curve corresponds to the geometric weighting method
for the mass diffusion coefficient combined with the phase-averaged
scalar formulation, while the orange curve represents the harmonic-
mean approach. The harmonic-mean case shows an artificial loss of
salt mass due to nonphysical diffusion across the gas-liquid interface,
whereas the geometric weighting with phase averaging conserves mass
in the liquid phase and maintains the scalar field confined to the liquid
phase at its initial value throughout the simulation.
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CHAPTER 4

Concluding Remarks and Future Work

Crystallization fouling in evaporating falling liquid films — defined as the
undesired deposition of solid particles on heated surfaces and the subsequent
formation of fouling layers — remains a major challenge across many indus-
trial processes. Such deposits reduce thermal efficiency, hinder heat and mass
transfer, and can ultimately lead to partial or complete shutdowns of produc-
tion systems. To investigate the precursors of crystallization fouling, specif-
ically the formation and evolution of supersaturation, a multiphase Direct
Numerical Simulation (DNS) framework was developed. This framework fully
resolves the hydrodynamics and interfacial dynamics of an evaporating falling
film exposed to a gas phase and accurately captures the coupled heat and mass
transfer phenomena that give rise to local supersaturation within the liquid.
As presented in [8], the simulations reveal that supersaturation develops ini-
tially near the gas—liquid interface as a result of interfacial evaporation, where
the removal of water locally increases the salt concentration. These highly
supersaturated regions are subsequently transported into the bulk liquid by
diffusion, advection, and recirculation within the film, leading to a broader
spatial distribution of supersaturation. The study further shows that higher
wetting rates (increased Reynolds numbers) enhance mixing and promote a
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more uniform distribution of supersaturation, whereas at low wetting rates,
supersaturated regions remain localized within specific zones of the film.

During the development of the DNS framework, several numerical challenges
were encountered, as discussed in [3] Since supersaturation occurs exclusively
within the liquid phase, scalar quantities such as temperature and salt con-
centration must likewise remain confined to the liquid domain. While this
condition is physically intuitive — because, in the absence of mass transfer
across the gas—liquid interface, the salt should remain entirely within the lig-
uid — it poses a significant numerical challenge. As demonstrated in [3.1] and
without dedicated numerical treatment of the advection and diffusion pro-
cesses, artificial mass diffusion can occur, leading to a nonphysical leakage of
the scalar field across the gas—liquid interface into the gas phase. Such behav-
ior violates mass conservation within the liquid phase and results in erroneous
supersaturation fields. By addressing this issue through specialized interfacial
treatments for scalar transport, the present framework ensures strict confine-
ment of the salt concentration to the liquid phase, thereby enabling accurate
tracking and analysis of supersaturation dynamics under various hydrody-
namic conditions in evaporating falling films.

As part of the ongoing research, the Eulerian multiphase DNS framework is
being extended through coupling with a Lagrangian point-particle approach.
This development enables the simultaneous investigation of liquid-phase su-
persaturation and the dynamics of nucleated particles in vertical falling films.
In the initial stage, spherical particles of constant size are considered to study
their transport from the supersaturated regions near the gas—liquid interface
into the bulk liquid and towards the solid wall. Particular emphasis is placed
on the near-wall particle behavior, where hydrodynamic interactions and wall-
bounded effects strongly influence lateral motion and deposition. This aspect
is critical for understanding crystallization fouling, particle adhesion, and the
subsequent formation of solid fouling layers. Following this stage, the frame-
work will be further advanced to include fully coupled particle-solute inter-
actions, where individual particles respond to but also influence the evolving
salt concentration field. This will allow for direct simulation of crystal growth
driven by local supersaturation and the detailed study of transport and depo-
sition mechanisms at the heated solid boundary.
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