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This document presents the outcomes of the Dagstuhl Semi-
nar “Roadmap for Responsible Robotics,” held in September
2023 at the Leibniz Center for Informatics, Schloss Dagstuhl,
Germany. The seminar brought together researchers from the
fields of robotics, computer science, social and cognitive sci-
ences, and philosophy with the aim of charting a path toward
improving responsibility in robotic systems. Through inten-
sive interdisciplinary discussions centered on the various val-
ues at stake as robotics increasingly integrates into human
life, the participants identified key priorities to guide future
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research and regulatory efforts. The resulting roadmap out-
lines actionable steps to ensure that robotic systems coevolve
with human societies, promoting human agency and humane
values rather than undermining them. Designed for diverse
stakeholders—researchers, policy makers, industry leaders,
practitioners, nongovernmental organizations (NGOs), and
civil society groups—this roadmap provides a foundation for
collaborative efforts toward responsible robotics.

INTRODUCTION

Just as artificial intelligence (AI) systems have now influen-
tially entered the public arena, robotic systems, too, are set to
become increasingly relevant in society. It would, however,

This work is licensed under a Creative Commons Attribution 4.0 License.
For more information, see https://creativecommons.org/licenses/by/4.0/
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be easy to misunderstand robots as merely physical embodi-
ments of AL Consequently, “responsible robotics” could be
misconceived as a straightforward extension of the current
lively debates on “responsible AL In this roadmap, we aim
to complement these rich discussions by highlighting the
sociotechnical challenges unique to robotic systems. We
begin by situating robotics-specific issues within the broad-
er context of Al. Then, we underscore the importance of the
robotics community proactively engaging with responsible
robotics to help shape a positive future with robots. We
present the roadmap in the section “Advancing Responsible
Robotics” in the form of the main gaps identified and sum-
marized in three tables. We map them onto the challenges

discussed in the sections “Principles” and “Responsibili-
ties” and attempt to identify which stakeholders might fill
the gaps.

ROBOTICS
Robotics refers to a diverse set of products, technologies, and
subdisciplines, many of which are not powered by Al or sophis-
ticated, intelligent software systems (though some are or will
be). A robot is defined as “a programmed actuated mechanism
with a degree of autonomy to perform locomotion, manipula-
tion or positioning” [1]. Robotic systems, unlike purely algorith-
mic systems, such as machine learning (ML) models, span a
multitude of physical morphologies, a wide range of mechani-
cal designs, the spectrum of autonomy (i.e., from teleoperated
to fully autonomous) as well as varieties of “intelligence.”
While some sophisticated systems, such as autonomous vehi-
cles, make use of Al (for instance, for pedestrian detection
and vehicle steering), many other robotic systems, such as a
robotic eating-aid device or industrial robots in factories, may
not. All systems require us to consider issues unique to their
appearance and movement in addition to issues of use and
other experiences, which may include responsible Al, data
ethics, and other domain-specific ethics considerations.
“Robotics” can also be understood in different ways and
with varying scope. We see it as a very broad field, encom-
passing researchers in various disciplines, businesses, engi-
neers, regulators, and end users. Responsible robotics should
also consider the interest of a range of stakeholders, including
whole societies, the natural environment, and animals [2], [3].

RESPONSIBILITY

Considering the social, ethical, and legal implications of the
field is not new to the robotics community. The term “robo-
ethics” was coined two decades ago, and the European
Robotics Research Network published a roboethics roadmap
in 2007 [4]. The community continues to make steady prog-
ress in discussing the ethical dimensions of robotics. These
topics were regularly included in leading robotics conferenc-
es, such as the IEEE International Conference on Robotics
and Automation, and many articles on normative issues have
appeared in robotics publications, including the Handbook of
Robotics [5]. Over time, this discourse has become increas-
ingly interdisciplinary, not only through a number of Europe-
an Union (EU) and UK. projects,' but also through moving
toward standards and guidelines. For example, IEEE pub-
lished “Ethically Aligned Design,” a guideline that consoli-
dates the global expertise of more than 250 experts, and the
British Standards Institution published its standard, BS8611:
“Guide to the Ethical Design and Application of Robots and
Robotic Systems” [6], [7]. The present work aims to contrib-
ute to this progress, drawing on multidisciplinary research
expertise. It focuses primarily on elucidating open research

IEthicBots: https://cordis.europa.ew/project/id/17759/de; REELER: https:/responsiblerobotics.eu;
SIENNA: https://www.sienna-project.eu/w/si/about-sienna; TechEthos: https://www.techethos.eu;
REMARQO: https://www.remaro.eu; RoboTIPS: https://www.robotips.co.uk; Verifiable Autonomy:
https://doi.org/10.1109/JPROC.2019.2898267
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questions relevant to ensuring responsibility in robotic sys-
tems given the current state of the art.

RESPONSIBLE ROBOTICS

What are responsible robotics? The term responsibility is
ambiguous both in philosophy and in law. According to San-
toni de Sio and Mecacci, this complexity is rarely reflected in
the debates on responsibility for the behavior of Al and
robotic systems [8]. They point toward several responsibility
gaps: the culpability gap, the moral accountability gap, the
public accountability gap, and the active responsibility gap.
Such gaps arise from different kinds of sources, including but
not limited to technical, social and legal ones. Thus, respon-
sibility gaps often require complex solutions.

Responsible robotics is the idea that various parties
involved in the development, deployment, integration, usage,
and maintenance of robots need to act in a responsible man-
ner toward all stakeholders. This involves behaving ethically
in their roles, making ethically sensitive design and deploy-
ment decisions, and ultimately taking responsibility for how
robotics as a field progresses and how robots are used. It is
generally clear that responsible robotics is really about Auman
responsibility in this field and not about a possible attribu-
tion of responsibility to the machines themselves [9]. It is
also crucial to consider various interconnected dimensions of
responsibility, including role responsibility, relating to specific
functions in robotics; professional responsibility, which cov-
ers obligations in the robotics profession; moral responsibility,
involving ethical decision making and anticipation of conse-
quences; legal responsibility, pertaining to compliance with
relevant laws and regulations; social responsibility, regarding
the broader impacts of robotic systems on human societies;
and environmental responsibility, regarding their impacts on
the natural environment and animals. These dimensions inter-
act to form a comprehensive framework of responsibility in
robotics, ensuring that all parties involved, from designers to
end users, uphold their respective duties in promoting good
robotic practices. This document identifies a core (but not
exhaustive) set of features of responsible robotics.

LIMITATIONS AND OUTLOOK

We acknowledge that the current group of authors predomi-
nantly represents perspectives from the Global North and
WEIRD (Western, Educated, Industrialized, Rich, and Dem-
ocratic) research contexts. The contributors to this report are
researchers from the fields of robotics, philosophy, human—
robot interaction (HRI), software engineering, and Al,
among others. While we have an interdisciplinary outlook,
some aspects, e.g., the legal aspect, are not covered. This
expertise provides valuable insights, but it also introduces the
risk of a perspective skewed toward specific research inter-
ests. We highlight the urgent need to incorporate a broader
range of viewpoints and greater diversity in future iterations
or reformulations of similar roadmaps. This roadmap is not
the end but rather the beginning. Our goal is to spotlight and
exemplify some critical issues, foster the advancement of
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responsible robotics, and facilitate our collective journey
through the intricate sociotechnical landscape ahead.

PRINCIPLES

CONTRASTING ROBOTICS WITH Al

There is no universally agreed-upon definition of what a
robot is (and is not). We establish a pragmatic working defini-
tion that is followed in the rest of this article. The Internation-
al Organization for Standardization (ISO) robotics
vocabulary [1] distinguishes between robots and other auto-
mated systems, describing a robot as an actuated mechanism
programmable in two or more axes with a degree of autono-
my (i.e., the ability to perform intended tasks based on cur-
rent state and sensing, without human intervention), moving
within its environment to perform intended tasks. This defi-
nition specifically implies that a robot is first and foremost a
physical piece of machinery, which excludes software-only
systems as not robots; e.g., purely software bots, voice assis-
tants, large language models, or image recognition. Robots
are embodied in the real physical world [10]. Furthermore,
robots and robotic devices have some degree of autonomy.
Mobile machinery that only follows preprogrammed instruc-
tions without coupling to the environment (e.g., 3D printers)
do not qualify as robots.

While many ethical and responsibility implications overlap
between robots and Al, the embodied and autonomous nature
of robots brings a host of new considerations. An obvious issue
arises from the physicality of a robotic system: the physical
safety of people and animals. In the case of a mobile pizza
delivery robot, this includes the safety of the natural environ-
ment (see the section “Environmental Sustainability”) as well
as the safety of any bystanders and encountering people (e.g.,
pedestrians, including people with strollers, children on their
own, and people with mobility issues, sharing the sidewalk
with the mobile delivery robot). Some of the issues are directly
related to the programmable and scalable use of kinetic force,
for example, in cobots. Further concerns arise from how
humans react to moving artifacts in our physical environment.
The fields of HRI and social robotics are rich with examples of
how different designs (e.g., morphology and nonverbal and ver-
bal behaviors) affect human perception, beliefs, and decisions.
For instance, robot embodiment coupled with autonomous
movement and perceived goal-orientedness is known to elicit a
tendency to respond and treat robots as quasi-social actors, for
example, by adopting an intentional stance toward them [11].

This tendency is further strengthened by so-called social
robots that are designed to increasingly look and behave like
humans. The potential dangers of designed and perceived
robot sociality have already been discussed in roboethics and
related fields [12], [13], [14]. Deception, unilateral bonds, and
the ability of robots to reshape affect- and relationality-laden
practices have been named as concerns (e.g., when robots are
deployed in service sectors). Robot physicality also implies
that we cannot simply borrow design assumptions and practic-
es from software science. Deciding to terminate interactions



with a robot is not as simple as uninstalling a mobile app, and
turning off a robot does not mean that it no longer affects the
space in which it is present. This means that the ethics analysis
of a robotic system, regardless of the amount of Al integrated
into it, must go beyond simply assessing the software on board
the robot to also include broader considerations.

Because robots are situated in the real
world, they are subject to its real-time
dynamics and constraints, and also its
uncertainties, for their perception, action,

standards. Transparent communication about the capabilities
and limitations of their products is essential to ensure that
users have a clear understanding of how to responsibly engage
with robotic technologies.

Governments play a pivotal role in creating and enforc-
ing regulations for robotic products and Al services [17].
They must collaborate with industry
experts to establish ethical guidelines,
safety standards, and legal frameworks.
Regulatory bodies should continuously

decision making and reactivity. While update these frameworks to keep pace
g Y
they may benefit from prior training on FUTURE ENGINEERS with technological advancements. Fur-
large datasets, they must also build new thermore, governments should invest in
FEEL A SENSE OF

understandings and capabilities during
action. Adaptable robots should be able to
improve their actions over time, for exam-
ple, through reinforcement learning. They
are subject to computational complexity
limits and related challenges from power

RESPONSIBILITY FOR
THE SYSTEMS THEY
DESIGN, UNIVERSITIES
CAN SIGNIFICANTLY

public awareness campaigns to educate
citizens about alternative solutions and
their effects, mitigating the potential for
misuse or misunderstanding.

VALUES

and computer hardware limitations, which CONTRIBUTE TO THE When people plan for robotic systems to

are stricter than those in a typical ML sys- DEVELOPMENT OF become more capable and autonomous

tem. ETHICALLY GROUNDED and also integral in human life, there is a
risk that the process becomes technolo,

FOUNDATIONS TECHNOLOGY driven and tIt)lat these systems—and tiz

PROFESSIONALS. people and organizations developing,

ROLES AND AGENTS deploying, regulating, and using them—

From companies to university and gov-

ernment agencies, responsibility for the

ethical and effective use of robotic prod-

ucts and services rests on multiple actors. An important step
to ensure responsible robotics is to explore the diverse roles
and responsibilities of key stakeholders affecting or being
affected by robots.

Universities (and our specific stories of robotic ideas) play a
crucial role in shaping professionals who design, engineer, and
operate robotic systems. Without ethics education and taking
responsibility, we are at risk. By ensuring that future engineers
feel a sense of responsibility for the systems they design, uni-
versities can significantly contribute to the development of
ethically grounded technology professionals. Engineering and
design curricula should include studies of stakeholder needs,
alternative solutions, responsible design and innovation, safety
standards, and potential consequences of misuse and abuse.
This could be done by intensifying the dialog and collabora-
tions with other disciplines, following promising initiatives,
such as Embedded EthiCS [15].

To align robotics products and services with ethical stan-
dards and societal well-being, companies must conduct thor-
ough risk assessments, addressing potential misuses and
abuses and implementing safeguards in their products. For
example, for Al-based robotic systems, providers may rely on
existing risk management frameworks, such as the one recent-
ly developed by the National Institute of Standards and Tech-
nology [16]. Additionally, they should develop comprehensive
user manuals, conduct user training programs, and actively
collaborate with regulatory bodies to establish industry-wide

operate outside appropriate ethical con-
straints [18]. We understand “responsible
robotics” as an effort to capture such
perspectives and share them within the community and in
society. Taking responsibility for one’s actions is central to
being a morally good agent, as is holding others responsible
for theirs where appropriate. This involves more than the
attribution of causal responsibility; it has to do with what
one should and should not do or cause to happen. Our pri-
mary focus is on human moral responsibility for the behav-
ior of robotic systems. A robot is, after all, an embodied
being to which we can attribute direct causal responsibility
for its behavior in the physical world. By “responsible
robotics,” then, we refer to this entire nexus, the ideas and
dreams of people and society being supported by robotic
products in various ways. If responsible robotics means
designing systems that respect human rights and core
humanistic values, a suggestion of what these rights may
include is as follows:

1) Dignity: The inherent worth of each and every member
of society who stands to be impacted by robotic systems
must be respected. (All have the right to be treated with
dignity.)

2) Autonomy: Human beings must be supported to act in
accordance with their own interests and aspirations, both
individually and collectively.

3) Privacy: One must respect that children and adults need

to protect sensitive information about themselves and

share it only with certain other individuals or organiza-
tions as they see fit.
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4) Safety: People must not be exposed to robotic systems that
pose serious threats to their lives, health, or well-being.
Responsible robotics will also promote certain values,

including the following:

1) Trust: Those who stand to be impacted by robotic systems
should have good reason to believe that these systems are
aligned with their own legitimate interests.

2) Justice/fairness: As competing moral interests exist, broad-
ly impactful robotic systems must behave in ways that all
affected parties have sufficient reason to accept, even
when their own interests are overridden.

3) Accountability: The relevant agents can be held account-
able for adverse outcomes of robotic behavior, especially
when justice/fairness requires a robotic system to override
the legitimate interests of some in favor of those of others.

4) Sustainability: Among the most pressing adverse outcomes
of robotic systems is the degradation of life-sustaining
ecosystems. This includes environmental, social, and eco-
nomical sustainability. Most societies also recognize ethi-
cal limits to what may be done to sentient animals.

The previous values imply these further requirements:

1) Transparency: Any available information about robotic
systems (and their behavior) that bears on human assess-
ment of them should be accessible to all relevant parties.

2) Understandability: Information about why these systems
behave as they do in particular situations should be
available and presented in ways that stakeholders can
understand.

3) Predictability: Any information necessary for anticipating
how robots will behave in immediate and future situations
should be made available to all relevant parties.

While our main objective in the Dagstuhl Seminar was
not to produce a comprehensive list of values and principles
for achieving responsible robotics, there was a rich discussion
on what ethical values and other requirements are impor-
tant and should be considered by the community. The values
listed previously have received widespread assent within the
group (without an effort to distinguish them as exclusive of
one another or to acknowledge priority or hierarchical order-
ing of the values). We have selected only a few of the many
possible values, which are those we discuss in depth. Fairness
and trustworthiness, in particular, are considered to be core
values in responsible AI. We highlighted how consideration
of the same values can lead to sometimes drastically differ-
ent, additive, and unique insights for responsible robotics. The
values discussed here should not be considered as exhaustively
covering the full range of responsible robotics issues. Rather,
they are intended to provide a general framework that is sub-
ject to ongoing discussion. We next discuss the key values in
more detail.

RESPONSIBILITIES

Responsibilities affecting the research, design, deployment,
and use of robots are held by people in different roles, such as
those in governments, funding agencies, research, and indus-
try, along with everyday citizens. Responsibility is relevant
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across the whole product lifecycle of a robot, from design and
development to deployment and subsequent operation, and to
robot recycling or waste. This is related to social, environmen-
tal, and economical sustainability. The responsibility values,
relevant at deployment time, should be considered from the
design stage onward, with continual reflection on future events
and consideration of how to mitigate future risks based on
what those reflections propose. For example, a responsible
deployer will reflect on responsibility values at the design stage
to mitigate issues that could arise at deployment and beyond.”
Developers should consider ethical aspects, such as trust, jus-
tice, fairness, and accountability, during development. The for-
malization of these concepts during development can be
beneficial to implementing responsible robotic applications.

TRUST

There is a risk of people overly trusting robotic and other tech-
nological systems, whether explicitly or subconsciously.
Researchers should contribute a realistic, nuanced perspective
of the concept of trust and how it is related to the design, adop-
tion, and use of robots. Trust can be said to overlap with many
of the responsibilities that are considered next. We can trust
that a robot system is just, fair, or respects privacy. Trust is also
related to reliability (trusting that the robot will “do its job”)
and understandability (knowing why the robot is doing such
and such). Finally, trust can be analyzed through the lens of
autonomy, and we recognize that there is a growing interest in
trusted autonomy and the requirements for ensuring trust when
robots act autonomously [20]. These conceptual and technical
issues will all be furthered by work on responsible robotics.
We focus now on dimensions of trust that are orthogonal to
these aspects.

Should we trust that a robot works in our interests? The
answer depends not only on the robot but also on whom we
ask. For example, factory owners and assembly workers may
have starkly different opinions about trust in an industrial
robot system. For autonomous road vehicles, the answer may
vary among owners, passengers, fellow drivers, and pedes-
trians, whether it concerns the efficient routing of traffic or
reacting to a dangerous situation. A continuous hard minimi-
zation framework may be necessary to balance these com-
peting factors. For social or service robots, such as those in
hospital settings, trust may vary among doctors, administra-
tors, and patients. It is important to operationalize trust in a
variety of contexts. How does one measure trust? Are direct
measurements of trust possible? If measurements of trust are
to be merely indirect, will we have sufficient confidence in
them to know that modifications in an operational context are
indeed increasing trust?

JUSTICE/FAIRNESS
Like other technologies, robots can create issues of justice
and fairness. The questions regarding robotics, fairness, and

2For a more comprehensive discussion of the relationship between terms related to trust as they
mediate various stakeholders at different stages of the lifecycle of a robot, see [19].



justice often incorporate aspects seen in the debates on Al
ethics and algorithmic injustice. But again, the physicality of
robots plays a role.

DESIGN AND PRODUCTION

For a responsibly created robot system, not only must the
technical challenges be addressed, but also the potential fair-
ness implications. Many possible questions arise: What are
the quality and functionality of the parts chosen for the sys-
tem, and how do they impact a range of different people or
groups? Are there unjust working practices in corporations
that develop robots? Are the materials chosen for the design
ethically sourced, or do they rely on, for example, exploitative
mining practices that affect disadvantaged communities?

DEPLOYMENT, UPKEEP, AND DECOMMISSIONING
Later phases of the robot system lifecyle also raise justice
questions. For example, during deployment, various stake-
holders might be subject to unfair outcomes—not just con-
senting users of the system, but potentially others as well.
Intentions for just and fair systems can easily be derailed by
corporate and social structures. Consider a system developed
to relieve its users of having to deal with menial tasks, where
purchase and upkeep costs mean that the system is only
accessible to a certain group. Or consider how a cleaning
robot intended to perform menial tasks displaces jobs vital to
the well-being of some individuals. Such imbalances must
also be considered, especially when the design and develop-
ment of a given robotic system primarily occur in one—a
WEIRD—context, while the deployment and the affected
stakeholders are from outside this social and cultural setting.
Another key question is whether a given system is mor-
ally or socially sustainable in its upkeep and decommission-
ing environment. For an average robotic system, the previous
process is not merely a one-and-done activity. It is rather an
ongoing repeated cycle, in which experiences from deploy-
ment push the vision of the design, leading to continuous
alterations and updates to the system. Incorporating fairness
and justice into a system design is, therefore, not a single
checklist completed at the start of the development phase but
a process that requires continuous reflection upon the system’s

design, deployment, and interaction with its environment and
its subsequently accompanying action through any updates or
enhancements to the system.

ACCOUNTABILITY

Ensuring accountability throughout the entire lifecycle of a
robot is essential to guarantee responsible design, deploy-
ment, and long-term operation. Accountability, in this con-
text, refers to the capacity to trace decisions, actions, and
changes back to specific actors and to ensure that each phase
of the robot’s life is governed by clear responsibilities and
verifiable processes. This lifecycle can be structured into five
key phases: 1) design and manufacturing by the original man-
ufacturer; 2) preparation for deployment in real environ-
ments, possibly involving third parties; 3) hardware and
software updates; 4) real-world operation; and 5) postdeploy-
ment maintenance. This section aligns with these phases and
describes how accountability must be established and main-
tained across technical, procedural, and ethical dimensions,
as illustrated in Figure 1.

In the early stages (phase 1) the main actors—the design-
ers, developers, and integrators—are accountable for design
and ethical issues not directly related to technical challenges,
for example, the contextual or political issues. Why, where,
and by whom should a robot prototype be created at all? They
are also accountable for thoroughly understanding the require-
ments and objectives set by the client that will be involved
with the robot. Moreover, they must adhere to the principles
of relevant ISO standards or certifications, such as ISO 12100
and ISO 13482:2014, for all hazards identified in the applica-
tion, ensuring

an inherently safe design

the necessary protective measures

any required information for responsible use.

The main actors are responsible for correct hardware
design, the right selection of materials, and simulation-based
evaluations of mechanical design and dynamics. They must
also define the software architecture, including the selection
of local and cloud assets and services, including their prov-
enance (the source, creator, provider and its long-term sustain-
ability). They must ensure the documentation of hardware,

Policy Makers and Regulations

Auditors
— Designers > Developers >Integrators > Deployers
Entities, Actors> | Phases —
| S‘angs L\‘gfa;\‘ -
. Logistics
Integration
Deployment|
End Users
Designers >Developers>Integrators Deployers Third Party, Deployers
L = End Users " -
Conceptualization | [Developmentand | |Test, Verification, Logistics Operations and Evalugtlonand S
and Design Manufacturing and Validation Deployment 1 Maintenance [] Continuous [—>| Decommissioning|
Release Improvement
) ®
Manufacturer Manufacturey Manufacturey,
Third Party Third Party
End User

FIGURE 1. Phases of robotics development and deployment lifecycle.
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software, manuals, goals, and both predicted and emerging
functionality. Finally, they are accountable for task-based risk
assessment definition under expected scenarios and contexts.

It is recommended to perform a verification of all process-
es involved during the prototype release by an accountable
independent organization, assessing both internally developed
and third-party hardware and software components (phase 2).
This verification should include at least these seven structured
procedures:

Visual and acoustic inspections should be conducted using

senses such as sight and hearing, without specialized

inspection tools, both when the robot is turned off and in
operation.

Practical testing of the robot prototype and the associated

equipment should be carried out under normal and

abnormal conditions, ensuring that the test data are stored
and made available.

A measurement comparison should be performed involv-

ing comparing actual values of the robot prototype charac-

teristics with the specified limits from the outset while also
recording the process and the logs.

A diagram examination should be done entailing a struc-

tured review or walk-through of circuit diagram designs

and layout drawing designs, including electrical, pneu-
matic, and hydraulic systems, along with the related
specifications.

A software examination should be done consisting of a

structured review or walk-through of the software code

and related specifications, which may include code inspec-
tion and software testing.

A task-based risk assessment review should also be per-

formed, including a structured walk-through of the risk

analysis, risk estimation, and proper documentation.

Finally, a document examination must be carried out, con-

sisting of a structured review or walk-through of relevant

documents related to the robot prototype.

These seven verification procedures collectively contrib-
ute to ensuring that the robot prototype meets the required
safety, functionality, and reliability standards before deploy-
ment in a public space.

It is necessary to consider whether the robot hardware
will be updated or enhanced after its release, or even before-
hand (phase 3). If so, by whom will this be done—only by
the manufacturer or also by third parties, such as integra-
tors? Will final users have the ability or authorization to
make modifications? Similarly, it must be clarified whether
the robot software will be updated or enhanced, and again,
by whom. In the case of (autonomous) vehicles, for instance,
over-the-air updates can significantly change the vehicle’s
driving behavior.

Furthermore, some questions should be answered to estab-
lish that the emerging robot behavior is accountable (phases 4
and 5). Any hardware and software change should be account-
able. Any change in remote software should be accountable
and verifiable. It should be defined in design steps and avoided
if it implies risks.
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ENVIRONMENTAL SUSTAINABILITY

Following the outline of the proposed British Standards Insti-
tution’s Guide to Sustainable Robotics, we consider the envi-
ronmental sustainability of robotic systems.

PRODUCTION AND DEPLOYMENT

How environmentally sustainable are the materials used to
build our robots? Where do they come from, and how
resource intensive are the fabrication processes that are used?
What are the environmental aspects of deployment, such as
transporting the robot to its target area and environmental
damage of the robot deployment? For example, what if an
underwater robot crashes and spreads a large amount of bat-
tery cells in a fragile biological ecosystem?

ENERGY, SOFTWARE, AND COMMUNICATION
Sustainability issues are particularly important once the robot
has been deployed and is working normally. Where does the
energy for continued operation come from? And is the energy
consumption environmentally justified? Robot software is a
significant energy consumer. Is any use of resource-intensive
data-driven ML justified? Where does this usage occur, at the
“edge” or within a cloud server? Is the amount of data col-
lected, stored, and transferred justified? Will this storage be
required to continue growing forever? Issues of green Al [21]
are relevant here.

WASTE, REPAIR, AND DECOMMISSIONING

Even without failures, the normal operation of robots might
lead to large amounts of waste. When a failure occurs, this
waste can increase dramatically. An example is the debris of
“dead” satellites littering low-Earth orbits and, consequently,
the new measures ensuring that newly proposed satellites
have a deorbit procedure factored into their design. What if
the robot fails? Is it repairable? Issues such as the “right to
repair” and the environmental impact of maintenance and
repair are important, as is considering “end-of-life” plans and
ways to extend the life of the robot as early as possible. Mod-
ularity, interoperability, and standardization are crucial to
many of these elements. Different sustainability issues might
come to the fore, depending on the length of life of the robot.
Long-living robots need to be robust and their materials
potentially recyclable or interchangeable. Short-living robots
can be made of sustainable materials (e.g., cardboard).

PRIVACY

The technology used in robots can easily become active
trackers. Indeed, the intended application of many robots is
surveillance. Examples of actively tracking products are not
only surveillance drones, but also delivery robots, cars, aeri-
al drones, cobots in a factory setting, and sex robots that can
monitor people’s actions meticulously. Crucially, robots
could affect or actively track bystanders, not only their
deployers (e.g., cars that automatically film people). It is
important to consider diverse people and their needs—
including those of children and members of vulnerable



groups—both when these people are intended as potential
users as well as when they are not (see [22] and [23]). Under-
standing the legal protection for users and bystanders as well
as practical ways of obtaining consent remain challenges for
these new technologies.

Responsible design should recognize that robots are
machines equipped with perception mechanisms: data collec-
tion devices that are connected to networks and data storage
systems. For example, there has been an incident of footage of
a person using the bathroom taken by a robot vacuum being
spread on social media by people at the robot company. People
using vacuum cleaning robots, or robot toys, may not be aware
that the robot may be collecting data in their home. Thus, for
any robotic system deployed in environments where humans
are, its responsible design should follow the privacy-by-design
principles [24]. This involves proactive rather than remedial
design of data collection and handling, making privacy the
default choice, inventing design strategies that simultane-
ously achieve the desired functionality and respect privacy,
ensuring end-to-end security, maintaining transparency, and
prioritizing user-centered design. Designers need to prototype
and test: Are there alternative solutions? What kind of data
collection can be avoided? How may it be used? What sen-
sors are not necessary? Is the choice of sensors privacy neu-
tral? Eick and Anton recommend conducting privacy impact
assessments over the robot lifecycle, documenting what data
are collected and shared and how they are secured [25]. Taras
and colleagues propose a system whereby optical and analog
processing of camera data precedes any digital processing so
that private image data can never be captured by the system
while it can still be used for visual localization [26].

The physical presence of a robot in the same space as
humans nuances the previous requirements compared to
other Al systems. Being embodied opens tracking possibili-
ties at many new situations beyond the capabilities of static
devices, mobile phones, or web browsers. The actual privacy
and the perceived levels of privacy protection will often not be
the same because subjects may be watched. The violation of
privacy may already happen in situ, not just via data collec-
tion but also through the robot’s physical presence in real time.
This is unlike the case for most other Al systems that often
deal with post-collection data and nonreal-time privacy treat-
ments. Robots pose problems similar to those of other physical
devices, such as smartphones, smart TVs, and other Internet
of Things systems. However, robots—especially if display-
ing autonomy and agency—exacerbate the problem further as
they not only can collect data more actively and purposefully
but also can endanger the spatiotemporal experience of pri-
vacy. For this reasons, active real-life privacy-related signaling
is important and remains an open challenge.

SAFETY

The broader Al research and policy communities have raised
concerns under the umbrella of Al safety, both in relation to
the potential development of artificial general intelligence
(AGI) [27] and the more immediate implications of deploying

general-purpose Al (GPAI) systems [28], [29]. AGI refers to
the idea of highly autonomous systems with some cognitive
abilities comparable to or exceeding those of humans, raising
questions of long-term risks, such as value misalignment, loss
of control, or unintended behaviors. GPAI, by contrast, desig-
nates adaptable Al systems—like large language models—
that can be repurposed across diverse tasks and whose
widespread deployment poses regulatory challenges related
to transparency, accountability, and societal impact.’

While these concerns differ from the physical and opera-
tional safety traditionally addressed in robotics [30], [31],
[32], [33], they share a common foundation: ensuring that
intelligent systems, whether embodied or disembodied, act
predictably, align with human values, and operate safely in
complex, real-world environments shared with humans.

We can define safety as no harm being made to human
subjects, to the environment and certain animals, and valuable
or critical infrastructure. In this respect, responsible robotics
must adhere to the rigorous safety standards long established
in traditional engineering domains, such as industrial auto-
mation and machinery design. However, safety can concern
different matters for different types of robots and their con-
texts. For example, flying robots, such as drones or autono-
mous aerial vehicles involve a different type of safety concern
than a lawn mower robot. Therefore, safety not only means
reliable behavior and trustworthiness (the robot doing what it
is expected to) but the whole process of designing, program-
ming and deploying specific use with specific expectations.
Constant assessment is required to understand how safety
translates to the context of ever-emerging robotics application
domains (e.g., domestic robots, care robots, field robots, ser-
vice robots, etc.).

If these robots become increasingly autonomous, connected,
and based on GPAL, it is equally important to address cyberse-
curity as a core component of responsible design. Cybersecurity
breaches can lead to indirect but severe safety consequences,
including loss of control, unauthorized behavior, or data leaks
that compromise human dignity and privacy. Recent research
highlights the need to consider both safety and cybersecurity in
an integrated manner, particularly in cognitive social robots that
operate in close interaction with people [34].

Although many safety discussions about intelligent sys-
tems have focused on areas such as language technologies or
decision-making software, similar concerns arise when these
systems are used in robots. Problems such as a mobile robot
not doing or being used as its designers intended, causing side
effects during task execution, or behaving unpredictably in
unfamiliar environments can all have serious consequences
once the system interacts with the physical world [35]. These
challenges are often more visible and immediate in robotics,
where mistakes may affect people directly. At the same time,
recent research emphasizes the need to look beyond techni-
cal performance and consider how safety is shaped by social
expectations, everyday use, and the perspectives of those

3https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
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affected by the system [36]. This broader understanding is
especially important for robots that operate alongside people
in public or private settings.

PREDICTABILITY
There has been work on defining predictability in the context of
robotics and exploring its connection to other relevant proper-
ties, namely understandability. The common idea of all of these
definitions is that predictability is about matching the expecta-
tions of the user or observer. Furthermore, the predictability lies
in a continuum; given a goal, a robot is
predictable if its chosen plan matches the
expectations of the user or observer for
that goal. It may be less predictable if the
goal is unknown to the observer.

As predictability requires the user to
know the goal, it becomes a design objec-
tive to clarify what the goal is and how
it will be achieved. This can be achieved
by designing the robot to also be leg-
ible, building single-purpose robots, and
educating the users. Not all users have

OFTEN, SIMPLE
SOLUTIONS LIKE MAKING
THE ROBOT SIGNAL
OR VERBALIZE WHAT
IT1S GOING TO DO
NEXT ARE BETTER THAN

of two localization systems: one that works well 99% of the
time but is unable to predict its failures the remaining 1% of
the time, versus a second system that works well 90% of the
time but is able to predict when it is performing poorly 99% of
the time it is actually failing. An autonomous vehicle using the
first system will unknowingly navigate using incorrect local-
ization information 1% of the time. When using the second
system, this percentage drops to approximately 0.1%, a seem-
ingly minor, but in reality a major, difference for such a safety-
critical application. Unfortunately, the former system is much
more likely to yield a top-tier publication
in the current robotics research publica-
tion landscape, despite the second system
having far more utility for many end-user
applications.

UNDERSTANDABILITY

Related to predictability, there has been
some work on defining understandability
in the context of robotics. These defini-
tions vary slightly, but the key common
idea is that understandability (or legibili-

the same expectations of what is the best TRYING TO CONVEY ty) is about conveying the intent of an

plan, so responsible design for predict- INTENT INDIRECTLY BY embodied artificial actor. Like predict-

ability should incorporate mechanisms ability, understandability lies in a continu-

for the robot to adapt to the individual CHOOSING A SPECIFIC um: a robot is as legible as its chosen plan
MOTION PLAN.

users, which allows the predictability to
improve over time.

Full predictability might not always be
a desirable property for all different users
and contexts. For a robot operating in pub-
lic spaces, a fully predictable behavior might open opportuni-
ties for observers to abuse of the robot, so a key responsibility
at design time is precisely to identify the level of predictability
that is adequate for each stakeholder.

Predictability is also a technical concept that can compen-
sate for lower performance. Regardless of the observer and the
robot platform, task, and domain, the extent and specificity with
which a robot’s actions can be predicted also vary. For example,
a large robot moving with substantial inertia through the envi-
ronment, such as an autonomous truck, has a highly predict-
able set of next-step possibilities. It will continue to move in the
current direction at near the current velocity, possibly with the
application of acceleration or braking changing its velocity. A
human observer does not need to know anything about the algo-
rithms or control systems for the robot to have broad predict-
ability for the autonomous truck. The truck will likely continue
on its current trajectory in the next moment but may increase or
decrease its velocity, and its heading may change.

For many systems, predicting the future (or near-future)
performance is essential. For autonomous vehicles, localiza-
tion—knowing where the vehicle or robot is located in space—
is a key estimation task that enables safe navigation and higher
level behaviors. One aspect of the predictability of a localiza-
tion system is the predictability of how well it is performing,
also relating to the concept of introspection. Imagine a choice
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enables the user to confidently infer its
goal. As with predictability, understand-
ability might not always be a desirable
property for all of the different users, so a
key responsibility at design time is pre-
cisely to identify the level of understandability that is appropri-
ate for each stakeholder. Similarly, not all users have the same
mental model of how a robot operates, so responsible design
for understandability should incorporate some mechanism for
the robot to adapt to the individual users, so that (at least)
understandability improves over time. Finally, overengineering
of technical solutions to convey intent should be avoided.
Often, simple solutions like making the robot signal or verbal-
ize what it is going to do next are better than trying to convey
intent indirectly by choosing a specific motion plan.

TRANSPARENCY

Transparency in the design and development process and
transparency in the robots themselves are both crucial to the
responsible design and development of robotics. Concerning
the former, we need to know what the designers intended, how
they developed and trained their software, and what safeguards
were put in place. Concerning the latter, the transparency here
is less about “seeing the code” and more about transparency of
behavior and transparency of intent in physically embodied
systems. This second element is a core part of the IEEE P7001
standard [37], especially as we wish to be able to ask (autono-
mous) robots questions, such as “Why did you do that?” [38],
and expect a clear and truthful answer. This is particularly
important for the trustworthiness of any robot.



DIGNITY
Concepts such as social dignity provide essential guidelines for
ethical caregiving [39], [40]. There is a need to recognize indi-
viduals® dignity in HRIs in caregiving contexts. Caregiving
robots must respect dignity by acknowledging humans as vul-
nerable beings with needs, autonomy, and rationality [41]. Fur-
thermore, the formation of relationships between robots and
humans is considered crucial, based on reliability and social
trust [42], [43]. Unlike other technological artifacts, social
robots can establish quasi-social relationships with users,
invoking social recognition and empathy to foster meaningful
interactions [44]. These interactions are vital for preserving the
sense of agency and dignity in those receiving robotic care.
Dignity is also related to universal economic rights and
justice, building on peaceful and respectful interactions
between people [45]. The idea of using robots in differ-
ent contexts and for different purposes raises questions of
their use in different practices. There are several destructive
industries, such as the sex industry and war. Sex robots have
been regarded to perpetuate humans as commodity, with the
risk of amplifying and increasing the trafficking industry
[45]. Concerns about the impact of autonomous weapons sys-
tems on human dignity have led to calls for their prohibition
[46]. The debate on the morality of autonomous robots also
encompasses military applications, for which some advo-
cates highlight their tactical advantages, suggesting reduced
risk to human lives [47]. However, it is the shared responsi-
bility of us all to prevent and handle conflicts and stop war.

War is a breakdown of law and order and a destruction of civ-
ilized society and dignity. Industry plays an important role in
amplifying moral decisions and their effects toward peace. It
is questionable that some actors in the robotic industry are
selling robotic products with privacy issues in civil society
(e.g., robotic vacuum cleaners with video streaming) and
robotic weapons used in war. The world needs sustainable
peaceful societies and sufficient morality rather than moral
blindness, including in the area of robotics.

APPLICATION AREAS

Based on the responsibilities listed in the section “Responsi-
bilities,” we now discuss some examples of how they apply
in a set of common use cases of robotics. Self-driving robots
with various degrees of autonomy are already used heavily
in logistics and transportation in warehouses and factories,
and a lot of development in academia as well as industry is
striving to make such robots more agile and flexible, safer
and more understandable, and more robust and dependable.
Trust in this setting comes down to workers trusting that the
robots are working in their interests (on one hand) and trust-
ing that they perform their tasks efficiently and reliably (on
the other hand). Accountability issues are easier to handle in
these mostly controlled industrial settings than in many
other applications of robots as well-established procedures
and legislation are already in place for assigning responsi-
bility in case of equipment failure, accidents, or disruptions,
whether they arise from human error, system malfunction,

TABLE 1. Gaps that need filling more urgently.

GAP WHO SHOULD FILL IT OR SOLVE IT? EXPECTED?
Identifying progress indicators for responsible Researchers (social science), standards Short term
robotics committees with input from industry

Requirements engineering for responsible Researchers (interdisciplinary teams, software Short term
robotics engineering)

Teaching responsible robotics Educators, researchers Short term
Operationalizing explainability, predictability, Engineers, philosophers Short term

and understandability in robotics

Reporting irresponsible incidents/practices in
robotics

Legislation, regulation, professionalization

Medium term

Responsible technological intervention in sys- Policy experts and regulators (engineers, social sci- Medium term

temic problems, given ongoing resource con-
straints

Planning with interacting values in uncertain
and dynamic situations

Testbeds for assessing interaction-based/ethi- Researchers (HRI, psychology, ethics), users

cal harms
Enabling the second-hand robot market
Educating users to live with robots

Creation and curation of appropriate, and
agreed-upon, ML training datasets

Understanding, operationalizing, and arbitrat-
ing tensions and tradeoffs between different
goals and values for robotic systems

Researchers (computer science, Al)

Insurance, regulators, business, roboticists
Researchers (HRI, education, psychology)
Engineers (policy experts, philosophers, citizens)

Policy experts and regulators (engineers, social
scientists, philosophers, citizens)

entists, philosophers, citizens)

Medium term

Medium term

Medium term
Medium term

Medium term

Long term
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or negligence. Interestingly, in some cases, privacy concerns
can relate more to sharing information within the company
than to third parties. For example, workers may be more
wary of their managers accessing people tracking data—
perhaps those used to improve safety of the system—than
sharing it with a robot supplier. Safety is paramount when-
ever these robots coexist with human workers, and shared
operation can be a way to increase efficiency, making the
best use of both the human and automated work force. Since
safety in part depends on human awareness, it should be
noted that compromises may be required between privacy
and safety. Predictability is an important factor, to the
extent that end users typically prefer robots that follow pre-
defined paths and merely stop for obstacles, even if they are
able to plan and move freely. Understandability in terms of
communication of intent with visual or verbal cues may help

TABLE 2. Gaps that need filling in the less immediate term.

to improve predictability while also leading to better safety
and more trust.

ADVANCING RESPONSIBLE ROBOTICS

We list the gaps identified as part of our discussions, catego-
rizing them in terms of their urgency (see Tables 1 and 2).
For urgent issues, we attempt to identify who might fill the
gap and when we might envisage progress being made. For
medium-term issues, we only describe who might fill the
gap, and for much longer term issues we do neither. Table 3
lists questions requiring more attention.

CONCLUDING REMARKS

Robot systems raise some ethical issues similar to those of
other products like Al systems, but their physicality must
also be taken into account. This roadmap outlines key values

GAP

WHO SHOULD FILL IT OR SOLVE IT?

What would an international “Coordination on Responsible
Robotics” agency do?

Easier/simpler/cheaper insurance/liability for “responsibly
produced” robots

Clear specification of requirements for robotic systems and
toolchain for design and verification

Evaluation of robotic systems: safety, efficacy, effectiveness
for target population, broader effects on society

Norms for robots acting in the “real world”
Challenges for broader societal trust in robotics

Varieties of robotic personalities for different applications

Clarifying relation between robotic agency and (causal, legal,
moral) responsibility

Legislators, international NGOs, researchers (law, ...), etc.
Insurance, legal, regulators, business
Engineers

Policy experts, regulators, researchers (engineers, social
scientists, philosophers), citizens

Researchers (social sciences, design)

Policy experts and regulators, researchers (social scientists,
engineers, philosophers, citizens)

Engineers, social scientists, citizens

Philosophers, engineers, policy makers, regulators

TABLE 3. Questions deserving more attention.

GAP

Clarifying agency, autonomy, and responsibility spectra for robotic agents

Modeling and prediction of human behavior, in a fair way, noting that the human behavior can evolve in response to robots

We must ask: Is the increasingly human-to-human-like nature of interaction between humans and robots a benefit or a loss, not

just in individual cases, but for society as a whole?

Understanding and operationalizing predictability when an embodied robot is reacting with the world, while the world (including

humans) is itself unpredictable and complicated

New methods, languages, and principles to talk about autonomy (autonomous robots fall into the “gray area” between human
agents and mere tools) rather than borrowing terminology and analogies from human psychology and philosophy aimed at the

human case

Domestic robots are likely on their way, and so we must tackle questions about them as the potential societal consequences are
huge. Do we wish to live in a world where our children are treating robots as their best friends, etc.? Or is this already happening on

social media?

Understanding the methods and processes involved in robotics: building robots is not a science and the product is not research
papers. |t is a design process involving researchers, designers, end users, etc. We must address the disconnect between the lab-
focused research of academics and the fact that many robots are already being used in the field.

Clarifying autonomous (also moral) agency for robotic agents
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and questions that need to be addressed to advance responsi-
ble robotics. We acknowledge that, in the abstract, the values
and concepts of responsible robotics are broad and some-
times slippery, and people are bound to disagree with differ-
ent aspects discussed previously. We stress that our list is not
meant to be either unique or exhaustive. Our choice of values
and how we construe them was motivated by the current state
of research and development in robotics, reflecting the exper-
tise and experience of the multidisciplinary group participat-
ing in the seminar. As we noted, these choices are also
informed by the distinctive challenges robots present as arti-
ficial embodied agents (as opposed to human and animal
agents or disembodied/algorithmic agents, like most Al sys-
tems). With this article, we hope to continue and grow the
conversation about responsible robotics in the wider research
community as well as in society at large.
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