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ARBITRARY ORDER APPROXIMATIONS AT CONSTANT COST FOR
TIMOSHENKO BEAM NETWORK MODELS

MoRITZ HAUCKY*®, AXEL MALQVIST? AND ANDREAS Rupp?

Abstract. This paper considers the numerical solution of Timoshenko beam network models, com-
prised of Timoshenko beam equations on each edge of the network, which are coupled at the nodes of
the network using rigid joint conditions. Through hybridization, we can equivalently reformulate the
problem as a symmetric positive definite system of linear equations posed on the network nodes. This
is possible since the nodes, where the beam equations are coupled, are zero-dimensional objects. To
discretize the beam network model, we propose a hybridizable discontinuous Galerkin method that can
achieve arbitrary orders of convergence under mesh refinement without increasing the size of the global
system matrix. As a preconditioner for the typically very poorly conditioned global system matrix,
we employ a two-level overlapping additive Schwarz method. We prove uniform convergence of the
corresponding preconditioned conjugate gradient method under appropriate connectivity assumptions
on the network. Numerical experiments support the theoretical findings of this work.
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1. INTRODUCTION

Many applications in science and engineering involve geometrically complex structures composed of slender,
effectively one-dimensional objects. Examples include blood vessels [20], porous materials [10], or fiber-based
materials [31]. For such problems, resolving all microscopic details in a three-dimensional computer simulation
can be computationally very demanding. Therefore, in many cases, it seems appropriate to describe the geometry
by a spatial network represented by a graph G = (N, ) of nodes and edges which is embedded into a bounded
domain Q C R3. The resulting spatial network model then involves one-dimensional differential equations on
each edge, coupled by algebraic constraints at the nodes of the graph. In the following, we consider the elastic
deformation of fiber-based materials, such as paper or cardboard, as a model problem. The spatial network
underlying this problem is constructed as follows: Nodes are placed at the intersections of fibers, and an edge
connects two nodes if a fiber is connecting them. Depending on the intersection area of the two fibers, additional
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nodes and edges may be added to strengthen the connection between the fibers. To obtain a spatial network
model, we equip each edge with a Timoshenko beam model, cf. [5,51], describing the elastic deformation of the
corresponding fiber. A well-posed problem is then obtained by enforcing the continuity of displacements and
rotations and the balance of forces and moments at the nodes of the spatial network, cf. [34]. For more details
on this model, particularly the construction of the graph representing the geometric structure of cardboard, we
refer to [21,23,31].

For practically simulating spatial network models, one needs to perform a discretization of the one-dimensional
Timoshenko beam equations posed on the edges. A popular approach for this are beam finite elements, which
differ mainly in the number and placement of the degrees of freedom; see, e.g., [16,30,35,50]. When discretizing
the Timoshenko beam equations using beam elements, one often observes a shear-locking effect, which leads to
an underestimation of the displacements. This effect is caused by underresolution and occurs mainly for beam
elements with few degrees of freedom; see, e.g., the theoretical study in [43]. Shear locking can be avoided by
increasing the local degrees of freedom by subdividing the edges and using multiple beam elements, or by using
higher-order beam elements. Note that shear locking can also be reduced by using numerical tricks such as
under-integration, cf. [46,56]. An alternative to beam elements are so-called analytical ansatz functions, which
are derived by analytically solving the Timoshenko beam equations on each edge; see, e.g., [29,33,47]. However,
to find an explicit expression for the analytical solution, it is usually necessary to impose additional modeling
assumptions, such as that the material coefficients are constant or that the distributed loads and moments are
homogeneous or constant.

In this paper, we apply a hybridizable discontinuous Galerkin (HDG) method to discretize the spatial network
model under consideration. The use of such a discretization is motivated by the study in [49], where the authors
rigorously define and discretize diffusion-type problems on networks of hypersurfaces. There, the authors claim
that a hybrid formulation is natural for partial differential equations on hypergraphs and, by extension, they
should be discretized using HDG methods. In the special case of graphs, the nodes at which the one-dimensional
differential equations are coupled are zero-dimensional objects, whence the spatial network problem can be
equivalently reformulated as a symmetric positive definite system of linear equations posed on the nodes of the
network. For such problems, an HDG discretization can achieve arbitrary convergence orders without increasing
the number of globally coupled degrees of freedom. Following the paradigm of HDG methods that local solves
are essentially for free since the corresponding problems are small and they can be solved in parallel, cf. [13],
the proposed method can achieve arbitrary orders of convergence at (almost) constant computational cost.
We perform an a priori error analysis of the HDG method, where we prove optimal convergence orders under
mesh refinement. Note that the shear-locking effect of classical beam elements can be easily avoided by using
sufficiently high polynomial degrees.

Due to the complex geometry of the spatial network and possibly highly varying material coeflicients, the
linear system of equations obtained by the HDG method is typically very poorly conditioned. Numerical exper-
iments demonstrate that standard black-box preconditioners, such as many algebraic multigrid variants (see,
e.g., the review article [55]), can typically not significantly speed up convergence. This is because they do not
sufficiently consider the geometry of the underlying problem. Also, preconditioners for HDG methods such
as [15,18,37-39,53] are not suitable for the present application since they require a coarsening strategy that,
in the spatial network setting, would change the geometry of the underlying graph. Therefore, the injection
operators defined therein cannot be used directly. To overcome these difficulties, this paper employs a precon-
ditioner which is based on the observation that the network can be treated essentially as a continuous object
at sufficiently coarse scales. This allows one to place an artificial coarse mesh over the network and use finite
element techniques with respect to this mesh to introduce, e.g., a two-level overlapping Schwarz preconditioner
similar to [22]. We prove that the global system matrix is spectrally equivalent to an edge length weighted graph
Laplacian (in each component). Under certain network connectivity assumptions, this then allows us to prove
the uniform convergence of the corresponding preconditioned conjugate gradient method.

Note that, alternatively, multiscale methods such as the (Super-)Localized Orthogonal Decomposition (cf. [19,
25,28,41]) could be used to tackle the problem of large and ill-conditioned linear systems of equations, see [17,
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FIGURE 1. Fiber network model of paper at the millimeter scale.

24, 27]. These methods feature a compression property that allow one to significantly reduce the size of the
linear systems of equations to be solved, making them tractable again, e.g., by classical sparse direct solvers.
Also the use of other multiscale methods such as the Multiscale Spectral Generalized Finite Element Method
[2,40] or Gambles [44,45] seems possible for spatial network models. For a comprehensive overview of multiscale
methods, see also [1,42].

The rest of this paper is organized as follows: In Section 2, we introduce a Timoshenko beam network model,
which is then discretized using a HDG method in Section 3. An a priori error analysis of the method is given in
Section 4, while an efficient preconditioner is presented in Section 5. The paper concludes with some numerical
experiments in Section 6.

2. TIMOSHENKO BEAM NETWORK MODEL

In this section, we derive a Timoshenko beam network model that describes the elastic deformation of fiber-
based materials such as paper or cardboard. The beam network model considers a finite number of initially
straight beams whose cross sections are constant along the length of the beams. Note that beams are slender
objects, i.e., their axial dimension is much larger than their cross sectional diameter. This motivates to represent
the network of beams by a graph G = (N, &), where N' = {ny,ng,...,ng} is a set of zero-dimensional nodes
and £ = {ey,¢ea,....er} is a set of locally one-dimensional edges. We assume that the graph G is connected,
which is natural, since otherwise its connected components could be considered separately. In the following, a
three-dimensional setting is considered, i.e., the nodes and edges of G are contained in R?. Each edge connects
two different nodes, and we write n ~ e if the node n € N is an endpoint of the edge ¢ € £. In the present paper
application, the nodes n € A/ model the joints of the beams, whereas the edges ¢ € £ represent the fiber segments
connecting two nodes; we refer to Figure 1 for an illustration of a fiber network model of paper. To describe
the deformation of the beam network in response to applied forces and moments, we use the Timoshenko beam
theory originally developed in [51]; see also [5]. In contrast to Euler—Bernoulli beam theory (see, e.g., [3]), it can
accurately capture shear effects.

2.1. Governing equations

The derivation of Timoshenko beam theory is based on the laws of linear elasticity. It relies on the assump-
tion that the cross sections of a beam are infinitely rigid in their plane and remain plain after deformation.
Furthermore, it is always assumed that the cross sections can rotate independently from the deformation of
the centroid line. Under these assumptions, Timoshenko beam theory states for each beam one-dimensional
differential equations describing its deformation. The deformation of the beam corresponding to edge ¢ € £ is
described by the beam’s centerline displacement u.: ¢ — R? and its cross section rotation r.: ¢ — R3. These
variables will serve as primal unknowns in the Timoshenko beam equations. The corresponding dual unknowns
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are n.: ¢ — R3, the stress resultants from normal and shear forces, and m.: ¢ — R?, the resultant moment
from torsion and bending moments. Denoting by n; and n; with £ < ¢ the endpoints of the edge ¢, we can define
the unit vector aligned with e as ¢, := (n; — ng) /he, where h := |ng — ny,| denotes the length of ¢ and |- | is the
Euclidean norm. We further define the (scalar) unit normals of the edge ¢ by v.(n;) := —1 and v,(n;) == +1.

The properties of the beams are determined by their material and shape parameters, which are encoded
into the coefficients C,, and C,,; see also Remark 2.1. In the following, we assume that C,, and C,, are
symmetric R3*3-valued functions which satisfy uniform lower and upper spectral bounds, i.e., there exist 0 <
Oy Oy By B < 00 such that

anlél? < (Ca(@)€) £ < Bulél,  amlé® < (Cml(@)€) - € < Bmlé] (2.1)

holds for all x € e and e € £.
Given the distributed force f,: ¢ — R?® and the distributed moment g,: ¢ — R3, the one-dimensional
Timoshenko beam equations corresponding to edge ¢ € £ read

—Cn(Opte + 1, X 7¢) = 1, —CrnOy7re = M, (2.2a)
Opme = fo, OyMe + 1. X N, = g,, (2.2b)

where 0, denotes differentiation with respect to the spatial variable x that varies along ¢ with unit speed and
X denotes the cross product. We impose continuity and balance conditions at the nodes to couple the one-
dimensional differential equations on each edge. The continuity conditions enforce that the displacements and
rotations at each node coincide. Following the concept of hybridization, this can be reformulated by requiring
that for each node n € N there exist vectors uy, rq € R? such that

Ue(n) = Un, re(n) =7y (2-2¢)

holds for all edges ¢ € £ adjacent to n. The nodewise unknowns u,, and r, will act as Lagrange multipliers in a
hybrid formulation of the problem. We also prescribe Dirichlet boundary conditions at a given set of Dirichlet
nodes () # Np C N. More precisely, for each node n € Np and given Dirichlet data u?, r? € R? we require
that

Uy = ub, Ty =10, (2.2d)

The balance conditions ensure an equilibrium of forces and moments at non-Dirichlet nodes. This means that
for all n € A"\ Mp and given concentrated forces and moments f,,g, € R3, which are typically set to zero, it
should hold that

_[[nel/e]]n = _.fna —[meueﬂn = —Gn (2'26)

where the summation operator [-],, sums over all values that are attained at n. This notation is a generalization
of the jump operator in the context of discontinuous Galerkin methods; see, e.g., equation (2.10) of [49]. The
multiplication of equation (2.2e) with —1 is purely artificial at this point, but it will allow us later to deal with
positive definite instead of negative definite operators. In the engineering literature, nodes subject to conditions
(2.2¢) and (2.2e) are typically called rigid joints, and elastic structures with rigid joints are sometimes called
frames. Problem (2.2) defines a frame of Timoshenko beams.

Remembering that G is connected, there is a unique solution to (2.2), since there is at least one Dirichlet
node.

Remark 2.1 (Local formulation). In the literature, problem (2.2) is typically formulated in local coordinates,
which requires a change of basis between local and global coordinates. As local basis corresponding to edge
¢ € & we consider {i.,J,., k.}, where i, is as above, and j, and k. are chosen as the principal axes of inertia
of the beam’s cross section. As global basis the canonical basis of R? is chosen, which we denote by {'2, 3 , 12:}
We assume that {3, j,, k. } is right-handed, i.e., it holds that ¢, = j, x k.. The change-of-basis matrix for the
beam ¢ is then given by T, = (i, j,, k.) € R3*3. Since the basis is right-handed and orthonormal, it holds that
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det(T.) = 1. Multiplying (2.2a) and (2.2b) from the left by T;r and using that T, is orthogonal, we arrive at
the local problem

—Chn (aiae Tix fae) = e, Gt = 1e, (2.3a)
Ozfre = f., Batine + 4 X e = g, (2.3b)

where local variables are indicated by hats. This problem is posed on [0, k] x {0}*. Note that due to the choice
of local basis, the coefficient matrices Cp, (&) = T} Cp(2)T. and Cp,(2) = T} Cpn(x)T. are diagonal for all
# € [0, he] x {0}? and the components of 4, and 7. decouple. More precisely, we have the characterization

Cp = diag(EA, kGA,kGA), Oy, = diag(GI,, El, EI),

where E is the elastic modulus, G is the shear modulus, A is the cross section area, kA is the corrected shear
area, I and I3 are the second moments of inertia of the cross section and I; is the polar moment of the cross
section. Note that the local formulation (2.3) is essential for implementing Timoshenko beam networks.

Remark 2.2 (Other HDG discretizations of Timoshenko beams). Our Timoshenko beam model is related to,
but not identical with, the Timoshenko beam model whose HDG discretization is discussed in [6-9]. Those
works consider a single beam (not a network) undergoing bending in one direction, neglecting other spatial
dimensions. In our notation and omitting physical constants, the model reads:

—Osii—F=h, -0yt =1h, Osh=f,  Owh=n.

If compared to (2.3), these equations lack the cross products and a summand in the fourth equation. Nonetheless
the discretization in [6-9] serves as an inspiration for our HDG scheme. However, we do not follow the post-
processing approach in [6] (although it can enhance the accuracy of our simulations) as we claim that the
polynomial degree does (almost) not influence the computational cost.

3. HDG DISCRETIZATION

This section derives an HDG method for the numerical solution of the Timoshenko beam network model
introduced in the previous section. To simplify the presentation, the following remark introduces a notation
to hide constants in estimates independent of the edge length h. and the stabilization parameter 7. (to be
introduced in Sect. 3.2).

Remark 3.1 (Tilde notation). If a < Cb, where C' > 0 is a constant that may depend on the coefficients Cy,
and Cy,, the seminorms of the solutions ., r.,n., and m., but is independent of the edge length h, and the

HDG stabilization parameter 7, (defined in Sect. 3.2), we write a < b to hide the constant. Similarly, we write
a 2 b for a > Cb.

3.1. Hybrid dual mixed formulation

In the following, we present the hybrid dual-mixed formulation of the Timoshenko beam network model, which
will serve as the starting point for deriving the HDG method. It is based on the function spaces V¢ = (L?(e))3
and V= (H'(e))? defined locally on each edge ¢ € €. Let us also introduce the L?(e)-inner product and
a lower-dimensional version of it acting on the nodes at the endpoints of e for all functions v, w € V,; and
p,q €V, by

(v,w), = / v-wdo,  (pa), =3 pm)-g(n),

nn~ve
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where the point evaluation is meaningful due to the continuous embedding H!(e) < C°(¢) which holds in one

spatial dimension. Note that in an abuse of notation, we will also allow functions defined only on the nodes of

the networks to be plugged into (-, ), such as functions involving the unit normal v,, but also u, and 7.
Given the data

— fe, g, € V¢ for all edges e € £,
— fu 9, € R3 for all free nodes n € N'\ AVp,
—ul r D € R3 for all Dirichlet nodes n € Np,

the hybrid dual mixed formulation of problem (2.2) seeks

— U, 7T €V for all edges e € &,
- n,,m, € V; for all edges e € &,
— Uy, Ty € R3 for all nodes n € N,

we refer to as primal, dual, and hybrid unknowns, respectively. The hybrid unknowns should satisfy for all
n € Np the Dirichlet boundary conditions (2.2d), while the dual unknowns should satisfy for all n € A"\ AVp
the balance conditions (2.2e). Moreover, for all edges ¢ € £ the following equations should hold for all p,q € V¢
and v,w € V:

—(C;lne,p)e + (ue,0:p), — (B X Te, D), = (Un, PVe),,
—(C;llme,q) + (7, 0 Q)e <7'mqu>e7
(Oame,v), = (fer0),,
(te X ne, w), + (Opme, w), = (g,,w),. (3.1)

Note that from the first and second equations in (3.1), one can immediately conclude that u.,r. € (H'(¢))?,
even though we only seeked functions in (L?(e))3.

In the following, we will regularly view problem (3.1) as a local solver that maps the Dirichlet data and
distributed source terms corresponding to an edge to the solution on that edge. The following lemma proves

the well-posedness of this local solver.

Lemma 3.2 (Well-posedness of local solver). Consider the edge ¢ € € and let the boundary data uy,r, € R3
for the two nodes n at the endpoints of e as well as the source terms f,,g, € V,; be given. Consider the bilinear
forms

a((ne,m.), (p,q)) = (Cﬁlnup)e + (C;-leev‘J)ev

b((ne, me), (v, w)) = —(02M¢,v), — (Ic X Ne,w), — (Oxme,w),,
and norms
2 2 2 2 2
||(ne>me)||vvngvg = ||n3He + ||8xne||e + HmeHe + HaxmeHw (3.2a)
2 2 2
(0, w)[[ye e = llv]l; + llwll;. (3.2b)

Then, the local solver defined by problem (3.1) can be written as

a((nume)a (p, Q)) + b((pa q)7 (’U,E,T‘e)) = _<unapye>e - <rn7qye>e7
b((ne,me), (v>w)) = _(.fe’v)e - (gevw)ea (33)

and has a unique solution comprised of u.,r. € Vi and n.,m. € V.. In particular, the following inf-sup
condition holds with a constant 3 > 0:

. . bl(ne.mo). (v.w)

(0,W)EV,E XV, 0 (ne,m)EV,E XV, [[ (72, me)”v;xv; [[(v, w) Hv; x Ve

> f. (3-4)
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Proof. Note that rewriting (3.1) as saddle-point problem (3.3) allows us to apply classical inf-sup theory (see,
e.g., [4]) to establish well-posedness. Specifically, we need to verify the two BNB conditions, i.e., the coercivity
of a on the kernel of b and the inf-sup stability of b. These conditions involve the tuple spaces Vi x Vi and
V¢ x V£, whose canonical norms are given in (3.2). For proving the first BNB condition, which is the coercivity
of a on ker(b), we note that (n.,m.) € ker(b) implies that d,n, = 0 and 9, m = —i. X n,. This, together with
the uniform spectral bounds for Cy, and Cy,, cf. (2.1), yields for any (n.,m.) € ker(b) that

2 2 2 2 . 2
a((ne,me), (n.,m.)) 2 ”neHe + ”aﬂcne”e + %”me”e + %HarmeHe - %”7'2 X "e”e
2
2 %H(nmme)”V;xV;?

which is the desired coercivity property.
To prove the second BNB condition, which is the inf-sup condition (3.4) of b, we will choose for any given tuple
(v,w) € V{ x V¢ a tuple (ne,m.) € Vi x V! whose components n. and m, are defined as (minus one times)
the antiderivatives of v and w along the edge ¢, respectively. The integration constant of the antiderivatives is

set to zero. This yields
b((ne, me), (v, w))

sup > (1+
(ne,m.)#0 ||(n87 mE)HV,,iXV,,i

4}@)_1/2 (v7v)e+(w’w)e+(ie X ne’w)e (3 5)

™ (v, w)llyeve

2h. 2he

for any (v,w) € V;; x V;;. Here, we used that ||n.[. < ==|v[|. and [[m.|. < ==||lw|l., where the constant
can be derived by explicitly computing the first eigenvalue of the Laplacian eigenvalue problem on the edge e
subject to mixed boundary conditions. Note that these estimates also imply that (i, X n.,w), < ||[n.|.||w]. <

2he ||v|[|w]|e, which can be used to estimate the numerator on the right-hand side of (3.5) as

. 2
(0,0), + (w,0), + (ic x ne,w), > (1 - 2)[[(v,0) 3,y

Thus, the bilinear form b is inf-sup stable, cf. (3.4), if the edge length satisfies h, < . Note that this limitation
can be easily overcome by rescaling the network, so it is not assumed in the following. The assertion can be
concluded using the classical inf-sup theory. O

In its above form, the hybrid dual mixed formulation involves primal, dual, and hybrid unknowns. To derive
an equivalent condensed problem involving only hybrid unknowns, we use an alternative interpretation of the
local solver defined in (3.1). More precisely, for each edge e € £, the local solver defines the following mappings:

U.: (unaTnafe’ge)'_)uea R,: (uannafevge)'_)re7

Ne: (uﬂaTn’fe’ge>'_)ne> Me: (uﬂarl‘l’fuge)'_)me'
Note that we abuse the notation and require that each of the first two arguments contains the two values
corresponding to the nodes at the endpoints of e. In the case of homogeneous source terms, i.e., f, = g, = 0,
we will omit the last two arguments.

Before we state the condensed problem, we need to introduce some notation. We denote the trial functions
which are set to zero at Dirichlet nodes by A, ¢: N' — R3. Writing A, and ¢, for the values of A and ¢ at
the node n, respectively, this means that A, = ¢, = 0 for all n € Np. Similarly, the test functions denoted by
w,: N — R3 should also satisfy that g, =1, = 0 for all n € Np. Denoting the function space the trial and
test functions are contained in by Vj, the condensed problem seeks (A, ¢) € Vy x Vy such that

A(N @), (1, 9)) = F((1, %)) (3.7)

holds for all (p, 1)) € Vi x V. The bilinear form A of the condensed problem encodes the balance of forces and
moments conditions for the operator-harmonic (homogeneous source terms) extension of the nodal data (A, ¢),
cf. (2.2e), and is given by

AN D), () == > ([N, @)l o + [M (A, D)%), - ) (3.8)

nEN\ND

(3.6)
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Inhomogeneous Dirichlet boundary data and source terms, as well as prescribed values for the balance conditions,
are incorporated by the bilinear form F' defined by

F(p) = > [([Neud,r? fegve], = Fu) -y + ([Me(u? m?, Feogo)vel, = 90) -0l

nE/\/\ND

where we set ul) = r? = 0 for all n € N\ Np. After having computed (X, ¢) as the solution to (3.7), the
solution to the hybrid dual mixed formulation can be retrieved as follows: The displacements and rotations at
the nodes can be obtained as u, = A, +u> and r, = ¢, + r2 for all n € A/ and the unknowns u., 7., n., M,

can for all e € £ be obtained from u, and r, using the local mappings defined in (3.6), i.e.,
ue:Ue(unarm.fuge)a Te:Re(unzrnz.fuge)7 (3.9)
ne:Ne(umrm.feage)v me:Me(umrm.feage)- .

The following lemma shows that the bilinear form A is symmetric positive definite, proving the well-posedness
of the condensed problem.

Lemma 3.3 (Properties of condensed problem). The bilinear form A can be equivalently rewritten as the fol-
lowing symmetric expression

AN @), (1,9)) =D _[(Cr ' Ne(Ans 0), Ne(p, ), + (Co Me(An, b)), Me(p,9,)) ) (3.10)
ecf
This implies that the bilinear form A is symmetric and positive definite, and hence the well-posedness of problem

(3.7).

Proof. In this proof, we will abbreviate N (A, ¢,) and N (p,,1,) by N} and N f, respectively, and analogous
abbreviations will be used for the other local mappings. Testing the first and second equations of system (3.1)

with N 1 and M i, respectively and using the symmetry of C,, and C,,, we obtain that
—(tg, Nove), = (C,,' Ny, N?Z) = (U2,0,N,), + (ic x RZ,N})
—(tn, Move), = (Cp) M, M?) — (RZ,0.M)

(3.11)
(3.12)

27
¢

To rewrite the latter expressions, we test the third and fourth equations of system (3.1) with U 3 and Rf,
respectively, and note that f, = g, = 0. Inserting the resulting equations into (3.11) and (3.12) and summing
up yields the identity
1 1 _ (-1l A2 “1asl Ag2
7<“nvNeVe>e - <¢n7MeV8>e - (Cn NeﬂNe)e + (Cm Me’Me)e'
Equation (3.10) then follows after summing over all edges and using the definition of [-] .

To prove the positive definiteness of the bilinear form A, it only remains to show that A((X, ¢), (A, ¢)) =0
implies that (X, ¢) = 0. However, this is a consequence of the well-posedness of the local solver (3.1) proved in
Lemma 3.2. The positive definiteness implies the invertibility of the operator A and thus the well-posedness of
problem (3.7). O

3.2. Discretization

The HDG discretization for the numerical solution of the Timoshenko beam network model (2.2) is derived
by discretizing the hybrid dual mixed formulation. Note that only the local solvers defined in (3.1) must be
discretized since all other aspects are already finite-dimensional. For the discretization of the local solver corre-
sponding to the edge ¢ € £ we use the space of polynomials defined on e of degree at most p, where p € N is a
fixed number. This space and the corresponding space of componentwise polynomials are denoted by P, (¢) and
Vi = (IPy(e))?, respectively.

Given the data as in Section 3.1, the HDG method seeks
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~ U, T, €V, forall edges ¢ € £,
- n,,m, € V! for all edges ¢ € &,
— Uy, 7, € R? for all nodes n € N,

where the hybrid HDG unknowns should satisfy for all n € Np the Dirichlet boundary conditions (2.2d). We
further require balance conditions for the numerical fluxes, which will be the discrete counterpart to the balance
conditions (2.2e). Given a stabilization parameter 7. > 0, the numerical fluxes defined at the network nodes
additionally incorporate the 7.-weighted difference between the primal and hybrid HDG unknowns to increase
the method’s stability. The stabilization parameter should always satisfy 7.h. < 1. The balance of numerical
fluxes then reads for all n € N\ Np as

_[[ﬁeye + Te('ae - ﬂ’n)ﬂn = _fm _[[mel/e + 72(77'2 - ,Fn)]]n = —Gn- (313)

Moreover, for all edges ¢ € £ we require that the HDG unknowns are connected by the following local equations,
which should hold for all p,q,v,w € V:

+ Te (T, W), (3.14)

Compared to (3.1), this system additionally incorporates 7.-weighted stabilization terms, strengthening its
diagonal. This is necessary because our choice of function spaces might render the proof of Lemma 3.2 invalid,
which relied on an inf-sup condition between the spaces V¢ and V,¢. Problem (3.14) defines a discrete version
of the local solver from (3.1), which maps the Dirichlet data and distributed source terms corresponding to an
edge to the discrete solution on that edge. The following lemma proves this discrete local solver is well-posed
for any positive stabilization parameter.

Lemma 3.4 (Well-posedness of discretized local solver). Consider the edge ¢ € £ and let the boundary data
Uy, Ty € R3 for the two nodes n at the endpoints of ¢ as well as the source terms f,,g, € V¢ be given. Then, for
any stabilization parameters T, > 0, the discretized local solver defined by (3.14) has a unique solution comprised
of e, Te, e, M € VE.

Proof. Since (3.14) induces a square linear system of equations, it is sufficient to prove that w, = 7, = 0 and
f. =g. = 0implies that w, = 7. = i, = m, = 0. To this end, we test the individual equations of system (3.14)
with the test functions —n., —m., u., and 7., respectively. Summing up the resulting equations then yields
that

(Crlne, me), + (Crpl e, M)+ Te (e, te) + 7o (e, Te), = 0. (3.15)

By the positive definiteness of the matrices C,, and C,,, cf. (2.1), this implies that n, = m. = 0. Integrating
the second equation in (3.14) by parts and exploiting that 7, satisfies zero boundary conditions, cf. (3.15), we
observe that 7, = 0. Finally, by the very same argument, the first equation of (3.14) reveals that w. = 0, which
concludes the proof. O

To establish a condensed formulation of the HDG method similar to (3.7), we introduce for all edges ¢ € £
discrete analogs to the local mappings from (3.6). These are defined in terms of the discrete local solver (3.14)
and are denoted by

Ue: (Un; T, fer 9e) — e, Re: (Un, T, fe,9.) & Te,

< _ _ — o (3.16)
N.: (’u’nvrnafeage) = T, M.: (un7rn7fevge) = Mm,.
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Recalling that Vi denotes the space of R3-valued functions defined on A/ with homogeneous Dirichlet boundary
conditions at the nodes in the set NVp, the condensed formulation of the HDG method seeks the tuple (X, @) €
Vi x Vi such that

A% 9). (r,9)) = F((19)) (3.17)
holds for all (f1,1)) € Vi x Vi. The bilinear form A encodes the balance conditions of the numerical fluxes at
the free nodes of the network and is defined as

AN ) (19) == > [(INCw v + 7 (O (s 8) = )], -

neN\Np

MR @)+ 7e(Re(An 60) = @), - ) - (3.18)

The linear form F, which is used to incorporate inhomogeneous data, is defined as

F(d) = Y [([N@RrP Fog v+ nOe(wl.r?, fog)], ~ F2) i

nEN\ND

([[M( n’ n’fe’ )V?—I_TER?(UE’TE’fevge)]]n_gn)'{pn]y

where we again set ul = rD = 0 for all n € N\ Vp. After having computed the solution (X, ¢) to the condensed
HDG formulation (3.17), the HDG solution can be retrieved as follows: The hybrid HDG unknowns are obtained
by @y = Ay +ul and 7, = @, + rD for all n € N, and the primal and dual HDG unknowns @., ¥y, 7., M, can
be obtained for all e € £ similar to (3.9), but with the local mappings (3.16).

Remark 3.5 (Size of the global system of equations). Importantly, the global system of equations corresponding
to (3.17) does not change its size if the polynomial degree p is increased. This is because the hybrid unknowns
live in a zero-dimensional domain, and a single parameter can characterize all polynomials in such a domain.

The following lemma also shows the symmetry and positive definiteness of the bilinear form A, which proves
the well-posedness of the condensed HDG formulation.

Lemma 3.6 (Properties of condensed HDG problem). The bilinear form A can be equivalently rewritten as the
following symmetric expression

AN 9): (1.9)) = D_[(Co' Ne(Ans @), N (i 900))  + (Cont Me(Ans 61), M (i, 1)),

+ Z [[[Te na¢n) - ) : ([72 (ﬂm{bn) - ﬂn)ﬂn
neNM\Np
+ [ (Be (A, d) = 60) - (Re ) = $4)], ]

Therefore, for any 1. > 0, the bilinear form A is symmetric and positive definite. Consequently, the condensed
formulation (3.17) of the HDG method is well-posed.

Proof. The proof of this result uses very similar arguments as the proof of Lemma 3.3, but applied to (3.14)
instead of (3.1). Therefore, it is omitted for the sake of brevity. O

4. ERROR ANALYSIS

In this section, we perform an a priori error analysis of the proposed HDG discretization for the Timoshenko
beam network problem. The error analysis focuses on the convergence of the HDG discretization with respect to
the edge length h,, for a fixed polynomial degree. While this may initially appear counterintuitive, as the network
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is assumed to be given, we implicitly consider a sequence of refined networks obtained by subdividing the edges.
Such refinement does not affect the exact solution of the beam network model. The error analysis is inspired by
[14], where a projection-based error analysis of the HDG method for an elliptic model problem is performed. The
projection is tailored to the HDG structure, allowing for a relatively simple and concise error analysis. In the
present setting of Timoshenko beam network problems, the edgewise defined projection is given by the mapping
IT: (H'(e))3 x (H'(e))® — (Pp(e))® x (Pp(e))?, whose components II(ue, ) = (II; (ue, n,), Ha(ue, n.)) are for
all e € £ defined by the following conditions:

(II1 (e, me), ), = (ue,v), for all © € Pp_1(e), (4.1a)
(Ha(ue, me),0), = (Ne, 0), for all © € Pp_1(e), (4.1b)
Mo (we, o)V + Te[II1 (ue, ne )] = Nev + Teue for all n ~ e, (4.1c)

where we recall that we write n ~ ¢ if the node n is an endpoint of the edge e. The well-posedness of this projection
can be concluded from Theorem 2.1 of [14], where the result was proved in a more general multi-dimensional
setting.

To simplify the notation of the following error analysis, we define the errors

0 = u, — Iy (ue, m,), e =111 (e, Me) — U, 0 + € =u, —u, (4.2)
07 = n, — a(ue, ne), er = Ia(ue, ne) — M, 0 + € =n, —n.,

and similar definitions are used for the variables r, and m,.
The following lemma states projection error estimates for the operator II, which are taken from Theorem 2.1

of [14]. We denote the H*(¢)-seminorm for any k € Ng by | - |¢ k-

Lemma 4.1 (Projection error estimates). Given pq,pn € [0,p], there holds for any edge ¢ € € and all u, €
HPutl(e), m, € HP»T1(¢) that

162 0e S PE* T ele st + - hE el ps

~

10 < Teh€u+1‘ue|e,pu+1 + h€"+1|ne|e,pn+1a
and analogous estimates hold for 07 and 07™.

Recall that the primal unknowns are edgewise H'-regular and satisfy continuity conditions at the nodes.
Therefore, for any edge ¢ € £ and any node n ~ ¢, u.(n) = u, and r.(n) = r, holds. This motivates omitting
the primal unknowns’ subscripts by simply writing « and 7. Similarly, we may omit the subscript of n, and
m.. The following lemma states error equations that will be frequently used in the subsequent error analysis.

Lemma 4.2 (Error equations). For any edge ¢ € £ and all test functions p,q,v,w € (P,(e))3, there hold the
identities

(€,0:D), = (Cp'(n —ne), D), + (ie x (r —7¢),D), + (u— Uy, PVe),, (4.3a)
(€r,029), = (Cr' (m — M), q) , + (1 — T, Gue), (4.3b)
(Oped, V), = (Te(te — Un) — O Ve, D), (4.3¢)
(D™, @), = (1s(Fe — Tu) — 006, @), — (dc X (0 — Re), @), (4.3d)

Furthermore, for any nodal functions v,, wy with support in n € N\ Np we have that
0= [eve + Te€y — Te(u — Uy)] V0 + [ Ve + Te€r — Te(r — Tn) ], Wh- (4.3e)

Proof. Error equations (4.3a) and (4.3b) can be derived from (3.1) and (3.14), using property (4.1a) of the
projection II. To obtain (4.3¢) and (4.3d), an integration by parts is necessary before property (4.1b) of II can
be used. The error equation (4.3¢) can be derived using property (4.1c) of IT and the balance conditions (2.2¢)
and (3.13). O
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The following two lemmas provide preliminary results, combined in Theorem 4.5 to a full error estimate of
the proposed HDG discretization. The first lemma provides an estimate for the dual unknowns.

Lemma 4.3 (Estimate for dual unknowns). It holds that

Dol S OMORUE+161E], Do ler™IF S D[N0 1E + 16 et le] - (4.4)

ec& ec& ec& ec&

Proof. We begin this proof with the obvious identity
—(€eve + Te€d — Te(U — Up), U — Un), = —(€gV,U — Un), + (Te(U — Un) — Te€e', U — Uy),. (4.5)

To derive an equivalent representation for the left-hand side of (4.5), we test (4.3a) with the test function €
and rearrange the terms which yields that

—(u — Un, €'ve), = (Cr (n — 1), 6’:)e + (e X (r — 7)€ ), — (€, 0x€0),- (4.6)
The last term on the right-hand side of (4.6) can be further rewritten using the identity

(Orers€d), = (Te(We — Un) — O7 Ve, €2), = (Te(U — W) — Te€', €8) s (4.7)

which can be derived by testing (4.3c) with the test function €* and using property (4.1¢) of the projection II.
Inserting (4.6) and (4.7) into (4.5) then yields that

—(egve + Te€g — Te(u — Uy), u — Uyn), = (C;l(n —T,), e?)e + (Te X (r—7¢),€0), (48)

+ Te(€y — (U — Up), € — (u — un)>e»

which is the desired equivalent representation.
Summing the latter identity over all edges e € £ and using (4.3e) for the nodal functions v, = u — w,, we
obtain that

0=S"[(Crl(n —ne)el), + (ie x (r =), )] + 3 7 [[(eg (- ﬁn))z]] , (4.9)

n
ecE neN

where we interpret the square of a vector as a dot product with itself. Algebraic manipulations and the non-
negativity of the last term in (4.9) then yield the estimate

d(Crlerer), <D [ (CRtm €)= (G x 07, €]

ec& ec&

The first inequality in (4.4) can then be concluded from Hélder’s and Young’s inequalities and the uniform
bounds of the coefficients Cy, and Cpy,, cf. (2.1).
Similar considerations can be applied to the rotations and moments, which yields that

0= 3 [(Cal(m = me), ), + (e x (=), eD)] + D we (e = (r = 7)) (4.10)

ee€ neN "

and the second inequality in (4.4) can again be obtained by using the non-negativity of the last term in (4.10),
as well as Holder’s and Young’s inequalities and bounds (2.1). |

The second lemma establishes an estimate for the primal unknowns based on an Aubin—Nitsche-type argu-
ment. This requires edgewise elliptic regularity of an auxiliary (dual) problem, whose data and solution we
denote by a dagger. The auxiliary problem coincides with (2.2), but with homogeneous concentrated forces,
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moments, and Dirichlet data; that is, ffl = g}: =0 for all n € NV, and u:ﬂ = 1.:r1 =0 for all n € Ap. In the
following, we always assume that the dual problem satisfies the elliptic regularity estimate:

2 2 2 2
S [utls+ et + o+l ] < 30|
ecf ec&

2
f| + Hgl”j. (4.11)

Such an estimate holds if the coefficients C,, and Cy, are edgewise Lipschitz continuous.

Lemma 4.4 (Estimate for primal unknowns). It holds that

2 2
S + 10 12] S 7 (he + o) (16702 + 102112 + 10712] + D2 (%) (1012 + e 1

ecf ec& ec&

Proof. To simplify notation for the auxiliary problem, we henceforth write u' instead of ul and u],:, and similarly
for rf, n', and m. This abuse of notation is justified, as the auxiliary problem satisfies the same continuity
properties as the original one, cf. (2.2). We begin the proof by deriving an equivalent expression for (e¥, fi)e
By the definition of nf, cf. (2.2b), integration by parts, and properties (4.1b) and (4.1c), we get that

(6?, fi)e = (6“’6xH2(uT7nT))e + <€:L77'e (Hl (’U,T,’nT) _ U’T)>e
= (C;l(n — ﬁe),Hg(uT,nT))e + (ie X (r — 7"2),1_[2(uT,nT))e

4.12
—‘y-<’UJ—’l_lJn,1_12(11,1L’71,T)l/e>e—i—<e'ét,7}(1_11(11,Jf77"1,T)—U,Jf)>e7 ( )

where we used (4.3a) in the last equality.
In the following, we will sum equation (4.12) over all edges ¢ € £. For the last two terms in (4.12), this results
in

Z[(u — Uy, I, (uT,nT)ue>e + <ef,7’e (H1 (uT, nT) — uT)>e]

ecé

= Z [[(u —Uy) - (Hg(uT,nJ‘) - ’I”I,T)l/e]] + Z [[e? “Te [Hl (uT,nT) - uTH]

neN neN
= Z [le¥ — (u—an)] - 7 [ (ul, n') —ul]] = Z(e:‘ﬁqu)e. (4.13)
neN e€€

Note that the first equality follows after rearranging the summands and inserting the term [[(u — Uy) - nTVE]]n

which equals zero since u — @, = 0 for all n € Np and [niv,] =0 for all n € A"\ Np. The second equality is
a direct consequence of (4.1c). To prove the last equality, we use the following two identities

>l = (w—an)] - Il (uf,nh)] == [[re(@e — ) — 07v] - I (uf,nf)] | (4.14)
neN neN
Dol = (=) reul], ==Y [efve-ul], (4.15)
neN neN

as well as (4.3c) and integrate by parts. Identity (4.14) can be concluded from (4.1c), and (4.15) follows from
(4.1c) and the balance condition [,V + Te(Ue — Wn)], = [Nee], = Fau-

Denoting by 7 the edgewise L2-orthogonal projection onto polynomials of degree at most p — 1, we finally
obtain for the sum of equation (4.12) over all edges ¢ € £ that

S (e 81) = S0 (Ca = o) ol ) — nl), 3 i x (r 7). Tyl m)),

ecé ecé ecé
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— Z(n — Mg, Te X rT)e + Z(Hg(u,n) —n,d,u’ — W@IUT)Q,
eel el

where we used (4.13) as well as the identity
(Crt(n - ’ﬁ,e),nT)e =—(n- e, Opul + 1, X rJf)27

which follows by the definition of n', cf. (2.2). Note that the term 70, u’ does not contribute anything since it
is a polynomial of degree at most p — 1.

Similar considerations can be applied to derive an equivalent representation for the sum of (€7, gi) over all
edges e € £, which results in

ST(engl), = (G m — ), o (v mb) —mb) + 37 (7 i x nf),

eel eeE eel
— Z(ze X (n —n,),II; (rT,mT))e + Z(Hg(fr,m) —m,d,r’ — W&er)e.
ecé ecé

Combining the above representations, we obtain, after some algebraic manipulation, that

S[(en ) + (g = = [(cate +om.or) + (cniem +om,om) |
e

ecf

= (07, 0sul — moul) + (67, 0urt — 70,rl) ] + D (i x 67,0 — 7nl)

ec& ec&

- Z[(z x (07 + e:),ey*) - (z x (07 +63),9:*)J, (4.16)

ec&

where the term mn! could be inserted without contribution since it is a polynomial of degree at most p — 1.
Using the identity of norms

1/2
[Z[ne:‘ﬁ + ||€;-||§H = sup > [(e #1) + (gl

= SeeellfH 2+ lot|P=1 cee

which is a consequence of the Riesz representation theorem, as well as (4.16), Lemmas 4.3 and 4.1, classical
approximation properties of the L?-projection 7, and the elliptic regularity result (4.11), we obtain with Young’s
and Holder’s inequalities that

Sl + et l] S 30 (he + 7eh2)? (10217 4+ 16712 + 10712] + D (he + 7eh2) et I

ecé ecé ecé

30 () o2 + o).

ecé

For sufficiently small edge lengths h., the assertion can be concluded by absorbing the term involving €] in the
left-hand side, where we recall that 7.h, < 1. O

We are now ready to present the desired convergence result for the proposed HDG discretization. It provides
estimates for the L2-errors of the primal and dual variables in terms of the maximum edge length, denoted by

h := max h..
ecé

The rates we prove agree with those found in classical HDG theory, cf. [14].
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Theorem 4.5 (Convergence of HDG method). Suppose that for any edge ¢ € £ it holds that ue,re,ne, M, €
HPTL(e). Then, given a stabilization parameter which scales like h$ for some s € {—1,0,1}, the HDG approzi-
mation converges to the solution of the Timoshenko beam network model with the error estimates

1/2
_ _ et
[Z[||ue—uef+|n—n|fﬂ pae— (4.17)
ecé
1/2
[Z[nm—mn%me—meﬁﬂ < sl (4.18)
ect

where we denote sT := max(s,0).

Proof. To prove the above error estimates, we use that the error can be written as the sum of a projection and
a discrete error, cf. (4.2). For estimating the projection error we use Lemma 4.1, while for the discrete error
Lemmas 4.4 and 4.3 can be used. For example, for the choice 7, ~ 1, this gives a convergence of order p + 1 for
both the projection error and the discrete errors, and thus an overall convergence of order p 4 1, cf. (4.17) and
(4.18). O

Note that using the convergence result for the dual variable, it seems possible to follow classical HDG
postprocessing techniques to boost the convergence of the primal variables to order p + 2.

5. DOMAIN DECOMPOSITION PRECONDITIONER

A practical implementation of the proposed HDG method requires solving the linear system of equations
corresponding to (3.17). The linear systems of equations that typically arise when simulating, for example, the
structural properties of paper-based materials, cf. Figure 1, can easily become intractable for direct solvers due
to their large size. In addition, they are typically poorly conditioned, requiring appropriate preconditioners.
This section introduces a two-level overlapping additive Schwarz preconditioner similar to [22], which we will
use within a preconditioned conjugate gradient method.

The domain decomposition and coarse space used by the proposed preconditioner are constructed using an
artificial (coarse) mesh 7z of a bounding domain Q C R? of the spatial network. For simplicity, we will assume
that Q is a box equipped with a uniform Cartesian mesh. Note that for thin materials such as cardboard, the
corresponding artificial mesh may contain much fewer elements in one spatial dimension than in the others.
With respect to the artificial mesh, we then introduce the set of trilinear basis functions {p;},, where m is
the number of nodes of the artificial mesh, and corresponding supports U; := supp(y;). An illustration of an
artificial mesh and corresponding basis functions in a two-dimensional setting can be found in Figure 2. The
space of continuous piecewise trilinear functions with respect to 7y, satisfying Dirichlet boundary conditions on
boundary segments where the network nodes are fixed, is denoted by V. Note that the domain of the functions
in Vi is considered to be the nodes of the spatial network.

We employ a preconditioner based on the subspace decomposition

Ww=WMpo+WVar+ -+ Vam

with the coarse space Vi o = Vi x Vi x Vi and local subspaces defined for i =1,...,m by Vy;, ={v e Vy :
supp(v) C U;}. Given this decomposition, we introduce for any subspace a corresponding subspace projection
operator P;: Va x Vo — Vi ; x Vi ; such that

A(P(X, @), (1,7)) = A((A, @), (1,7))

holds for all (p,%) € Vx; x Vx,;. Note that the existence and uniqueness of such an operator is a direct
consequence of A being an inner product on Vy x V. A preconditioned version of the operator A can then be
defined as follows:

P=FR+P+: -+ Py
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FIGURE 2. An artificial mesh 7 g over a network (left) and a basis function ¢; with the boundary
of its support marked in red (right).

The preconditioner, denoted by B, is then given by the relation P = BA. Note that the preconditioner is never
explicitly formed. In practice, only the preconditioned operator must be computed, which requires the direct
solution of a coarse global problem and m local problems, all of which can be solved independently. Because
this approach involves direct solves, it is sometimes called semi-iterative. In the following, we will use this
precondition for the conjugate gradient method.

The uniform convergence of the resulting preconditioned conjugate gradient method was proved in Theo-
rem 4.3 of [22] under the assumption that the considered linear system of equations is spectrally equivalent
to the graph Laplacian, and under certain homogeneity, connectivity, and locality assumptions on the spatial
network at coarse scales. The proof is inspired by classical Schwarz theory (see, e.g., [32,52,54]) and constructs a
quasi-interpolation operator in the spatial network setting, whose approximation and stability properties could
be proved using Poincare’s and Friedrichs’ inequalities on subgraphs. In practice, this preconditioner has demon-
strated its ability to cope with the typically complex geometry of spatial networks and highly varying material
properties; see, e.g., [23]. We emphasize that, in contrast, for example standard black-box preconditioners from
the class of algebraic multigrid methods, cf. [36,55], may perform very poorly when applied to spatial network
problems. This is because they do not sufficiently consider the problem’s geometry.

To formulate the aforementioned spectral equivalence assumption required to prove the convergence of the
preconditioned iteration, we introduce two bilinear forms acting on the space Vx. The first bilinear form is
a mass-type operator, while the second is a weighted graph Laplacian operator. They are for any functions
A, i € Vy defined by

MO =3 S A £ =3 L Y Rem Al e i) g

h
neN = e~n neN e~n e
e=(n,n’)

where the weighting with the edge length h, is chosen to be the same as for the mass and stiffness operators in
a one-dimensional finite element implementation.

The following theorem shows that the condensed problem (3.7) is spectrally equivalent to the weighted graph
Laplacians defined in (5.1) in each component. This is done by explicitly computing the solutions to the one-
dimensional Timoshenko beam equations, where we assume for simplicity that the material coefficients are
edgewise constant. Under suitable assumptions on the discretized local solver (3.14), we expect that this result
can be transferred to the condensed formulation of the HDG method in (3.17).
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Theorem 5.1 (Spectral equivalence to graph Laplacian). Assume that the mazimal edge length is sufficiently
small and that the material coefficients Cyp, and Cyy, are edgewise constant. Then, there holds for all (X, ¢) €
V)\ X V)\ that

LX)+ L(d, @) S AN, ), (A, @) S LAA) + L(, D), (5.2)
where the hidden constants depend only on the reciprocal of
Amin = min Elp, N) (5.3)

peva\{o} M(p, p)’

which characterizes the smallest eigenvalue of the generalized eigenvalue problem with the bilinear forms L and
M defined in (5.1) on the left- and right-hand sides, respectively.

Note that Apin can be uniformly bounded from below using results from classical graph theory; see [11,12].
The bounds typically involve the constant of a d-dimensional isoperimetric inequality, which is a measure for
the connectivity of the underlying graph.

Proof. The proof is done in two steps. First, for each beam, we explicitly solve the corresponding local Tim-
oshenko beam equations, where the Dirichlet boundary data at the beam endpoints is given and the source
terms are set to zero. Second, these explicit local Timoshenko solutions are used to derive the desired spectral
equivalence result.

Step 1. We consider an arbitrary but fixed edge ¢ € £ and denote its associated local basis by {i., ., k.}. As
global basis we use the canonical basis of R?, denoted by {i, j’, IE:} To explicitly solve the local Timoshenko
equations corresponding to ¢ we write them in local coordinates similar to Remark 2.1. In the following,
we denote local variables by hats and write T', for the change of basis matrix between local and global
coordinates. Recall that the local coefficient matrices Cn = T: C,T. and C'm = T:CmTe are diagonal with
positive diagonal entries, cf. Remark 2.1. The local Timoshenko equations are posed on the domain [0, h,] x
{0}2, which we parametrize with the interval [0, h.]. We omit the subscript e to simplify the notation in the
following.

Let the following Dirichlet data for the displacement and rotation be given:

a(0) =A1,  alhe) =X,  #0)=¢y,  #(he) = ¢ (5.4)

Similar to the definition of the local solver in (3.1), the local source terms are set to zero. To derive the local
Timoshenko solutions, we first note that ;N = 0 and hence N = —c for some ¢ € R3. This implies for the
displacement that_ 03t = —1 X P + C’ le. To derive an explicit expression for the rotation # we note that
D31 = —i X fo = 4 X ¢, which implies that m = ('L x ¢)& — d for some d € R®. The equation 9;7 = —C

can then be used to obtain an explicit expression for the rotation. Combining the above considerations ylelds
the following expressions for the displacement and rotation:

i = é(i x Ot (1, % c))i?’ - %(i X C*;}d)a?;? — (z X &1)55+C’;1c£+5\1,
—3C (i x o)t + Crldi + .

To determine the constants ¢ and d, we use the second and fourth conditions of (5.4), which we have not yet
incorporated in the above formula for & and 7. Below, we use the abbreviations An = )\2—)\1, ¢ A= ¢2 @1,
and ¢’2 = ¢1 + ¢2 to simplify the notation. For ¢ we obtain, after some algebraic manipulations, the
expression
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where c still appears also on the right-hand side. We explicitly evaluate the cross products to move the term
involving c to the left-hand side. Introducing the matrix

D =15+ % diag (O, (én>22 (0;1)33’ (C’">33 (CA(;‘l)zz)7

where (-);; denote the ij-th entry of a matrix, this results in
c= D Cua + 4070 (i x by).
This equation can then be used to derive the following explicit expression for d:
d==Crda+ 5 (i % (D7'Cuds)) + 5 (i x (DTG (i x ) ).

Inserting the above expressions for the constants ¢ and d in the equations n = —c and m = (;, x ) —d,
we obtain for the forces and moments that

A= —h%D_lénj\A - %D‘lé'n(i X q?);;)7

i = st (ix (D71CnAL) )20 = he) + 3 (i x (D71Cn (i % b5) ) ) (28 = he) = - Conba.

To establish an expression for the bilinear form A in terms of the Dirichlet data at the nodes, we will use
its equivalent representation given in Lemma 3.3. This representation includes integrals involving the forces
and moments, which can be computed as follows:

he R . . . R . R ~
/ Coln-idi = [ DTICYPAAP + DTICY A - DTICY? (z x ¢E)
0

e (ix gy

)

[ Gtz = |eaan] + 35]0n (i (D6urs) )|
0 2
e (e
he

(G (910A))) (02 (076 8)))

To prove the lower bound in (5.2), we sum up the previously computed integrals and bound the result from
below using the weighted Young inequality. This yields for any 0 < € < 1, which we will specify later, that

hg he
Cln-ndi + Clm-mdi
0 0
1A41/2% 2 A1/2 5 2 h 1AL/2(% ! 2
> L[ DTICN2AA |+ L |CM2oa] + e[ DTIC2 (i x b))

~ ~ |2 N ~ 12 ~ A N 2
D AS] 4 k| ChPa| - 2GR DC2 (i x )|

Using the uniform bounds on the coefficients (2.1) and the assumption that the edge length h, is sufficiently
small, the latter estimate can be simplified to

N N 2
i X s (5.5)

~ 2
d)A‘ - Che(ie_E)

where C' > 0 only depends on the bounds of the coefficients.
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Step 2. Estimate (5.5) was formulated in local coordinates, but it also holds in global coordinates, i.e., without
hats. This is a direct consequence of the orthogonality of the change-of-basis matrix T'.. Summing up the
global estimates for all edges then yields that

Z/C;lne.neda—l—z C’T_nlme.medo

ecE ecE

—€ 2 2 he(l—e€) . 2
2 Y (Al + o, — o — C1E i x (6, + 00)). (5.6)
ec&
e:(n,n’)

Rearranging the above sum into a sum over all nodes and another sum over all edges adjacent to the nodes,
one observes that the first and second terms in (5.6) can be written in terms of the bilinear form £ of the
graph Laplacian defined in (5.1). Similarly, the last term in (5.6) can be estimated using the mass-type
operator M. This and using the definition of A\, in (5.3) yields that

(5.6) = (1= €)L(AA) + L(p, ) — CI=M(, ¢)
> (1= e)LAA) + (1 - CEN1 ) L(o, 9).

min

An investigation shows that for any e € (/\mm%, 1), the terms in the above estimate are positive, which
proves the lower bound in (5.2). The upper bound can be proved using similar arguments, and the proof is

omitted for brevity. This concludes the proof.
O

6. NUMERICAL EXPERIMENTS

In this section, we present numerical experiments that support the theoretical predictions of this paper. The
numerical experiments have been implemented in the HyperHDG software package [48], which is described in
detail in [49]. There, numerical experiments demonstrating the convergence of the HDG method for diffusion-
type problems on hypergraphs were presented. The code to reproduce the numerical experiments of this paper
is available at https://github. com/HyperHDG/, and the data describing the fiber network model of paper used
in the second numerical experiment can be found at [26].

Optimal order convergence of HDG method

The first numerical example considers a toy problem to study the convergence properties of the proposed
HDG method for Timoshenko beam networks. Specifically, we consider a network representing a two-dimensional
unit cross embedded in the three-dimensional Euclidean space, i.e.,

([-1,1] x {0} U {0} x [-1,1]) x {0}.

Before mesh refinement, the network consists of four edges and five vertices. Dirichlet boundary conditions are
imposed at the four nodes located at the tips of the cross. The bounding domain is chosen to be Q = [—1,1]2x{0}.
To construct suitable data and corresponding solutions, we use the method of manufactured solutions. More
precisely, we consider homogeneous material coefficients, i.e., C,, = Cp, = 1, and choose the force terms such
that the problem admits the following displacements and rotations as its solutions:

0 0
w(z,y,2) = [cos(my) |, r(e.y2) = [sin(ra)
cos(mz) sin(ry)

Figure 3 shows convergence plots for the L2-error of the primal HDG variables, which we will subsequently
abbreviate by errpz(u,r), cf. (4.17). In the top right and bottom left convergence plots, one observes optimal
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errpz(u,r)
= —
O‘ (e}
~ L
T T T
H \B\X\
[=2] W
| | | |
errpz(u,r)
—_ —
o o
L L
T T T T

1077 10—7
10710+ 10-10
10_13 L 1 1 1 | | | i 10_13 L 1 1 1 1 | | i
2—5 2—4 2—3 2—2 2—1 20 275 274 273 2,2 2,1 2(,
beam length beam length
Te ~ h;l Ter~ 1
T T T T
1071 - : 101 F .
1
4| | al |
~ 10 /g 10
) 13 2
o (U b 21077 1
5 ()
10710 - /16 10710 1 a
1
—13 |- | —13 | |
10 1 1 | | | | 10 | | | | | |
27° 274 273 972 o1 20 1 2 3 4 5 6
beam length polynomial degree

FI1GURE 3. All four plots show the L2-errors of the primal variables. The top left, top right, and
bottom left plots show the errors for the polynomial degrees 1 (blue), 2 (red), 5 (black), and
6 (magenta) as a function of the mesh size, for different choices of the stabilization parameter
7. The bottom right plot shows the errors for the beam lengths 1 (cyan), 27! (purple), 2%
(gray), and 27° (brown) as a function of the polynomial degree.

(p + 1)-th order convergence for the classical choices of stabilization parameters 7, ~ 1 and 7. ~ h;!. Note
that for 7, ~ h;! one encounters a pre-asymptotic regime with even faster convergence. For the stabilization
parameter 7, ~ h, one observes a suboptimal p-th order convergence, cf. Figure 3 (top left). These convergence
results are consistent with the theoretical predictions of Theorem 4.5. Note that the convergence rates we obtain
are also consistent with those found in the literature. Convergence tests for the dual variables also confirm the
rates predicted by Theorem 4.5. For the sake of brevity, however, the corresponding plots are not shown here. In
addition to the convergence under mesh refinement, we also want to numerically investigate the convergence as
the polynomial degree is increased. The corresponding plot can be found at the bottom right in Figure 3. One
observes an exponential convergence as the polynomial degree is increased, with the rate of decay depending on
the fixed mesh size. A similar exponential convergence behavior can also be observed for the dual variables.



HDG FOR TIMOSHENKO BEAM NETWORK MODELS 3127
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FIGURE 4. Left: an illustration of the network before (blue) and after (red) deformation is
shown. Right: a convergence plot of the preconditioned conjugate gradient method. There the
relative residual is plotted as a function of the iteration number for constant material parameters
(black) and realistic material parameters (orange).
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FIGURE 5. Relative residual of the preconditioned conjugate gradient method as a function of
the iteration number for different polynomial degrees p and stabilization parameters 7. The
black, red, and green curves correspond to p = 1,5,10 for 7 = 1, while the orange and blue
curves represent 7 = 1000, 0.001 for p = 5.

Elastic deformation of paper

The purpose of the second numerical experiment is to demonstrate the applicability of the proposed HDG
method to a realistic example. We consider the elastic deformation of about 2 mm x4 mm piece of paper, where
our collaborators at the Fraunhofer-Chalmers Centre (FCC) provided the corresponding spatial network and
material parameters. The spatial network consists of about 615K edges and 424K nodes. We consider the
stretching of the paper caused by inhomogeneous Dirichlet boundary conditions at nodes at the lateral boundary.
We use a HDG discretization with polynomial degree 5 for all edges. The resulting linear system of equations
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is then solved by the preconditioned conjugate gradient method with the domain decomposition preconditioner
as described in Section 5. For the preconditioner, we use an artificial coarse mesh consisting of 64 elements,
where only one element is used in the z-direction. The local subproblems arising within the preconditioner are
solved with a conjugate gradient method without preconditioning using a termination criterion of a relative
residual of 1073, This is practically feasible since we use a mild termination criterion. The computations were
performed in parallel on a cluster with 64 cores. For the case of constant material parameters, our solver needed
46 iterations and about 9h to solve the problem up to a relative residual of 10710, For the realistic parameters,
it took 218 iterations and about 33h to reach the same accuracy. The resulting deformed piece of paper and
the convergence plot of the preconditioned conjugate gradient method are shown in Figure 4.

Influence of polynomial degree and stabilization parameter

We next examine the influence of the polynomial degree p and the stabilization parameter 7 on the convergence
behavior of the preconditioned conjugate gradient method. To this end, we consider a smaller network consisting
of 14K edges and 10K nodes, using realistic material parameters similar to the previous numerical experiment.
As shown in Figure 5, varying p and 7 have almost no impact on the convergence. It is worth noting that the
iteration counts are comparable to those observed in the previous experiment. However, due to the significantly
smaller network size, the computational cost per iteration is considerably smaller.
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