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Abstract

Quantile regression is used to study effects of covariates on a particular quantile of the data distribution. Here we are interested
in the question whether a covariate has any effect on the entire data distribution, i.e., on any of the quantiles. To this end,
we treat all the quantiles simultaneously and consider global tests for the existence of the covariate effect in the presence of
nuisance covariates. This global test for covariate significance in quantile regression can be used as the extension of linear
regression or as the extension of distribution comparison in the sense of Kolmogorov-Smirnov test or as the extension of
partial correlation. The proposed method is based on pointwise coefficients, permutations and global envelope tests. The
global envelope test serves as the multiple test adjustment procedure controlling the family-wise error rate and provides the
graphical interpretation which automatically shows the quantiles or the levels of categorical covariate responsible for the
rejection. The Freedman-Lane permutation strategy showed liberality of the test for extreme quantiles, therefore we propose
four alternatives that work well even for extreme quantiles and are suitable in different conditions. One of the strategies is
suitable in a general situation, while others under more specific conditions. We show asymptotic exactness of the proposed
permutation procedures and present a simulation study to inspect the performance of these strategies, and we apply the chosen
strategies to two data examples.

Keywords Distribution comparison - Global envelope test - Multiple comparison problem - Permutation test - Significance

testing - Simultaneous testing

1 Introduction

Quantile regression is used in many research fields to model
the quantiles or full conditional distribution of the response
variable rather than the mean and variance when assump-
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tions of the ordinary linear model do not hold. The proposed
statistical tool, the global test for covariate significance in
quantile regression, can serve in three scenarios. First, when
mean regression does not explain the dependence between
the response and covariates satisfactory, the quantile regres-
sion may be used to explain this dependence for any quantile
of the response variable. However, when the inference is
made for several quantiles, it is usually done quantile-wise
without correction for multiple testing. Such an inference
leads to a multiple testing problem, which — if overlooked —
can lead to erroneous conclusions. The global test for covari-
ance significance solves this multiple testing problem and,
therefore, it can be used to depict if there is the dependence
of any quantile of the response variable on the covariates.
The second scenario, where the global quantile regres-
sion is of interest, is, when two or more distributions should
be compared, as in the Kolmogorov-Smirnov test, but the
distributions depend on extra nuisance covariates. In such a
scenario, the data from different distributions are accompa-
nied by a categorical covariate, and global test in quantile
regression, where the interesting categorical covariate is
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supplemented with the nuisance covariates, can be used to
investigate whether there is any difference between the dis-
tributions.

The third scenario of interest is where the partial cor-
relation of two variables with the presence of nuisance
variables is of interest. When partial correlation is computed,
both parametrically and nonparametrically, it summarizes the
dependence in one number. On the other hand, the proposed
inference provides the information on dependence for any
quantile through the multiple quantile regressions that are
bound together in one global testing procedure with correct
multiple testing control.

In the following, we first provide a motivational example,
which shows the benefits of global test in quantile regression
in the first scenario, and then review the current and proposed
techniques as well as provide an outline for the rest of this

paper.
1.1 Motivational example

We investigated the effect of the price of gold, oil, and ura-
nium on the log returns of EUR/USD exchange rates in order
to show different information that can be gained by using
global test in quantile regression. To remove the effect of
inflation from the prices, the prices of gold, oil, and uranium
were computed as residuals of a simple exponential model
that was fitted to the original prices. The data contains 3201
observations.

The top row of Figure 1 shows the common output of
quantile regression for quantiles ranging from 0.01 to 0.99
(Koenker 2022). The red lines show the mean regression
coefficients and the dashed red lines their confidence inter-
vals. Since the mean confidence intervals cover O in all
cases, the mean regression does not reveal any effect of any
covariate on response. The corresponding p-values are 0.636,
0.285,and 0.539, respectively. The black lines show the quan-
tile regression coefficients, and the gray area around them
represents their pointwise confidence bands. Performing the
inference by pointwise confidence bands obtained from mul-
tiple quantile regressions suggest that there is an effect of oil
on lower and upper quantiles and that there can be effect
of gold on upper quantiles and uranium on lower quantiles.
Due to the multiple testing, we cannot trust these effects.
The global test in quantile regression helps us to answer the
question of dependence.

To account for the multiple testing problem, we applied
the global tests for the three variables with RLS, RQ, and RQ
permutation strategies, which will be introduced in Section
4. The result of the global quantile regression test is shown
in the second row of Figure 1. The black lines show again
the quantile regression coefficients and the gray area around
0 is the global envelope of the global test in quantile regres-
sion. The global envelope represents the acceptance region
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of the test. The coefficients outside the envelope are signifi-
cant coefficients under the global significance level of 0.05.
Thus the effects of oil (global p-value=0.0004) and uranium
(global p-value=0.006) are confirmed, whereas the effect of
gold is not (global p-value=0.48).

In quantile regression, the user is often interested in the
estimation of the effect of a certain covariate together with
its confidence interval plotted simultaneously for all quan-
tiles (the top row of Figure 1). The confidence bands help
to understand the analysis results. The proposed global test
in quantile regression (the bottom row of Figure 1) offers
the same level of information but at the global significance
level. In our example, we can judge that the increase in oil
price significantly reduces the volatility of log returns. For
low quantiles, the coefficient of oil is significantly positive,
and for high quantiles it is negative. The increase in uranium
prices decreases the regression coefficients significantly only
for low quantiles, meaning the increased possibility for a big
fall in the exchange rate.

1.2 Current and proposed techniques

In this paper, we are interested in making inferences for all
quantiles simultaneously, along with a graphical interpreta-
tion that could be used to determine for which quantiles the
effect of a covariate is present. This global inference can be
viewed as an extension of quantile regression: while quantile
regression tests the effect of the covariate locally at a specific
quantile, the proposed inference tests the effect globally for
all quantiles. We propose to solve the studied problem of
simultaneous inference for quantile regression by a method
that consists of the estimation of pointwise regression coeffi-
cients first, then using a permutation strategy that provides the
resampled pointwise regression coefficients under the null
hypothesis, and finally applying the global envelope test as
a solution for multiple testing and graphical interpretation.
The global envelope test provides the family-wise error rate
control of multiple tests (Myllymiki et al. 2017). Therefore,
the proposed global test in quantile regression provides the
same control. The methods for pointwise estimation of confi-
dence intervals are summarized, e.g., by Koenker (2005) and
implemented in the R package quantreg (Koenker 2022), with
visualization.

The studied problem can also be solved by testing the
effect of a covariate for all quantiles pointwisely by methods
reviewed, e.g., in Koenker (1994), and applying a multi-
ple correction method, e.g., the Holm-Bonferroni correction
(Holm 1979) in order to solve the multiple testing problem.
Also, recently, new methods for simultaneous confidence
bands were developed analytically. For example Belloni et al.
(2014) and (Koenker et al. 2018, Chapterl5) discuss the
simultaneous confidence bands for a quantile process 8(t) on
[0, 1] based on asymptotic theory. These bands are however,
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Fig.1 95% pointwise confidence bands (gray bands, top row) and 95%

global envelopes (gray bands, bottom row) for price of gold, oil or ura-
nium as the interesting covariate and having all others as nuisances. The

valid only under complex regularity conditions. On the other
hand, Peng and Fine (2009) proposed a cumulative approach
in order to summarize the covariates effect of all quantiles
in one number. This can be used to deduce if the effect is
globally significant, but it can not be used to infer which
quantiles are significant. Another global problem was con-
sidered in Khmaladze (1982) and Koenker and Xiao (2002),
namely the constantness of the effect of all covariates. This
test is usually used to check the assumption of location shift
(i.e., the effect of covariates for all quantiles is constant) or
location-scale shift form (i.e., the covariates affect only mean
and variance of the response distribution). This test cannot be
used to globally test the significance of a covariate, due to the
difference in null hypotheses. Also the global test in quantile
regression models were recently developed, e.g., Zheng et al.
(2015). These models concentrate on simultaneous model
parameter estimation. On the contrary, we use local quantile
regression models and bind them through a global testing
procedure.

In order to achieve global inference for quantile regres-
sion, we rely on permutation methods in this paper. Cade and

02 04 06 08
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three global envelopes are based on 2499 permutations and the RLS,
RQ or RQ permutation strategy, respectively

Richards (2006) used the Freedman-Lane (FL) permutation
strategy (Freedman and Lane 1983) for the quantile regres-
sion. This strategy is regarded as the most precise method in
testing a covariate effect of a univariate or functional linear
models in the presence of nuisance covariates (Anderson and
Robinson 2001; Anderson and Ter Braak 2003; Winkler et al.
2014). Cade and Richards (2006) also proposed an improve-
ment of the FL procedure for quantile regression, which we
also investigate in this paper. They used it for testing with a
univariate test statistic which reflects the location or scale of
the distribution only. Ditzhaus et al. (2021) proposed to use
permutations for quantile regression, too, but they proposed
only simple permutation of the data, i.e., the strategy of the
one-way ANOVA problem (even thought this was applied for
a factorial design of two-way ANOVA). Similarly as Cade
and Richards (2006), they concentrated on univariate test
statistics such as the median or interquartile distance.
Instead of the permutations, it is also possible to use
nonparametric Bootstrap tests to achieve the desired global
inference. (Davison and Hinkley 1997, p. 161) explains that
the difference between these two approaches is that Bootstrap
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allows for resampling with replacement, whereas permuta-
tions do not. That is due to the fact that a nonparametric
Bootstrap test also has to resample from the null distribution
here. Since the difference is small and Davison and Hinkley
(1997) claims that there is also not much difference in the
results of these two approaches, and since most of the litera-
ture relies on permutations, we will investigate here only the
permutation approaches.

Here, we are interested in testing the effect for all quantiles
at the global significance level «. We investigate the suitabil-
ity of various permutation strategies for the given aim. It
turns out that the FL. permutation strategy does not perform
well for global test in quantile regression, due to its liberality
for extreme quantiles. Therefore, we propose several alterna-
tive permutation strategies, which perform better for extreme
quantiles.

Our method for solving the problem of multiple test-
ing is based on global envelope tests (Myllymiki et al.
2017; Mrkvicka et al. 2022; Myllymiki and Mrkvicka 2024)
recently developed for spatial statistics and functional data
analysis. This method allows to use a functional (or multi-
variate) test statistic and have the global significance level
«. Besides, it allows us to draw the 100(1 — «)% global
envelope that represents the acceptance region under the null
model of no effect of a certain covariate under the presence
of other covariates. If the observed effect of the covariate is
not fully contained in the global envelope, the test is signifi-
cant at the global significance level «. Further, the test shows
the quantiles which are the reason for a potential rejection of
the null hypothesis, suggesting how the covariate affects the
distribution of the response variable.

Since the global envelope test is based on ranks, it has
no assumptions on the distribution of the functional test
statistics, neither the homogeneity of the distribution of the
test statistic along its domain. The only assumption is the
exchangeability of the test statistic under the permutation
strategy. That is, the global envelope test is exact, i.e., the type
I error is precisely «, according to Lemma 1 in Myllymaki
et al. (2017), if the permutations are exchangeable. Some of
the studied permutation strategies fulfill the exchangeability,
but some do not. For instance, the famous FL permutation
strategy does not satisfy the exchangeability in the presence
of nuisance covariates. Therefore, we study via a simulation
study which of the alternative permutation strategies match
the best the preset significance level and have the highest
power. We also define a new permutation strategy that com-
plies with the prescribed significance level in all cases.

Due to the nonparametric nature of the global envelope
test, we can test continuous, categorical effects, interactions,
and within the categorical effect also the differences between
the groups via the joined functional test statistics (Mrkvicka
et al. 2017).

@ Springer

The rest of the paper is organized as follows. Section 2
gives the necessary background on quantile regression and
global envelope tests. Section 3 explains the proposed global
test. Section 4 describes the different permutation strate-
gies to generate simulations under the null model of no
effect of the interesting covariate and shows the theoreti-
cal properties of the proposed tests. The performance of the
permutation strategies together with the global test is then
investigated in Section 5. The permutational approaches are
compared with the pointwise confidence band corrected by
the Holm-Bonferroni correction only because the other solu-
tions introduced in the literature require regularity conditions
or provide only cumulative or summarized information about
the problem. Section 6 applies the chosen tests to analyze
another data set, in the second scenario mentioned above.
Section 7 is for discussion of the results and extensions. The
implementation of the proposed method is available in the
R package GET (Myllymiki and Mrkvicka 2024) (function
global_rq). It can be downloaded from CRAN (https://
cran.r-project.org/package=GET), together with a vignette
for global test in quantile regression.

2 Notation and background
2.1 Linear quantile regression

Classical linear regression models focus on modeling the
conditional expectation of a response variable Y given a set
of covariates X. In linear regression, the mean response is
modeled as a linear combination of the regression parameters
B and the covariates X, i.e., E(Y | X) = X, and estimation
of the regression coefficients is performed by minimizing the
sum of squared residuals. However, linear regression models
are often insufficient either due to violations of the linear
model’s assumptions or due to the interest being in the tails
of the distribution rather than its mean. Hence, analysis of
covariate effects across the conditional distribution of the
response variable requires more flexible statistical modeling
than traditional linear regression only.

Quantile regression, introduced by Koenker and Bassett
(1978), focuses on the modeling of the conditional quantiles
of the response variable. That is, for any 7 € [0, 1], the
T —quantile of the conditional distribution of the response Y;
given a set of covariates X,

Oy x; (r) =inf{y : Fy,x;(y) > 7}
=X"B(x),i=1,...,n, e))

where Fy,x; is the conditional cumulative distribution func-
tion of ¥; given X;, and B(7) is the regression coefficient
of the model for the r-quantile. For instance, the quantile
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regression for 7 = (0.5 defines the linear model for the con-
ditional median, a robust alternative to the standard linear
model.

Unlike classical linear regression, which has a closed
formula for the estimator of the regression coefficients, esti-
mating the parameters of quantile regression requires solving
an optimization problem. The regression coefficients B(7)
are estimated by minimizing the expected loss

A B . n o T
B(v) = min ; pr(Y; —XI'B) )

where p; () = u(t — 1(u < 0)), ie., pr(u) = ut if u >
0 and —u(l — 1) if u < 0. The optimization problem in
Equation (2) can efficiently be solved by linear programming
methods (Dantzig 2016; Portnoy and Koenker 1997). We
useg the R library quantreg (Koenker 2022) for the estimation
of B(7).

2.2 Inference for quantile regression

Studying the effect of the covariates of interest on quantiles
of the conditional distribution of the response requires infer-
ence of the quantile regression process B(t) on [0, 1]. In
the literature, there exist three main approaches to construct
confidence intervals for B (7).

The first approach assumes that under some mild con-
ditions, the estimated regression quantiles are asymptoti-
cally normal (Koenker 2005). Calculating the standard error
requires the estimation of the so called sparsity function
s(t) =[f(F 1Nt = %F‘l (t), where f is a probabil-
ity density function such that f = F’. The sparsity function
s(7) can be estimated by §,,(t) = [ﬁn’l (t+h,) — ﬁ{l (t —
h,)1/2h,, where h, is a bandwidth which tends to zero as
n — oo and needs to be selected, and I:“n is the empiri-
cal cumulative distribution function, or by kernel smoothing.
The estimator s, (t) is unstable when the assumption that the
errors are iid is violated. In the case with non-iid errors, a
Huber estimate of the limiting covariance matrix needs to
be computed (Koenker 1994). This case can be treated by
assuming that Qy,x; (7) is locally linear in X; (Koenker and
Machado 1999). For the remainder of the paper, we refer
to this method as the “NID” method. The quantreg package
recommends using the NID method for data with more than
1000 datapoints as this method is very fast (Chen and Wei
2005). On the contrary, this method is not ideal for small
samples, as the methods for automatic bandwidth selection,
for instance, the method in Hall and Sheather (1988), tend to
give large bandwidths, which often result in violations of the
local linearity assumption.

The second class of methods is the rank-score methods,
which construct the confidence intervals by the inversion of

the rank-score test (Gutenbrunner et al. 1993; Koenker 1994;
Koenker and Machado 1999). The rank-score methods avoid
the estimation of the sparsity function and are more robust to
model assumptions. However, those methods require solv-
ing a parametric linear programming problem. Therefore,
this approach is slow for large samples as its computational
complexity is exponential in p and n (Chen and Wei 2005;
Kocherginsky et al. 2005). In the quantreg package, the rank
method is used by default for small samples (n < 1000).

The third method for constructing confidence intervals
is based on resampling strategies (Efron 1979). Most com-
mon methods are based on bootstrapping the pairs of the
response and explanatory variables (Hahn 1995) or boot-
strapping the residuals (Bickel and Freedman 1981). In the
residual bootstrap exchangeability of the residuals needs to
be assumed. Recently, there have been a lot of research using
bootstrap techniques for estimating standard errors in the
quantile regression setting (Parzen et al. 1994; He and Hu
2002; Kleiner et al. 2014).

However, all the methods above concern local inference,
but we are interested in simultaneous inference for f(7),
T € [0, 1]. In this paper, we propose an inference method
using permutation-based global envelopes test. The proposed
test is compared with the Holm-Bonferroni adjusted local
NID test (see above).

Another important question in quantile regression is if
the effect of all covariates can be considered constant for all
quantiles. It was studied in Koenker and Xiao (2002). They
proposed tests for the hypothesis that a linear model speci-
fication is of the location shift or location-scale shift form.
The tests are based on the approach proposed by Khmaladze
(1982).

2.3 Quantile regression for modeling distributions

There are tests to test differences between two distribu-
tions. The two-sample Kolmogorov-Smirnov test is maybe
the most well-known. Here we only remark that the global
test in quantile regression with a categorical predictor can
also be used to solve the problem of finding the differences
between the distributions (two or more), not only when the
categorical predictor is the only covariate of the model but
also in the presence of further nuisance covariates. The pro-
posed global test in quantile regression can determine not
only if there is a difference at the global significance level,
but it can also determine which ts are responsible for the
rejection.

2.4 Global envelope tests
Global envelope tests are non-parametric Monte-Carlo tests

for multivariate or functional summary statistics (Myllymaiki
etal. 2017).Let 7 = (11, ..., t4) be the vector of d discrete
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values of quantile levels where the statistic is evaluated. Fur-
ther, let To = (Tyy, ..., Tog) = (To(11), ..., To(tg)) stand
for the d-dimensional discretization of the empirical statis-
tic and Ty, ..., Ty be the corresponding statistics for s data
sets simulated under the “null model”. The tests are global
in the sense that the test is performed simultaneously for
all T € 7, i.e., the family-wise error rate is controlled by
the prespecified significance level «. The advantage of the
global envelope test is that it allows for graphical interpreta-
tion of the test result by a global envelope that represents the
acceptance region of the test: A 100(1 — «)% global enve-

lope is a band (T}, Tf]‘pp) with T}, = (Tl‘(’)‘w)l, R Tlgw,d)
o — o o
and Tupp = (Tupp,l, e, Tupp’ 4)» constructed under the null

model, such that the probability that Ty is completely within
the envelope is equal to 1 — «. Therefore, the empirical test
statistic T goes outside the given 100(1 — «) % global enve-
lope for some t if and only if the global test rejects the null
hypothesis (p < 0.05). The t’s where Ty goes outside the
envelope are responsible for the rejection of the test.

Global envelopes are constructed by ranking the statis-
tics To, ..., T based on a ranking measure E. The ranking
is then used to identify the (s + 1) most extreme vectors.
Examples of the ranking measures, which allows for one-to-
one correspondence between formal and graphical results,
are the extreme rank length measure (Narisetty and Nair
2016; Myllymaki et al. 2017), the continuous rank measure
(Hahn 2015), and the area measure (Mrkvicka et al. 2022).
For a more rigorous description of the available ranking mea-
sures, you are referred to Myllyméki and Mrkvicka (2024)
and references therein. Now, let E; < E; be interpreted as
T;(t) is more extreme than T;(7) and let E(,) € R be the
largest E; such that

S
D UE < E@) <als+1)
i=0

and let /) denote the set of vectors less than or as extreme
as E(y). Then, a 100(1 — )% global envelope based on the
measure E is given by

() () ) _ ; . . —
<Tlowk’ Tupp k) = <ir';111(21) Tk, lrgla:i() T,k) fork=1,..4d.

The validity of global envelope tests is independent of the
distribution or potential inhomogeneity of the distribution
of the test statistic along its domain. However, in order for
the global envelopes to achieve desired type I errors, the test
statistics Ty, ..., Ty must be exchangeable. The exchange-
ability depends on the permutation strategy used to obtain
the replications of the test statistic under the null model.

Any functional measure E can be used to rank the statis-
tics Ty, ..., T, but only those which satisfies the one to one
correspondence between formal results and their graphical
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interpretation represented by the global envelope are consid-
ered in this work.

3 Global test in quantile regression

Assume the quantile regression model
Oyix,z(t) =XB(r) + Zy(r) forallt € T, (3)

where Qyix,z(t) = (Qy;x,.2,(T)s ..., Ov,X,.2,(T)) is a
n x 1 vector of conditional t-quantiles of Y1, ..., Y,, Xisa
n x p matrix of the interesting covariates, Z is a n X g matrix
of nuisance covariates, B(r) = (Bi(1),...,Bp(r)) and
y(t) = (1(7),..., y4(7)) are the corresponding param-
eter vectors of dimensions p x 1 and g x 1, respectively,
and 7 = {1, ..., g} is a discrete set of quantiles we are
interested in. The null hypothesis of interest is
Hy:Bj(t)=0forallj=1,...,pandr € 7. 4)
This null hypothesis is studied throughout the whole paper.
Our aim is to construct a test with the family-wise error rate
control forall ;, j =1,..., pandt € T,i.e., global quan-
tile regression test of significance of covariates contained in
X. We propose the following strategy for this purpose:

Algorithm 1 Global inference for quantile regression (3)
using permutation schemes
1. For observed data, compute the test vector

To = (Bi(z1), ..., Bi(za)s - .-, Bp(T1), - - -, Bp(Ta)) (5)

containing all the coefficients of the vectors

B(z1), ..., B(za)

rearranged for better visualization.

2. Simulate s replicates of data under the null hypothesis (4).

3. Compute the test vectors for the s simulated data, and obtain
Ty,..., Ts.

4. Apply a global envelope test to T, Ty, ..., T.

Global envelope testing provides a global p-value, the
graphical interpretation that determines the t’s and the ele-
ments of the vector f that are responsible for the rejection
in the global test (see the data study examples for a detailed
description of the graphical interpretation). Since we observe
all parameters in T¢, we perform - simultaneously with the
global test - a post-hoc test in cases when the covariate is cate-
gorical. This means that all levels of the categorical covariate
are tested to have a different effect than the reference level.
The generation of the data under the null hypothesis (4) is
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a critical part of the test; in the following section, we will
describe different alternatives for this purpose.

We remark here that the global envelope test produces the
acceptance and rejection regions for the global null hypoth-
esis, whereas usually the pointwise confidence intervals for
the parameters of the model are obtained in quantile regres-
sion procedures.

4 Permutation strategies for quantile
regression

In the following, we introduce six permutation strategies as
candidates for producing simulations under the null hypoth-
esis (4). We note that exchangeability of the test statistics
Ty, T1, ..., T; is satisfied only for the permutation strategy
for categorical covariates described in Section 4.3.

4.1 Freedman-Lane (FL)

Several approximate permutation methods have been pro-
posed to test the significance of one or more regression
coefficients in univariate and functional linear regression
models for conditional means. Freedman-Lane procedure
(Freedman and Lane 1983) has been found to be the method
that is closest to being exact, i.e., reaching the nominal sig-
nificance level (Anderson and Robinson 2001; Anderson and
Ter Braak 2003). In the following, we explain how the repli-
cates of data under the null hypothesis (4) are obtained in
the Freedman-Lane permutation scheme. The general idea of
the method is to permute the residuals of the reduced model,
which does not contain the interesting covariates.
New data Y* are generated by the following steps:

1. Fit the reduced model
Ovyiz(t) =Zy(r) forallt € T (6)

to obtain the estimated coefficients (7).
2. Compute the residuals

€i(t) = Yi(v) = Z{7(1) (7
of the model (6) fori =1,...,nandt € 7.
3. Permute the rows of the n x d residual matrix € to produce

the permuted residual matrix €*.
4. Construct the permuted data

Y*(t) =Zy(t) + €*(z) forevery t € T, 8)

where €*(7) correspond to columns of €*.

4.2 Freedman-Lane with removal of zero residuals
(FL+)

Cade and Richards (2006) suggested an enhancement to the
permutation strategy of Freedman and Lane (1983) in the
case of quantile regression. Their adjustment excludes from
the permutations the zero residuals that are inherent in the
quantile regression. That is, in step 4. of the Freedman-Lane
simulation (see Section 4.1), for every 7, new permuted data
Y**(t) are constructed from the Y*(7) of Equation (8) in the
Freedman-Lane permutation by removing ¢ — 1 elements
corresponding to zero residuals. The new data Y**(t) will
have only n — g + 1 observations.

4.3 Within categorical nuisance (WN)

In the case that the quantile regression model (3) includes
only categorical nuisance covariates, it is possible to employ
simple permutations of the response variable within each
level of the categorical nuisance covariates: Assume that
there is a categorical nuisance covariate which has K levels. If
there are more than one categorical nuisance covariate, every
group of the first nuisance covariate can be decomposed into
smaller groups according to the second nuisance covariate,
etc. The decomposition then forms a new categorical covari-
ate, say, with K levels. Because of the decomposition, the
interactions of the nuisance factors are always present in the
permutations. New data are in this case generated as follows:

1. Split the data into subsets based on the K levels of Z. Let
(YO, X® 20y withk = 1,..., K, be the K subsets.

2. Within each subset k = 1, ..., K, permute the elements
of each Y® to produce Y*(k) and consequently Y*.

Note that under the null hypothesis (4), the distributions are
equal inside each subset and, thus, the permutations of step
2 are exchangeable under (4).

4.4 Simple permutation with removal of the
location effect of the nuisance covariates (RL)

In this permutation scheme, the mean effect of nuisance
covariates is removed using a linear model and residuals of
the fitted model are then permuted to simulate under the null
hypothesis. We adjust Algorithm 1 for this procedure as spec-
ified in Algorithm 2.

Note here that due to the specificity of the quantile regres-
sion, it is necessary to always include the intercept in the
interesting covariates in X in steps 2. and 4. of this algo-
rithm. This also holds for the next two algorithms (Sections
4.5 and 4.6).
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Algorithm 2 Global inference for quantile regression (3)
with removal of the location effect of the nuisance covariates
(RL).

1. Fit the mean linear model

Y=Zy +e€;.

2. Fit the quantile regression model for the residuals of the linear
model from 1.,

Qeyx(t) =XB(7) forallt € 7. 9)

The test vector Ty is specified according to Formula (5) from the
estimated coefficients of the model (9).

3. Permute the residuals €z to obtain simulated data €7,. Repeat this
s times.

4. Compute the test vectors for the s simulated data, and obtain
Ty, ..., Ts.

5. Apply a global envelope test to To, Ty, ..., T;.

4.5 Simple permutation with removal of the location
and scale effect of the nuisance covariates (RLS)

In this permutation scheme, the scaling of the residuals is
added to Algorithm 2 in order to remove the scale of the
nuisance effect. That is, the permutation scheme is as in the
Algorithm 2 with step 1. replaced with

1’ Fitthe mean linear model Y = Zy +€’Z, then fit the mean
linear model abs(e,) = Zo + eHZ. Setez =€,/ (Zw).

4.6 Simple permutation with removal of the
quantile effect of the nuisance covariates (RQ)

In this permutation scheme, effects of nuisance covariates are
removed using a quantile regression model, and residuals of
the fitted model are then permuted to simulate under the null
hypothesis (4). The permutation scheme is as in Algorithm
2 with changing of steps 1. and 2. with

1 Fit the quantile regression model
Oyjz(x) =Zy(r) forallt € T,
from where the residuals €z = (€z(11), . . ., €z(4)) are
obtained.

2” Consider d quantile regression models for the residuals
€z(t1), ..., €z(a),

Oerx(t1) =XB(11), ..., Qezrp)x(ta) = XB(T0).
(10

Compute the test vector T according to Formula (5) from
the estimated coefficients of the models (10).
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In this permutation scheme, similarly to the FL+ scheme,
the different data are used for different t’s, but the permuta-
tions are kept the same.

All the permutation strategies fit one quantile regression
for each quantile and each permutation.

4.7 Theoretical results

In this section, we first show when the proposed methods are
exact, i.e., achieve the prescribed level « and then when they
are asymptotically exact.

Definition 1 The test statistics (T, ..., Ty) € S+ are
called exchangeable, if their joint probability distribution is
permutation invariant, i.e.,

Pr{(To, ...

,Ty) € A} = Pr{(TJ(O)s cees Ta(s)) € A}

for any measurable set A C S°*! and any permutation o.

The following Theorem is a reformulation of Lemma 1
proven in Myllymaki et al. (2017).

Theorem 1 Let (T, ..., Ty) € ST be exchangeable multi-
variate test statistic, i.e. S = RY, and let E be an unequivocal
functional ranking measure, i.e.,

Pr{E(T;) < E(T}) or E(T;) < E(T)} =1 Vi #j

and it assigns smaller values to the more extreme vector from
the given set of vectors. Then the Monte Carlo test with p =
ﬁ(l +Y i 1 W(E(T) < E(Ty)) rejects the null hypothesis
at the prescribed significance level o, provided that o (s + 1)
is an integer.

Corollary 2 Let the multivariate measure E be the cont or
area measure defined in (Myllymdiki and Mrkvicka 2024,
AppendixA). Let the global test in quantile regression be per-
formed 1) without nuisance covariates or 2) with categorical
nuisance covariates and the permutation strategy WN. Then
the global test in quantile regression is exact.

Proof The cont and area measures are unequivocal multivari-
ate ranking measures. See their definition in Myllyméki and
Mrkvicka (2024). The global test in quantile regression is a
Monte Carlo test with multivariate test statistic Ty defined in
(5). Since the setting of the global test in quantile regression
is with no nuisance or categorical nuisance with WN per-
mutation strategy, the vector (T, ..., Ty) is exchangeable
under the null hypothesis (4). Thus, due to Theorem 1 the
test is exact.

Definition 2 The sequence of test statistics (Tf, ..., T}) €
§5*1 is called asymptotically exchangeable for n — oo



Statistics and Computing (2026) 36:66

Page9of24 66

if their limiting joint probability distribution is permutation
invariant, i.e.,

lim Pr{(T},....T") € A}
n—oo

= nlingo Pr{(Ty ), -+ To(s) € A}

Y

for any measurable set A C S°*! and any permutation o.

Lemma 3 If a sequence (T, ..., T?) converges in distribu-
tion to limit (To, ..., Ty) with a continuous and exchange-
able distribution, then the sequence is asymptotically exchange-
able.

Proof Let A be a measurable set. Since distribution of the
limit is continuous, A is its continuity set. Thus

lim Pr{(T},....T") € A} = Pr{(Ty, ..., Ty) € A}
n—oo

= PI"{(TU(()), .
— T n
= lim Pr{(T;q,. ...

s Ta(s)) € A}
[Th,) € A}

for all measurable sets A.

Theorem4 Let (T2,....,T") e S**! be asymptotically
exchangeable multivariate test statistics and let E be
an unequivocal multivariate ranking measure. Then the
sequence of Monte Carlo tests with p" = ﬁ(l +
e (02 (T}) < E(T()) is asymptotically exact, i.e.,

lim E{1(p" <)} =«,
n—oo

provided that a(s + 1) is an integer.

Proof Let A']’. = 1—}—2‘;:0’1.# L(E(T!) < E(T;f)be the rank
of the multivariate statistic T;f among the T}'s. The unequiv-
ocal condition implies that (Af, ..., A7) is a permutation of
(1,...,s + 1) almost surely. Then, for j =0, ..., s,

lim Pr(A" =k) =

Jim b= S+1fork=1,...,s+1,

because the ranks A, ..., A} are asymptotically exchange-
able. Immediately, this implies that

lim E{1(p" < o)}
as +1)

BT n _
= nli)rrgo PriAy <a(s+ 1)} = sl

Corollary 5 Let the multivariate measure E be cont or area
measure. Assume that the response and interesting variables
are continuous. Let the global test in quantile regression be
performed with

1. RL permutation strategy and the effect of nuisance covari-
ates is only on mean or
2. RQ permutation strategy.

Then the global test in quantile regression is asymptotically
exact.

Proof Under true nuisance parameters, steps 2-5 of Algo-
rithm 2 reduce to the test without nuisance covariates, which
is exact according to Corollary 2 and its test statistics
TS’OO, ..., TX are exchangeable. Here k denotes the num-
ber of data used in steps 2-5 and oo is used to express that
step 1 of Algorithm 2 is estimated with an infinite number
of data. The global test in quantile regression described in
Algorithm 2 first removes the effect of nuisance covariates
using linear regression estimator for every t. This estima-
tor is strongly consistent, i.e., ¥ (t) converges almost surely
to the true parameter y (7). We next show that the quantile
regression estimates 8% (") computed from the fixed num-
ber of data k used in steps 2-5 and n number of data used in
step 1 converge in distribution to 8%(y) as n — oo (i.e., the
test statistics Tg’", ..., T converge to TS‘OO, TR,

The score function s(e, B) = Y +_, pr (€ — X7 B) is k-
Lipschitz continuous with respect to the response €. Thus,
the sequence of functions f + s(e¢", B) converges uni-
formly to B > s(€°°, B), where €” is the residual computed
from n data (i.e., with ") and €* is the residual com-
puted using y*° = y. Since we assume that response and
interesting variables are continuous, the probability that the
quantile regression computed in steps 2-5 of Algorithm 2
has a unique solution is one (Koenker 2005, p. 31). Since
s(e, B) is convex, it follows that the minimum of the score
function is well separated (cf. van der Vaart 2007, Theorem
5.56). Since all other assumptions of Theorem 5.56 of van der
Vaart (2007) are also satisfied in our case, ﬂk (y™) converges
in distribution to ﬂk (y). Because the distribution of ,Bk (y)is
continuous, then asymptotic exchangeability follows from
Lemma 3 in the first situation (RL) of this Corollary. In
the second situation (RQ), the strong consistency of quan-
tile regression (Bassett and Koenker 1986) is used instead
of the strong consistency of linear regression. Because the
cont and area measures are unequivocal multivariate ranking
measures, asymptotic exactness follows from Theorem 4.

Remark 1 The above theorem was proven for continuous
response and interesting variables. This continuity assump-
tion is needed to obtain the uniqueness of the quantile
regression B*(y). (Koenker 2005, p- 31) discuss the exis-
tence and uniqueness of solutions in more detail, noting that
the quantile regression may achieve multiple solutions for a
discrete interesting variable. However, the simulation study
below shows that the proposed methods work approximately
also in such cases.
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Remark 2 Often, the extreme rank length measure (ERL) is
used in the global envelope test. This measure can theoreti-
cally achieve ties, thus the above results do not hold for this
measure. Nevertheless, practically there are no ties and there-
fore the above results hold for this measure approximately,
as it is shown in the simulation study.

The asymptotic exactness was not shown for RLS pro-
cedure, since in step 1’ the effect of nuisance covariates on
variability is estimated from absolute residuals. Therefore,
this procedure should be taken as an approximation.

The above results showed asymptotic behavior of the pro-
posed tests. In the next Section, we will explore the finite
sample behavior of all proposed procedures.

5 Simulation study

We assumed the quantile regression model (3) and studied
the performance of the global test for the hypothesis (4)
under different permutation schemes (see Table 1). The per-
formance was investigated in terms of power and type [ errors.
Additionally, the permutation-based methods were also com-
pared with Holm-Bonferroni corrected p-values obtained
using the NID method as implemented in the quantreg pack-
age as well as the minimum pointwise p-value without any
correction.

In this section, we first show how well the procedures
can distinguish the differences between the two distributions
with a nuisance covariate when they differ in the tails. It
is an instance of the second possible usage of a global test
in quantile regression. Since the FL method gives almost
equivalent results to the FL+ method, we show results only
for FL+. These methods showed surprisingly high liberality,
and therefore we further studied what is the reason for this
liberality. It turned out that the reason is the high liberality of
FL methods applied to single extreme quantiles. Therefore,
we added into the study also the FL methods without extreme
quantiles. Further, we studied how well the procedures can
distinguish the differences between the two distributions with
a nuisance covariate when they differ in scale or in the shape
of the distribution. Finally, we study how the correlation
between nuisance and interesting covariate affects the type I
error rate of different permutation procedures.

In each experiment, the interesting covariate X influ-
ences the distribution of the response variable Y. In addition,
the nuisance covariates Z and Z; affect the response dis-
tribution. We considered three different nuisance effects,
namely location shift, location-scale shift, and shape shift
effects. To investigate the validity of the permutation strate-
gies in case of model misspecification, we designed scenarios
where the underlying assumptions of the permutation strat-
egy are not met. For instance, we considered the performance
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of the permutation strategy based on the nuisance location
shift assumption, when the nuisance affects the shape of the
response distribution.

Our observations consist of realizations of X, Z, Z; and
Y from their corresponding distributions. In all tests below,
unless otherwise specified, we used the following choices:

e All the global envelope tests (first six tests of Table 1)
were based on 1000 permutations.

e We considered 10 equally spaced quantiles 7 varying
from 0.01 up to 0.99.

e In addition, we considered the variation of FL+ method
also with 10 quantiles t but on the interval from 0.1 to
0.9. This variation did not consider the extreme quantiles
T and it was denoted by an asterisk(*) in the figures.

We performed the first set of experiments as in Section
5.1 also with 100 equally spaced quantiles t varying from
0.01 to 0.99. The results were similar to those with 10 t val-
ues with respect to their significance level, except for the PH
procedure. (The NC method was not included to the exper-
iment.) The PH procedure had lower empirical significance
levels with 100 t values than with 10 t values: it was con-
servative in the cases where it was exact for 10 7 values, but
it persisted to be liberal in cases where it was liberal for 10
T values. Therefore and for the reason of faster computing
time, we present below the results only for the case of 10 t
values as specified above.

5.1 Sensitivity to differences in the tails of the
distributions

In the first two simulation experiments, X was categorical
with two levels and the two distributions corresponding to the
levels of X differed in the tails. For the nuisance covariate,
we considered different alternatives. It was either categorical
or continuous. In Experiment (I), it affected either the loca-
tion or location and scale of the response distribution, while
in Experiment (II) we considered a "noise" nuisance covari-
ate affecting the shape of the response distribution. More
precisely, in Experiment (I),

X ~ Bernoulli(0.5)
, N N@O,1)if X =0

X {M if X =1 )]

Z~Fyz

Y=04+aZ)Y +bZ

where a, b € R and F7 is the distribution of the nuisance
variable for which we considered the following four alterna-
tives:
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Table 1 Description and

.. Test description
abbreviations of the tests P

Abbreviation

investigated in the simulation
study. The first six methods are
based on global test in quantile
regression (GQR) with different

GQR using the Freedman-Lane permutation FL
GQR using the extension of the Freedman-Lane permutation FL+

GQR using the permutation that removes the location

permutation strategies nuisance effect RL
GQR using the permutation that removes the location-scale
nuisance effect RLS
GQR using the permutations for categorical nuisance WN
GQR using the permutation that removes the quantile
nuisance effect RQ
Pointwise p-values adjusted using Holm-Bonferroni method PH
Minimum pointwise p-value NC

(Ia) Continuous Z with effect on the location, F; =
Unif(0, 1.5),a =0,b =1

(Ib) Continuous Z with effect on the location and the scale,
Fz = Unif(0,1.5),a=1,b=1

(Ic) Categorical Z with effect on the location, Fz =
Bernoulli(0.5),a =0,b = 0.1

(Id) Categorical Z with effect on the location and the scale,
F7z = Bernoulli(0.5),a = 0.1, b = 0.1.

In Experiment (II),

X ~ Bernoulli(0.5)
N@O,1)ifX=0
/ ~
rix {m if X =1
Z~ Fy

7, ~ Unif(0, 1.5)
€ ~N(1,0.04)

y — {6 if Z < 73
| Y’ otherwise

I

where both Z and Z; are nuisance covariates and Fz is the
distribution of the nuisance covariate Z with the following
two alternatives:

(ITa) Continuous Z with Fz = Unif(0, 1),
(IIb) Categorical Z with Fz = Bernoulli(0.5).

For all cases of Experiments (I) and (II), we simulated
two data sets with M = 100000 datapoints, one for testing
the empirical significance level (Dsign) and one for test-
ing for power of the tests (Dpower). For both datasets, we
first simulated M realisations of the interesting covariate
X from the Bernoulli(0.5) distribution and M realisations
of the nuisance covariate Z from Fz. For Dyower, we then
simulated the response variable Y as specified above. For
Dyign, the only difference in the construction was that the
values of Y’ of Experiments (I) and (IT) were simulated

from N(0, 1), both for X = 0 and X = 1, making the
two distributions to coincide. We then used simple ran-
dom sampling without replacement to obtain samples of size
N = 10, 50, 100, 200, 300, 500, 800, 1000. For each sam-
ple size N, we drew 1000 independent samples. For each
sample of data, we then performed the tests of Table 1.

5.1.1 Empirical significance levels

Figure 2 shows the empirical significance levels. It is evident
that the test based on the FL+ permutation is extremely lib-
eral in the presence of continuous nuisance covariates with
location-scale shift or noise nuisance effects. The results
are similar for the FL. permutation and hence are omitted
to increase the readability of Figure 2. Moreover, a similar
behavior is observed for the PH test for small sample sizes
(Iess than 500). For large sample sizes (more than 500), the
overall behaviour of the method is unpredictable. Further-
more, as expected, the NC test is liberal. In contrast, the
empirical significance levels of the RL, RLS, RQ and WN
tests were close to the nominal level, independently of the
type of the nuisance effect or the sample sizes.

5.1.2 Power

Next the power of those methods that achieved nominal sig-
nificance levels was studied (see Figure 3). We investigated
the power only for the cases and samples sizes where their
empirical significance levels were approximately 5%. The
results suggest that the global envelope tests (the first six
test of Table 1) are generally more powerful than the PH
test and the FL+* method. However, the RQ method was an
exception; it had lower power than PH test for sample sizes
less than 1000. This is likely because the quantile effect is
poorly estimated for extreme quantiles. The FL+" method is
naturally less powerful as it does not consider the extreme
quantiles (t € [0.1, 0.9]), and the distributional differences
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Fig.2 Empirical significance levels for Experiments (I) and (II) among
1000 simulated samples of different sizes (x-axis) for the different tests
of Table 1 (different line types). The nuisance covariate Z is either cat-
egorical or continuous with location, location-scale (Experiment (I)) or

between the two groups in Experiments (I) and (IT) were in
the tails. In the case of continuous location-scale effect the
RLS permutation outperformed the RL permutation. On the
contrary, under model misspecification, i.e., noise effect, the
RL permutation outperformed the RLS permutation. Finally,
for location effects (first column of Figure 3) it is unclear
which method is the best as the FL+, RL and RLS methods
had equally high power, and also WN was equally powerful
in the case of categorical Z.

5.1.3 Liberality of Freedman-Lane and pointwise p-values

To investigate the source of liberality in the FL, FL+ and
PH tests, we performed local tests, i.e., tests for single t
in the setup of Experiment (I). In each such test, only one
quantile 7 is considered, and the behavior of the meth-
ods is studied. The individual quantiles considered here
were T = 0.01,0.05,0.1,0.2,0.5. For a categorical nui-
sance covariate, the resulting significance levels are shown
in Figure 4 and for a continuous nuisance covariate the cor-
responding results are displayed in Figure 5. The tests based
on the FL and FL+ permutations were extremely liberal
for extreme quantiles and the pointwise test was liberal for
extreme quantiles and small samples sizes. In the case of
continuous nuisance with location-scale effects, the liberal-
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noise (Experiment (II)) effects on the response. Results are.based on
10 values for t varying from 0.01 to 0.99, except the FL+" test that
considers 10 different values of t’s in the range [0.1,0.9]

ity was more apparent. On the other hand, the test based on the
FL and FL+ permutations achieved correct significance lev-
els for non-extreme quantiles and hence they are suitable for
global testing when quantile range excludes the most extreme
quantiles. For instance, in the case of median regression the
use of the FL and FL+ permutations can be justified. Also for
sample sizes larger than 500, it seems acceptable to exclude
only quantiles < 0.1 (and > 0.9).

5.2 Sensitivity to effects on the scale of the
distribution

The performance of the methods was studied in two further
cases where X was still categorical, but it affected the scale of
the response distribution. The conditional response distribu-
tion was defined through a 747 distribution where the degrees
of freedom df were controlled by the realisations of X. As
the normal distribution coincides with the 74 distribution as
df — o0, the contrast between the standard normal and the
t4 distribution (as studied in Section 5.1) is larger than the
contrast between ;¢ distributions with df simulated from
a Poisson distribution with mean 3. Similarly to previous
experiments, location, location-scale and noise effects were
added to the response distribution. In Experiment (III),
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Fig.3 Power for Experiments

(I) and (II) among 1000

simulated samples of different 1.00 —
sizes (x-axis) for the different
tests of Table 1 (different line
types). The nuisance covariate Z
is either categorical or
continuous with location,
location-scale (Experiment (I))
or noise (Experiment (II))
effects on the response. Results
are based on 10 values for ©
varying from 0.01 to 0.99,
except the FL+" test that
considers 10 different values of
7’s in the range [0.1,0.9
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(II0)

As before, a, b € R are parameters controlling the size of
the nuisance effect and F is the distribution of the nuisance
variable, for which we considered the the same cases (Ia)-(Id)
as in Experiment (I). In Experiment (IV),

X ~ max(Poisson(3), 1)
Y| X ~tx

Z ~ FZ

Z; ~ Unif(0, 1.5)

¢ ~ N(1,0.04)

vy — {e if Z < Z3

| Y’ otherwise

av)

where Z and Z| are nuisance covariates and Fz is the dis-
tribution of the nuisance covariate Z with the two cases
(ITa)-(IIb) as in Experiment (II).
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As shown in Figure 6 (left), the FL+ and PH tests are again
liberal when extreme quantiles are considered. Regarding the
significance levels, the other tests also behaved similarly as in
the previous experiments: the NC method was highly liberal
and RL, RLS, RQ and WN were fine (Figure 6).

The power of the methods was also investigated (see Fig-
ure 7). As in Section 5.1.2, we only considered the samples
sizes and methods with a significance level of approximately
5%. In the presence of location and location-scale effects the
RQ permutation had the highest power, with the RL and RLS
being the least powerful methods.

5.3 Sensitivity to effects on the shape of the
distribution

Finally, we considered the case where X is either discrete or
continuous and influences the shape of the response distri-
bution while the nuisance covariate Z influences the scale of
the response distribution. This Experiment (V) is in detail as
follows:
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Fig.4 Empirical significance
levels for the simulation
Experiment (I) among 1000
simulated samples of different
sizes (x-axis) for the
Freedman-Lane based
permutation strategies and
pointwise p-value (different line
types). The nuisance covariate Z
is categorical with location or 010 ]
location-scale effects on the
response. Quantiles considered
are

T ={0.01,0.05,0.1,0.2,0.5}
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5.4 Sensitivity to correlation of the interesting and
X ~ Fx nuisance covariates
Z ~ Unif(0.5, 2) V)

Y ~ Gamma(X, Z)

where Fy = Unif(4,5) if X is continuous and Fy takes
values 4.7 and 5 with equal probabilities if X is categorical.

We studied at the empirical significance levels in this
experiment by simulating the interesting covariate X having
no effect on the response distribution, i.e., the data (¥) were
simulated from the Gamma distribution with shape param-
eter shape = 4.5. Again the FL+ and the PH tests were
liberal when extreme quantiles t were considered, while the
tests with the RL, RLS and RQ permutations achieved correct
significance level for all sample sizes (Figure 8).

For testing the power of the tests, the response variable Y
was simulated from a Gamma distribution where the shape
parameter was defined through the interesting covariate X as
specified in (V). As earlier, we considered only the sample
sizes and methods whose empirical significance levels were
approximately 5%. Figure 9 shows the results. The RQ test
had low power for small samples, while the other methods
were equivalent in terms of power.
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Finally, we studied the performance of the permutation meth-
ods in the case where the interesting covariate X and the
nuisance covariate Z are correlated. In this Experiment (VI),
we had

A, B, C ~ Unif(0, 1)
X=(0—-c)A+cC, with0 <c < 1)
Z=(1—-c¢)B+cC, with0<c<1

Y

~ Gamma(4 + X, 1+ Z2)

We considered the cases with ¢ = 0,0.3,0.5,0.7. In this
setup X and Z are positively correlated with correlation given
by cor(X, Z) = 1+2E—2—2c Therefore, increasing ¢ towards
1, increases the correlation between X and Z, while X and
Z are independent when ¢ = 0. To increase the readability
of Figure 10 showing the results, only Type I errors lower
than 0.3 are shown. For instance, under this model mis-
specification, the RL permutation strategy led to the more
liberal test the larger the correlation between X and Z was.
This is because the RL permutation fails to remove the com-
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Fig.5 Empirical significance
level for the simulation
Experiment (I) among 1000 : }
simulated samples of different

sizes (x-axis) for the

Freedman-Lane based

permutation strategies and 0.15 —
pointwise p-value (different line
types). The nuisance covariate Z
is continuous with location or
location-scale effects on the 010
response. Quantiles considered
are

T ={0.01,0.05,0.1,0.2,0.5}
(columns)

Type | error
i

0.1 =

plete nuisance effect, here a location-scale effect, from the
response Y. Hence, there is still a significant effect of the
nuisance Z present on the residuals €z. Now, as the cor-
relation between X and Z increases, the effect of X on

0.01 0.05

!
\,x’ L L V\/"
A Al /S
005 = * L7 ¥ 3 N AAK( = K7 >

b

0.1 0.2 0.5

uolneoo|

— e [
—r\ FL+
P
<}
o
8
=
]
|
(2]
Q
0
()
A
I 1 | | | I 1 | | | I 1 | | | |
Sample size
A, B, C ~ Unif(0, 1)
X =round((1 —c)A 4+ cC), with0 <c <1
N@O,DifX=0
/! ~ ’
Yix {t4 ifX=1
Z=15-((1—-¢)B+cC), with0<c <1 (VII)

€z becomes significant, causing the test to be more liberal.
On the contrary, the permutation tests that correctly remove
the nuisance effects (RLS and RQ) were conservative with
increasing correlation, which can result in low power. Finally,
only the extension of the Freedman-Lane test without con-
sidering extreme quantiles (FL+*) achieved the significance
level close to the nominal level for all levels of correlation
and larger sample size.

Further, we studied the behaviour of the methods in the
simulation setup of the first two experiments, modified to
the case where X and Z are correlated. These two cases are
detailed as follows:

A, B, C ~ Unif(0, 1)

X =round((1 —c)A +cC), with0 <c <1
N@O,1DifX =0

1y if X =1
Z=15-(1-c)B+cC), with0<c <1
Y=0+aZ2)Y' +bZ

Y| X~ { (VID)

Z1 ~ Unif(0, 1.5)
e~N(,02)

y— {e if Z < 73
| Y’ otherwise

We considered values ¢ = 0.3,0.4,0.5,0.9. As before,
increasing ¢ towards 1 increases the dependency between
X and Z.

The empirical significance levels for Experiments (VII)
and (VIII) are shown in Figure 11. According to the results,
the RL permutation strategy is liberal when the assumption
of the test, i.e., the effect of nuisance is only in location, is not
satisfied (cases of location-scale and noise). That is caused
by the fact that the RL method filters away only the location
effect of the nuisance, i.e., the residuals € 7 still contain other
effects of the nuisance. As a result, if the interesting and the
nuisance covariates are correlated, the interesting covariate
also affects e€z. This remaining effect causes a significant
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Fig. 6 Empirical significance levels for Experiments (III) and (IV)
among 1000 simulated samples of different sizes (x-axis) for the differ-
ent tests of Table 1 (different line types). The nuisance covariate Z is
either categorical or continuous with location, location-scale (Experi-

result when the interesting covariate is tested by quantile
regression. The same can be seen for the RLS permutation
strategy when the assumption of the test, i.e., the effect of nui-
sance is only in location and scale, is not satisfied. This effect
is not presented in the RQ permutation strategy, nevertheless,
all three methods appear to be conservative with increasing
correlation between interesting and nuisance covariates.

The results of Experiments (VI) and (VII) suggest that
the effect of nuisance covariates must be rigorously tested.
Suppose the interest is not on the tails of the distribution. In
that case, the FL+ permutation test without extreme quan-
tiles appears to be a good choice: it achieved the correct
significance level independently of the amount of correla-
tion between X and Z in our experiments.

5.5 Summary

From the above experiments, we give the following recom-
mendations:

e The pointwise minimum p-value is extremely liberal for
the global test, as the multiple testing problem is not con-
sidered. The PH test seems to be liberal even though the
Holm-Bonferroni correction for multiple testing is con-
servative. Thus, these tests are not recommended.
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ment (III)) or noise (Experiment (IV)) effects on the response. Results
are based on 10 values for 7 varying from 0.01 to 0.99, except the FL+"
test that considers 10 different values of t’s in the range [0.1,0.9]

e The Freedman-Lane-based global quantile tests should
be avoided when extreme quantiles are considered. If the
interval for quantiles is (0.1,0.9), then the Freedman-Lane
global quantile tests should be avoided with less than 500
data.

e In the presence of only one categorical nuisance, the
WN method is recommended, because it satisfies the
exchangeability.

e The RL, RLS methods are liberal when X and Z are
correlated and the assumptions of the effect of nuisance
covariates on data are not satisfied.

e The RQ permutation can have lower power for small
sample sizes as the quantile effect is badly estimated for
extreme quantiles.

o If the nuisance influences only the location, then the RL
permutation is recommended and if it further influences
the scale then the RLS permutation is recommended. If
the effect is unknown, then the RQ permutation is rec-
ommended.

e The effect of nuisance covariates must be rigorously
tested in order to choose the appropriate permutation
strategy. This is possible via the Khmaladze test imple-
mented in the quantreg package. Since the Khmaladze
test is recommended for non-extreme quantiles only and
we are usually interested in all quantiles, the visual
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Fig.7 Power for Experiments

(III) and (IV) among 1000

simulated samples of different 1.00 —
sizes (x-axis) for the different
tests of Table 1 (different line
types). The nuisance covariate Z
is either categorical or
continuous with location,
location-scale (Experiment (I11))
or noise effects (Experiment 0.50 —
(IV)) on the response. Results
are based on 10 values for ©
varying from 0.01 to 0.99,
except the FL+" test that
considers 10 different values of
7’s in the range [0.1,0.9]
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inspection of the pointwise confidence bands provided by
the quantreg package can serve as an exploratory tool for
checking what kind of effect the nuisance covariate has
on the response. The constant coefficients with respect to
quantiles correspond to the location shift, and the linear
behavior of the coefficients corresponds to the location-
scale shift.

e In cases when a user is not sure which permutation
method is the best to be applied, he/she can choose the
RQ method, which always complies with the correct size.
The only thing the user risks with this choice is having
a lower power than the test with a more appropriate per-
mutation strategy for his/her dataset.

6 Data examples

6.1 Forest stand age with respect to forest
naturalness

In the Finnish national forest inventory (NFI), naturalness
of the forest is evaluated in the field from three criteria,
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namely structure, deadwood and human action. Myllymiki
et al. (2023) studied properties of the forest structure within
the structural naturalness classes evaluated in the field, and
we also inspect only this structural naturalness. Namely, we
investigated the distributions of stand age in the three natural-
ness groups ‘natural’, 'near-natural’ and 'non-natural’ in the
Finnish Lapland, excluding the northernmost part. The study
region corresponds to North’ of (Myllymaki et al. 2023,
Figurel). Here, for simplicity, we restricted our attention to
plots on rich mineral soils. Only plots in forest land that were
completely located within a single stand and had at least five
measured trees were considered (see details in Myllymaiki
et al. 2023). Because the stand age depends potentially on
the dominant species, we included as the nuisance covari-
ate the dominant species as a variable with three categories
"Broadleaf’, *’Conifer’ and "Mixed’ as defined in Myllymiki
et al. (2022). Numbers of plots in each category are shown
in Table 2.
Our quantile regression model is

Age ~ constant + naturalness + species

where naturalness is our interesting factor and species is the
nuisance. According to the quantile regression fit (Figure
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Fig.8 Empirical significance

level for Experiment (V) among scale
1000 simulated samples of ?
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12, rows 1-2), the effect of the nuisance effect, i.e., dominant
species, appears to be location-scale shift, since the estimated
coefficients (row 2) appear to be linear in 7. Therefore, to test
for the differences between the distributions of stand age in
the natural, near-natural and non-natural forests, we applied
the permutation algorithm RLS of Section 4.5. Figure 12
(row 3) shows the results of this test based on 2499 permu-
tations and one hundred equidistantly distributed quantiles.
The gray zone shows the global envelope, while the estimated
coefficients are shown by a black solid line, overlaid with red
dots when outside the envelope. Note here that the global test
of naturalness contains both functional coefficients shown in
row 3 of Figure 12. Thus, the test corresponds to the ANOVA
test of the effect of the categorical covariate with the reference
group being the non-natural stands. This two-way ANOVA
for whole distributions is tested using 2 x 100 pointwise
tests, one hundred for the contrast between near-natural and
non-natural stands and one hundred for the contrast between
natural and non-natural stands. The p-value of the global
test is 0.0004. When the estimated coefficients are outside
the global envelope for some quantiles and coefficients, the
global test is significant (p-value < 0.05). Further, the test
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identifies both the significant quantiles and the correspond-
ing coefficient under the global test. Here, the coefficients of
near-natural and natural stands show the difference to non-
natural reference group simply for all quantiles. It can be
seen that both the near-natural and natural stands are uni-
formly (for all quantiles) older than non-natural stands.

For another example, we switched the roles of natural-
ness and dominant species. Naturalness is now a nuisance
factor, and the associated coefficients shown in row 1 of Fig-
ure 12 do not appear to be linear. Therefore, the location-scale
shift can not be assumed and we used the RQ permutation
strategy. We used again 2499 permutations and the same
ts as earlier. Figure 12 (row 4) shows the results of this
global test, i.e., the two-way ANOVA test for whole distri-
butions with conifer dominated stands being the reference
group. The p-value of the global test is 0.0004. It can be
seen that there is a significant effect for quantiles between
0.65 and 0.8 for the difference between mixed and conifer
plots. This can be interpreted as mixed stands being signif-
icantly younger than the conifer stands but only for older
stands (not very old). Similarly, it can be seen that there is a
significant effect for quantiles between 0.3 and 0.85 for the
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Fig.9 Power for Experiment
(V) among 1000 simulated
samplesof different sizes
(x-axis) for the different tests of
Table 1 (different line types).
The interesting covariate X is
either categorical or continuous
and the nuisance covariate Z is
continuous with scale effect.
Results are based on 10 values
for t varying from 0.01 to 0.99,
except the FL+" test that
considers 10 different values of
7’s in the range [0.1,0.9]
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Table 2 Numbers of NFI plots in total and in the different naturalness
groups (0 = natural; 1 = near-natural; 2 = non-natural)

Dominant species 0 1 2
Broadleaf 29 9 81
Conifer 59 36 341
Mixed 55 23 140

difference between broadleaf and conifer stands. This can be
interpreted as broadleaf stands being significantly younger
than conifer stands except for very young and very old stands.
In other words, the stand age distribution of broadleaf domi-
nated forests is more skewed to the right than the distribution
of conifer dominated forests, but the ranges are equal. As one
can see from the above example, the global test in quantile
regression allows for a rich interpretation of the differences
between the distributions after accounting for the nuisance
effects.

6.2 Motivational example

In the motivational example (see Section 1.1), the RLS per-
mutation strategy was chosen for gold as an interesting
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covariate because the prices of uranium and oil appear to
be location scale shifts; their coefficients behave quite lin-
early with respect to 7. On the other hand, the effect of gold
seems to be non-linear. Thus, the RQ permutation strategy
was used for oil and uranium.

6.3 Running time

To compare the computational cost of all studied methods,
we show the computational times for all methods for both
examples described above in Table 3. The computational time
is rather similar for all methods relying on permutations,
since the permutations are the most demanding job. The PH
and NC methods do not rely on permutations and therefore
their computational cost is in different orders.

7 Conclusions and discussion

In this paper, we studied the possibilities to test the signifi-
cance of a covariate in global test in quantile regression, i.e.,
simultaneously for all the quantiles. We realized first that the
pointwise p-values traditionally used in quantile regression
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Fig. 10 Empirical significance
levels for Experiment (VI)
among 1000 simulated samples
of different sizes (x-axis) for the
different tests of Table 1
(different line types). The
nuisance covariate Z is
continuous with scale effect.
The different columns
correspond to the results for
different values of c. Results are
based on 10 values for 7 varying
from 0.01 to 0.99, except the
FL+" test that considers 10
different values of t’s in the
range [0.1,0.9]
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Table 3 Runtime in seconds of the global tests in quantile regression
for 90 and 100 quantiles for the gold and forest examples, respectively,
and 2499 permutations

Permutation strategy Forest Gold
FL 320 681
FL+ 371 868
WN 328 N.A.
RL 367 557
RLS 346 521
RQ 247 446
PH/NC 0.4 0.5

are seriously liberal for extreme quantiles, so much that even
the conservative multiple testing adjustment (cf. PH of Table
1) does not correct the liberality. Therefore, we decided to
rely on pointwise permutation tests with the global envelope
test as the multiple testing adjustment procedure.

The choice of the permutation strategy is the crucial point
in permutation tests. Surprisingly, it turns out that the tra-
ditionally used Freedman-Lane permutation strategies are
also liberal for extreme quantiles. Therefore, we proposed
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other permutation strategies that seem to work well even
for extreme quantiles. These strategies are based on eval-
uating the type of influence of data by nuisance covariates.
If this influence is only in location, the permutation with
the removal of the location effect is recommended. If this
influence is in location and scale, the permutation with the
removal of the location and scale effect of nuisance covari-
ates is recommended. If this influence is more general, then
the permutation with the removal of the quantile effect of the
nuisance covariates is recommended. Thus, the permutation
with removal of the quantile effect is a relatively safe choice.

The recommended methods were conservative when a
correlation between nuisance and interesting covariates was
present, and the assumptions of these methods about the
effect of nuisance covariates on the data were satisfied. We
believe that this is always the case, as if the model is correctly
specified € z will not contain any nuisance effect, and hence
if X and Z are highly correlated, X will have no effecton €z,
which will lead to a conservative test. On the other hand, the
RL and RLS methods seem to be extremely liberal when the
correlation of interesting and nuisance covariates is present,
and the assumptions of these methods about the effect of nui-
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Fig. 11 Empirical significance
levels for Experiments (VII) and
(VIII) among 1000 simulated
samples of different sizes
(x-axis) for the different tests of
Table 1 (different line types).
The nuisance covariate Z is
continuous with location,
location-scale (Experiment
(VID)) or noise (Experiment
(VIID)) effects on the response.
The different columns
correspond to the results for
different values of c. Results are
based on 10 values for t varying
from 0.01 to 0.99, except the
FL+" test that considers 10
different values of t’s in the
range [0.1,0.9]
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sance covariates on the data are not satisfied. This behavior
makes the assumption of the effect of nuisance covariates on
the data critical for choosing the permutation strategy. The
reason for carefully checking the kind of nuisance effect is
that the safe method, permutation with removal of the quan-
tile effect of the nuisance covariates, can have lower power
than the other proposed methods for a smaller amount of
data.

The data study examples show how one can choose the
appropriate permutation strategy. They also show that if
the pointwise tests are significant, the global test can be
significant as well, but it does not have to. Considering
the computational time of the proposed procedure, it is
dependent on the chosen number of permutations. For every
permutation, the quantile regression model must be evalu-
ated, and that is the task where the algorithm spent the most
time. Therefore, the computational time does not depend on
the permutation strategy. E.g., the computational time for the
motivational example was 10 minutes on a usual computer
and 4 minutes for the forest example.

The proposed tests are useful if we are interested in the
existence of the effect of a covariate on the data distribution

500 1000 1500 2000 O

500 1000 1500 2000 O 500 1000 1500 2000

Sample size

in at least one quantile. They are also useful if several data
distributions are compared, but the data are attached with
nuisance covariates. An example is that the distribution of a
statistic is compared for different health statuses, but every
person for which the statistic is computed is attached with
various covariates like age or sex.

One of the advantages of the global envelope test used on
the pointwise permutation tests here is that it provides the
graphical output, which automatically detects the quantiles
responsible for the potential rejection. Also, it automatically
detects which levels of the categorical covariates differ from
the overall mean across all levels. Another advantage of the
global envelope test here is its nonparametric nature, which
causes the adjustment procedure to be valid for any test
statistic withoutthe necessity of computing its asymptotic
variances.

The only problem in this kind of permutation procedure is
the assumption of exchangeability of the test vector under the
permutation strategy. It is known that when nuisance covari-
ates are present, the exchangeability can not be reached even
for linear models where the mean value is modeled. For these
models, the Freedman-Lane procedure is well accepted and
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Fig. 12 95% pointwise
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the exactness of such tests is studied via simulations. We
followed here the same strategy for quantile regression. By
our simulation study, we showed that even though our pro-
posed permutation strategies do not reach exchangeability,
their empirical significant levels were very close to the nomi-
nal level or below it (conservativeness). The conservativeness
of our procedures appeared only when the nuisance and inter-
esting covariates were correlated.

Some of the proposed permutation methods construct dif-
ferent new permuted data for each quantile. This may appear
strange from the quantile regression point of view. On the
other hand, the essence of the proposed methodology is using

@ Springer

local quantile regression for every quantile independently
and applying the quantile-wise permutation method. That
gives many quantile-wise tests that are seriously dependent.
On top of that, the universal correction for multiple testing
is applied through the global envelope test. Such a multiple
testing adjustment can be used for any kind of tests in cases
when they are based on the same permutations. The global
envelope test further uses the information about the correla-
tion between quantile-wise tests that arises from the common
permutations in order to bring more power to the adjustment.

The proposed procedures were studied only in the cases
of main effect models. It is possible to apply our methods
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also in the case of studying interactions but the proposed
permutation strategies would have to be slightly changed: the
main effects considered as the nuisance effects would have to
appear alsoin step 2. of the proposed procedures even thought
their effect was already removed in step 1. This adjusted
procedure was not rigorously analyzed yet and therefore it
remains for our future work.

We remark here that quantile regression allows for mod-
eling the heteroscedasticity. On the other hand, the null
hypothesis of the global test is that there is no effect of the
interesting covariate in any quantile T € 7, so consequently,
under the null hypothesis, there is no heteroscedasticity with
respect to the interesting covariate. Thus, the permutation
strategy does not need to take into account heteroscedastic-
ity in the interesting covariate. However, the effect of the
nuisance covariates must be considered, and the correspond-
ing permutation strategy must be chosen, as it was discussed
above. The results shown in Figure 2 suggest that the presence
of heteroscedasticity in the nuisance covariates increases the
liberality of the FL procedures, and it would be worth inves-
tigating remedies for this heteroscedasticity issue in the FL
procedures, e.g., through weighted permutation strategies
and weighted quantile regression. This would require esti-
mating the variability for weighting. Since it is a wide topic,
we left these possibilities for further research.
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