
BLAFS: A Bloat-Aware Container File System

Downloaded from: https://research.chalmers.se, 2026-02-09 03:22 UTC

Citation for the original published paper (version of record):
Zhang, H., Alhanahnah, M., Leitner, P. et al (2026). BLAFS: A Bloat-Aware Container File System.
Socc 2025 Proceedings of the 2025 ACM Symposium on Cloud Computing: 614-628.
http://dx.doi.org/10.1145/3772052.3772263

N.B. When citing this work, cite the original published paper.

research.chalmers.se offers the possibility of retrieving research publications produced at Chalmers University of Technology. It
covers all kind of research output: articles, dissertations, conference papers, reports etc. since 2004. research.chalmers.se is
administrated and maintained by Chalmers Library

(article starts on next page)



.

.

Latest updates: hps://dl.acm.org/doi/10.1145/3772052.3772263
.

.

RESEARCH-ARTICLE

BLAFS: A Bloat-Aware Container File System

HUAIFENG ZHANG, Chalmers University of Technology, Gothenburg, Vastra Gotaland,
Sweden
.

MOHANNAD ALHANAHNAH, University of Wisconsin-Madison, Madison, WI, United
States
.

PHILIPP LEITNER, Chalmers University of Technology, Gothenburg, Vastra Gotaland,
Sweden
.

AHMED ALI-ELDIN, Chalmers University of Technology, Gothenburg, Vastra Gotaland,
Sweden
.

.

.

Open Access Support provided by:
.

University of Wisconsin-Madison
.

Chalmers University of Technology
.

PDF Download
3772052.3772263.pdf
05 February 2026
Total Citations: 0
Total Downloads: 47
.

.

Published: 19 November 2025
.

.

Citation in BibTeX format
.

.

SoCC '25: ACM Symposium on Cloud
Computing
November 19 - 21, 2025
Online, USA
.

.

Conference Sponsors:
SIGOPS
SIGMOD

SoCC '25: Proceedings of the 2025 ACM Symposium on Cloud Computing (November 2025)
hps://doi.org/10.1145/3772052.3772263

ISBN: 9798400722769

.

https://dl.acm.org
https://www.acm.org
https://libraries.acm.org/acmopen
https://dl.acm.org/doi/10.1145/3772052.3772263
https://dl.acm.org/doi/10.1145/3772052.3772263
https://dl.acm.org/doi/10.1145/contrib-99661117183
https://dl.acm.org/doi/10.1145/institution-60000990
https://dl.acm.org/doi/10.1145/institution-60000990
https://dl.acm.org/doi/10.1145/contrib-99659226824
https://dl.acm.org/doi/10.1145/institution-60032179
https://dl.acm.org/doi/10.1145/institution-60032179
https://dl.acm.org/doi/10.1145/contrib-81361597657
https://dl.acm.org/doi/10.1145/institution-60000990
https://dl.acm.org/doi/10.1145/institution-60000990
https://dl.acm.org/doi/10.1145/contrib-81488671203
https://dl.acm.org/doi/10.1145/institution-60000990
https://dl.acm.org/doi/10.1145/institution-60000990
https://libraries.acm.org/acmopen
https://dl.acm.org/doi/10.1145/institution-60032179
https://dl.acm.org/doi/10.1145/institution-60000990
https://dl.acm.org/action/exportCiteProcCitation?dois=10.1145%2F3772052.3772263&targetFile=custom-bibtex&format=bibtex
https://dl.acm.org/conference/mod
https://dl.acm.org/conference/mod
https://dl.acm.org/sig/sigops
https://dl.acm.org/sig/sigmod
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3772052.3772263&domain=pdf&date_stamp=2026-01-13


BLAFS: A Bloat-Aware Container File System
Huaifeng Zhang

Chalmers University of Technology and

University of Gothenburg

Gothenburg, Sweden

huaifeng@chalmers.se

Mohannad Alhanahnah

University of Wisconsin-Madison

Madison, USA

mohannad.alhanahnah@gmail.com

Philipp Leitner

Chalmers University of Technology and

University of Gothenburg

Gothenburg, Sweden

philipp.leitner@chalmers.se

Ahmed Ali-Eldin

Chalmers University of Technology and

University of Gothenburg

Gothenburg, Sweden

ahmed.hassan@chalmers.se

Abstract

Containers have become the standard for deploying applications

in many cloud systems due to its convenience. However, this con-

venience leads to significant container bloat, i.e., unused files that

inflate container image sizes, increase provisioning times, waste

resources and introduce security vulnerabilities. Bloat is partic-

ularly problematic in serverless and edge computing scenarios,

where resources are constrained, and performance is critical, and

for microservice applications where rapid scaling is key to meet

performance targets. However, existing container debloating tools

are often limited in both effectiveness and robustness. In this paper,

we propose BLAFS, a bloat-aware container filesystem that removes

bloat while guaranteeing the correct operation of the debloated con-

tainers. BLAFS addresses bloat at the filesystem level by introducing

new layers in the filesystem to enable debloating. During runtime,

accessed files are moved to the debloating layers, and then similar

to garbage collection mechanisms, BLAFS removes files that are not

accessed during runtime. An optional reloading layer fetches files

from a remote cloud cache on-demand if the files are mistakenly re-

moved. We discuss how BLAFS can be used in different deployment

scenarios and for different use-cases including container security-

hardened and a dynamic deployment mode where the target is

improved provisioning performance. We evaluate BLAFS perfor-

mance using the top 20 downloaded containers from DockerHub,

four ML containers, and SEBS, a Serverless Benchmark containing

10 serverless functions and compare its performance against two

state-of-the-art debloating tools. Our evaluation shows that BLAFS

reduces container sizes by up to 95% and cold-starts by up to 68%.

In the security-hardened mode, BLAFS removes up to 89% of CVEs

while the two state-of-the-art debloating tools fail on most of the

workloads. We identify their limitations, and show how BLAFS

provides a more principled approach to debloating. Additionally,

when combined with lazy-loading snapshotters, BLAFS improves

provisioning efficiency, reducing conversion times by up to 93%

and provisioning times by up to 19%.
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1 Introduction

Containers have become the main deployment model for cloud

workloads including traditional workloads [11, 42], machine learn-

ing [24, 31], serverless functions [9, 18], and edge deployments [14].

Container’s popularity is driven by how the technology simplifies

deployments. Containerized applications are distributed as con-

tainer images, composed of compact, and shareable “layers” of files.

These images are then stored in centralized registries, such as Dock-

erHub [20]. A user pulls a container from a registry, and then can

deploy, update, or create a new image based on the pulled image

Despite their advantages, container images have become exces-

sively large [51, 55]. For example, it has been shown that most con-

tainer images often package unnecessary files and libraries [51, 55].

This is commonly referred to as software or container bloat. Con-

tainer bloat is a result of software development practices that

favor rapid feature integration and dependency inclusion, even

when these components are only marginally useful to end users [8,

54]. Container bloat leads to performance degradation [45], in-

creased provisioning times [14], wasted storage and network band-

width [54], and an expanded attack surface [13, 30].

To address these inefficiencies, prior work proposed optimiza-

tions for storage reduction [26], faster provisioning [14, 16], and

improved security [23, 32]. However, most of these solutions do not

address the root-cause of the problem, container bloat. For example,

lazy-loading snapshotters [14, 16] speed up container startup by

converting the container images into a lazy-loading format which

enables the container to start before all the layers are pulled from

the registry or source. However, when a container image is bloated,

converting it into a lazy-loading format becomes costly, in many
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cases, offsetting performance benefits. In addition, snapshotters

transfer the entire container, only lazily. Hence, they do not funda-

mentally remove the bloat.

Another less studied solution is container debloating, i.e., re-

moving unused files from containers. For example, Cimplifier [44]

and SlimToolKit [21], rely on file-tracing tools, such as ptrace or
strace [5, 7], to identify and remove unused files. However, they

lack awareness of the underlying filesystem structure, which limits

their ability to handle more complex bloat scenarios and often result

in broken debloated containers that do not function [27]. These

limitations are inherent in these tools as we describe later.

We argue that the root cause of bloat is the container layered
filesystem architecture itself; Containers are built on top of other

containers often referred to as base container images. To facilitate

this, containers rely on layered filesystems such as the UnionFS [43],

the OverlayFS [38], or the Btrfs [46]. In a layered filesystem, a

container inherits all the filesystem layers of its base image, creating

a new layer on topwith its own files. Any files (and bloat) in the base

image is inherited in the new container, with possibly new bloat

added with each new layer added. As a result, bloat compounds

across layers and propagates transitively.

To solve this filesystem bloat, in this paper we introduce BLAFS,

a Bloat-Aware container F ile System that leverages the layered

structure of container filesystems to debloat containers during

runtime. BLAFS introduces two new types of layers to container

filesystems: a debloating layer and a reloading layer. BLAFS converts
a container image to a BLAFS-image by inserting a combination of

these new layers to the container image.

At runtime, BLAFS transparently migrates any accessed files

from the original filesystem layers to the debloating layers. Sub-

sequently, the original layer is pruned by removing files that re-

main unaccessed, effectively identifying and eliminating bloat. De-

bloating layers serve as composable primitives enabling a flexible

container filesystem architecture that can be tailored to different

deployment scenarios. Based on where and how many debloating

layers are added, BLAFS supports two layer-sharing modes: (1) no-
sharing mode for minimal per-container size where no layers are

shared across containers on the same host; (2) fully-sharing mode
which optimizes aggregate storage across containers, enabling all

containers on the same host to share their common image layers.

The reloading layer is designed to address one key weakness of

debloating tools; their inability to generalize a debloated container.

If a file is removed and is later needed, the debloated container will

fail [53]. To solve this issue, BLAFS introduces an optional reloading

layer that enables containers to remote-fetch a file that is missing

from the debloated container in case it is needed after debloating.

Thus, debloating can be done repetitively, adapting to any workload

changes that were not captured previously. Hence, in addition to

the layer-sharing modes enabled by the flexibility of the debloating

layers, the reloading layer enables two more deployment modes

that can be combined with the layer-sharing modes; (1) security-
hardened mode where containers are only allowed to access files

in a debloated version that encompass all the functionalities the

container is allowed to do, failing in case any other files that are not

in the security-hardened debloated version are accessed (or raising

an error sent to the operator). In this mode, the reloading layer is

disabled; (2) dynamic deployment mode where the reloading layer

is used to fetch any missing files from a remote file caching service,

allowing for load changes during runtime.

We anticipate four main use cases for BLAFS: (1) Serverless

functions that can be profiled and debloated prior to deployment,

reducing storage, cold start latency, and cost; (2) Serverless plat-

forms that can monitor file access in production and debloat mature

containers with stable access patterns, improving efficiency and

performance at scale; (3) Micro-service based applications where

the application’s workflow and functionality are stable; (4) Edge

computing deployments where the resources are constrained. In

building BLAFS, we make the following contributions:

• We design a flexible and effective filesystem-level container

debloating approach. We show the flexibility of BLAFS to

accommodate different scenarios. We open source BLAFS
1
.

• We evaluate BLAFS with 22 popular container images and

a serverless benchmarks running on OpenWhisk under dif-

ferent scenarios. We demonstrate reductions in container

provisioning times, CVEs, and storage requirements. We also

show how BLAFS reduces cold start latencies of serverless

functions by up to 68%.

• We further show that BLAFS can be effectively combined

with other container optimization techniques, such as lazy-

loading snapshotters to enhance their performance, signifi-

cantly reducing conversion time by up to 93% and provision-

ing time by up to 19%.

2 Background

2.1 Container File Systems

In essence, a container is a process running on the host operating

system isolated via operating system primitives such as cgroups

and namespaces. Containers typically use union filesystems such

as OverlayFS [38], BTRFS [46] or similar filesystems [48, 56]. A

container filesystem can be thought of as a container layer on the

top and a list of (inherited or shared) image layers, as illustrated
in Figure 12 in the appendix. The container layer handles all write

requests from the container in a copy-on-write manner with all files

created or modified by a container stored in its container layer. The

image layers on the other hand are read-only. When a container

accesses a file, the filesystem first looks up the file in the container

layer, then in the image layers one by one, top to bottom, until the

file is found, or an error is raised.

The image layers can be shared across many containers, with

the container layer allowing each container to have its isolated

filesystem. This approach greatly reduces disk space requirements

for each container. However, this architecture is also a major source

of bloat [21, 44, 49]. Most containers are built on top of a base

container image, where a container inherits all the filesystem layers

of the base container image. Any bloat in the base image is inherited

in the new container, with new bloat possibly added with each layer

added to the filesystem.

2.2 Container Debloating

Bloated containers consume unneeded disk space and network

bandwidth, while increasing the provisioning time of containerized

1
https://github.com/negativa-ai/BLAFS
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applications [28, 47, 54]. For serverless, this leads to unnecessary

longer cold start times [34, 36, 50]. In addition, large containers

often include unnecessary dependencies, libraries, and applications

that can introduce and increase security vulnerabilities. Container

debloating tools remove bloat from container image layers to reduce

their size and improve their security and performance.

One example of such tools is Cimplifier [44]. Cimplifier uses

dynamic analysis to slim and partition containers to provide better

privilege separation across applications. SlimToolKit [21] is another

open-source container debloating tool that also relies on dynamic

analysis to generate Seccomp profiles and remove unnecessary files

from containers. Different to these tools, some container debloating

tools do not aim to reduce the size of containers but instead focus

on restricting the system calls available to them, reducing the attack

surface of these containers [23, 32].

All container debloating tools, sometimes referred to as de-

bloaters, we are aware off suffer from one or several of the following

three key limitations:

• All debloaters available today rely on tracing with some

sample workloads. This requires users to know beforehand

the exact workload that will run, otherwise, the generated

containers will fail.

• Current tracing methods fail to capture some file accesses.

For example, Cimplifier [44] and SlimToolKit [21] start trac-

ing after the container has started. Hence, they do not cap-

ture files accessed during the startup phase. This is especially

problematic for containers that utilize resources at startup,

such as CUDA libraries in machine learning containers. Re-

moval of these files can lead to the containers failing to start.

• Existing container debloaters trace files inside the container

without awareness of the layered filesystem. As a result, they

break the layered structure, eliminating layer sharing across

containers deployed on the same host. In practice, this can

cause the sum of debloated containers to be larger than the

sum of the original non-debloated containers on the host due

to redundant files being kept in each debloated container.

2.3 Lazy-Loading Snapshotters

To improve container provisioning time, there are solutions that

use the containerd snapshotter plugin [15] to enable container

lazy-loading. Snapshotter techniques need to convert the origi-

nal container image to the snapshotter format. Starlight [14] is an

accelerator for container provisioning that redesigns the container

provisioning protocol, filesystem, and storage format. Starlight ini-

tially identifies the essential files needed for container start-up.

When a container is pulled, these essential files are retrieved first

allowing for a quick start-up. The remaining files are then pulled

in the background.

eStargz [16] is another open-source snapshotter. eStargz esti-

mates the order of use of files in the image layers of a container

and presorts the files in each compressed layer according to the

estimation. When a container starts and opens a file that has not

been transferred yet, eStargz pauses the container start-up and re-

quests the file from the registry. Similar to Starlight, the remaining

files of the container are pulled in the background, resulting in the

deployment of the fully bloated container.

While container debloating and lazy-loading snapshotters are or-

thogonal techniques that can be effectively combined to further en-

hance the performance of containerized applications, lazy-loading

has some fundamental limitations as they require every container to

be converted to the snapshotter format. The image format conver-

sion time can be significant, taking several minutes even for simple

containers, as we show later in our evaluation. Automating this

process for every container can prove challenging in production.

2.4 Containers Cold-Starts

The large size of containers affect their cold-starts. This is espe-

cially problematic for serverless computing. Serverless functions

are widely deployed using containers in order to provide an isolated

and consistent environment for function execution [4, 6, 19]. A cold

start occurs when a serverless function is invoked for the first time,

or after a period of inactivity, requiring the serverless platform

to provision the execution environment [29]. This process typi-

cally involves downloading the container image from the registry,

initializing the runtime environment, and executing the function,

all of which contribute to latency [34, 36, 50]. Serverless function

containers are bloated, which exacerbates the cold start latency

problem. For instance, on AWS Lambda, a widely used serverless

computing platform [6], a simple serverless function that prints

"Hello World" can require a container image as large as 530 MB [3].

3 BLAFS Design

The limitations of existing tools to deal with container bloat are

fundamental and hence, to the best of our knowledge, limits their

usage in production cloud systems. To solve these limitations, we

take a radically different approach to debloating in designing BLAFS,

where we seamlessly integrate debloating in the existing container

filesystems with no added overheads. For production systems, this

requires no-changes in the container provisioning pipeline from a

user or operator perspective.

From production requirements, we identify three key design

goals that BLAFS must satisfy:

• Effectiveness. BLAFS should remove unnecessary files in

containers with no impacts on container performance.

• Flexibility. BLAFS should be flexible to run on different

cloud, edge, and container systems accommodating different

production use-cases.

• Transparency. BLAFS should be transparent with no spe-

cial requirements to work with the existing container tools

minimizing impact on existing infrastructure management

and deployment processes.

BLAFS consists of the following components: A debloating layer
that detects accessed files at the filesystem level (§3.1); An optional

reloading layer that fetches missing files on demand to ensure the

robustness of debloated containers (§3.2); A converter that composes

the debloating and reloading layers with the original image layers

in different configurations, enabling multiple operational modes for

various use cases (§3.3); a mode selection strategy to help to select

the deployment mode (§3.4); and finally an optional module that

uses package dependency analysis to expand the set of retained

files, improving the robustness of debloated containers (§3.5).
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Read

Debloating Layer Image Layer

Figure 1: An example of debloating layers.

3.1 The Debloating Layer

When a container reads a file, the original container filesystem first

tries to open the file from the top image layer down to the bottom

layer and then reads from the file descriptor. Debloating layers are

inserted above the original container filesystem layers to detect

used files. A debloating layer 𝐷 has a list of image layers as its child

layers (𝐷.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛). When reading a file from a debloating layer,

the file is moved from the child layers to the added debloating layer.

In doing so, the debloating layer only includes used files.

Figure 1 shows an example where the original container filesys-

tem has two image layers, with each layer having two files. In this

example, we add a debloating layer to the filesystem such that the

two original image layers are now child layers to the debloating

layer. When the container reads files 𝑓1 and 𝑓3, the two files are

moved to the debloating layer from the image layers. The two used

files are now in the debloating layer, while the other two unused

files stay in the image layers. If we delete the image layers, the

container will be debloated containing only the two used files.

Algorithm 1 shows the details of the debloating process. We

denote a file to be read as 𝑝 . We use the notation 𝐷/𝑝 to denote

concatenating the path of layer 𝐷 with path 𝑝 . The algorithm first

opens 𝑝 in 𝐷 . If 𝑝 exists in 𝐷 , it returns its file descriptor (𝑓 𝑑 . −1).
Otherwise, BLAFS tries to open 𝑝 from the child layers. If 𝑝 exists

in layer 𝑙 , the file is moved from 𝑙 to 𝐷 . If 𝑝 does not exist in the

child layers, -1 is returned to indicate that the file does not exist

in 𝐷 , and that the file should be fetched from lower debloating

layers if they exist. The lower debloating layers try to fetch the file

from their child layer(s) similarly. This enables BLAFS to have a

hierarchy of debloating layers. If no other debloating layers exist,

and the reloading layer is enabled, then the file is remotely fetched

as we describe later.

Implementation. The debloating layer of BLAFS is developed

in C++ with 1k+ lines of code, reimplementing all file-related in-

terface, such as open, read, opendir, etc.. To insert a debloating

layer into the container’s filesystem, BLAFS first parses the con-

tainer configuration to retrieve the list of image layers and their

corresponding locations on the host filesystem. For each debloating

layer, BLAFS creates a new directory on the host, which serves

as a mount point for the BLAFS filesystem. This mount point acts

as the debloating layer and accepts a list of directories, which are

the locations of container’s image layers—as its child layers. While

the original container filesystem is linear-layered where the layers

are stacked sequentially, BLAFS is a tree-layered filesystem due to

the debloating layers mounting the original layers as child layers.

BLAFS then modifies the container’s configuration to change the

original images layer paths to this new mount point. As a result,

when the container starts, all file accesses are transparently routed

through BLAFS’s mount point. Any file access is handled according

Algorithm 1 Pseudo-code of function DOPEN

Input: Debloating layer 𝐷 ; file path 𝑝

Output: File descriptor

1: function dopen(𝐷 ,𝑝)

2: 𝑓 𝑑 ← open(𝐷/𝑝)
3: if 𝑓 𝑑 . −1 then
4: return 𝑓 𝑑

5: end if

6: for 𝑙 in 𝐷.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 do ⊲ from top to bottom

7: 𝑓 𝑑 ← open(𝑙/𝑝)
8: if 𝑓 𝑑 . −1 then
9: move(𝑙/𝑝,𝐷/𝑝)
10: return open(𝐷/𝑝)
11: end if

12: end for

13: return −1
14: end function

to the logic defined in Algorithm 1, enabling separation of accessed

and unaccessed files during execution.

Layer-sharing modes. Depending on the number and posi-

tion of the added layers, BLAFS enables two layer sharing modes,

namely, no-sharing and fully-sharing modes. Operating in the no-

sharing mode results in a container with maximum per-container

size reduction, while operating in the fully-sharing mode results in

multiple containers with maximum total size reduction. We now

describe the details of these two modes.

(1) No-sharing Mode. In this mode, BLAFS guarantees the min-

imum possible size of a container by removing files that are not

used by the container without considering any other containers

sharing the same host. Given a container with 𝑛 image layers, the

no-sharing mode inserts one debloating layer, which has all the 𝑛
original image layers as its child layers. The debloated container

contains only files needed by the container’s workloads. This mode

is equivalent to existing container debloaters, such as Cimplifier and

SlimToolKit, i.e., it flattens the layers of the container file system to

be a single layer. The no-sharing BLAFS is effective in producing

debloated containers with a minimum size per container, but dupli-

cate files among multiple debloated containers on the same host

can result in the total size of the debloated containers being larger

than the total size of the original containers which share filesystem

layers. We note that all existing container debloaters have this flaw

(or feature). To give an example, Figure 2 displays an example of

no-sharing BLAFS. The two containers, 𝐶1 and 𝐶2, share the same

image layers, which include two layers and four files 𝑓1, 𝑓2, 𝑓3 and 𝑓4
whose sizes are 1MB, 2MB, 3MB, and 4MB respectively. Thus, both

𝐶1 and𝐶2 are 10MB. When using BLAFS,𝐶1 reads 𝑓1 and 𝑓2, so both

are moved to the debloating layer from the image layer. Similarly,

𝑓2 and 𝑓3 are moved to the debloating layer of 𝐶2. After debloating,

𝐶1 has one debloating layer, which contains 𝑓1 and 𝑓2, while 𝐶2’s

debloating layer contains 𝑓2 and 𝑓3. As a result, the sizes of 𝐶1 and

𝐶2 are reduced to 3MB and 5MB. However, 𝑓2 is duplicated in both

debloated containers.

(2) Fully-sharing mode. This mode allows sharing of common

files across multiple debloated containers located on the same host.

Given a container with 𝑛 image layers, BLAFS inserts 𝑛 debloating
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Figure 2: Example for no-sharing BLAFS
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Figure 3: Example for fully-sharing BLAFS

layers, each of which has one image layer as its child layer. This

means that layers shared among different containers on the same

host can still be shared among their debloated versions, with the

added debloating layers having the superset of all the files used

by all the containers sharing the same layer. Compared with the

no-sharing mode, this can lead to a larger size for each container,

but the total storage used is reduced since the layers can be shared.

Figure 3 shows an example with the fully-sharing mode. The input

container 𝐶1 and 𝐶2 and the workloads are the same as in Figure 2.

First, two debloating layers are inserted for each image layer, with

the image layer converted to be their child layers. The inserted

debloating layers are shared by 𝐶1 and 𝐶2. After conversion, the

debloated versions of 𝐶1 and 𝐶2 share the two debloating layers.

Therefore, the sizes of 𝐶1 and 𝐶2 are the same, which is 6MB. The

size is larger than the sizes of 3MB and 5MB generated by the no-

sharing BLAFS, because each container consists of an unnecessary

file (𝑓3 for 𝐶1,𝑓1 for 𝐶2). However, unlike no-sharing BLAFS, the

debloating layers are shared by the two debloated containers. So

the total size of 𝐶1 and 𝐶2 is 6MB, which is smaller than the size of

8MB generated by no-sharing BLAFS.

3.2 The Reloading Layer

The reloading layer can be used to fetch files missing in a debloated

container in case these files were mistakenly removed or if the

workload dynamics change. Figure 4 shows an example of the

reloading layer in-action. The reloading layer is appended as the

bottom layer in the file system, below all the other image layers.

When a container accesses a file, it searches top-to-bottom across

the filesystem layers of the layered filesystem. Thus, if a file request

reaches the reloading layer, it indicates that the file was not found

in any of the preceding layers. The reloading layer intercepts the

request for the file and connects to a remote file caching service that

can be either the container registry itself, or a cheap cold storage

such as AWS S3 [1]. The reloading layer is optional and is used

depending on the mode BLAFS is running in as we explain later.

Read

Reloading
Layer

Image
Layer

Cloud
Cache

Download 

Figure 4: An example of reloading layers.

Algorithm 2 presents the pseudo-code of this reloading process.

𝑀 is a mapping of the absolute file paths of files expected to exist in

the image layers of the container, to their corresponding file types

defined by UNIX file system [52].𝑀 is populated by analyzing the

file system of container 𝐶 before debloating. If file 𝑝 is not in 𝑀 ,

it implies that 𝑝 does not exist in the original file system. So −1 is
returned to signify that 𝑝 does not exist. BLAFS tries to open 𝑝 from

𝑅. If 𝑝 does not exist in 𝑅(𝑓 𝑑 ≡ −1), BLAFS downloads 𝑝 from the

cloud cache and saves it to 𝑅. Then it opens 𝑝 from 𝑅. Finally, the file

descriptor is returned. The reloading layers are usually appended to

the end of the image layers, to avoid unnecessary file downloading.

Algorithm 2 Pseudo-code of function ROPEN

Input: Reloading layer 𝑅; file path 𝑝

Output: File descriptor

1: function ropen(𝑅,𝑝)

2: if 𝑝 not in𝑀 then

3: return −1
4: end if

5: 𝑓 𝑑 ← open(𝑅/𝑝)
6: if 𝑓 𝑑 ≡ −1 then
7: download(𝑅,𝑝)
8: 𝑓 𝑑 ← open(𝑅/𝑝)
9: end if

10: return 𝑓 𝑑

11: end function

Implementation. The reloading layer component of BLAFS

is developed in C++ with another 1k+ lines of code. We use AWS

S3 [1] as a prototype of a remote caching service. The reloading

layer employs the AWS S3 C++ SDK [2] to retrieve from remote

caching service on demand.

Reloading modes. BLAFS provides two reloading modes that

either enable or disable the reloading layer. When enabled, the dy-
namic deployment mode enables the reloading layer with a remote

cache, guaranteeing that containers never fail; even if a file is miss-

ing, it is remotely fetched. This would enable operators to enable

repetitive debloating, where file removal is run periodically. The

security-hardened mode disables the reloading layer for container
image hardening [25], enabling users to set the container to only

run allowed workloads based on which the container is debloated.

3.3 The Converter

The third main component of BLAFS is the image converter. The

image converter converts the original container file system to a

BLAFS file system by adding debloating layers and reloading layers.

Users or operators can choose one of the different BLAFS modes to
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convert the original filesystem to, i.e., no-sharing security-hardened,
fully-sharing security-hardened, no-sharing dynamic deployment,
and fully-sharing dynamic deployment. Since the converter only

adds the layers based on the configuration, the total conversion

time are several seconds.

Converter Implementation: The converter extracts the layer

information of containers and add the debloating and reloading

layer to create a BLAFS filesystem. It is implemented in Golang

with 1.7k+ lines of code.

3.4 Layer-Sharing Mode Selection Strategy

Since many cloud applications run colocated on the same host, we

implement a heuristic-based tool that determines which mode is

better for the containers running on a given host between the two

sharing modes. During runtime, and given 𝑛 containers 𝐶1, 𝐶2, · · · ,
𝐶𝑛 running on the same host, our tool calculates the debloated size

of each container using the no-sharing mode based on their running

workloads 𝑠1, 𝑠2, · · · , 𝑠𝑛 . We denote the total disk size required by

the debloated containers as 𝑡 . BLAFS then computes the sizes of

these containers if debloated with the fully-sharing BLAFS, 𝑠′
1
, 𝑠′

2
,

· · · , 𝑠′𝑛 , respectively. The total size of the debloated containers in

this mode is 𝑡 ′. Let 𝛼 denote the size of duplicated files in 𝑠𝑖 because

of no-sharing; 𝛽 denotes the size of unnecessary files in 𝑠′𝑖 because
of fully-sharing. 𝛼 is calculated by Equation 1,

𝛼 =
∑︁𝑛

1

𝑠𝑖 − 𝑡 ′ (1)

𝛽 can be obtained using Equation 2,

𝛽 =
∑︁𝑛

1

(𝑠′𝑖 − 𝑠𝑖 ) (2)

Here we define 𝜃 as shown in Equation 3,

𝜃 =
𝛼

𝛽
=

∑𝑛
1
𝑠𝑖 − 𝑡 ′∑𝑛

1
(𝑠′
𝑖
− 𝑠𝑖 )

(3)

If 𝜃 is small, it means there are very few files that can be shared

between the debloated containers (𝛼 is small), and many unnec-

essary files will be packed with each container if fully-sharing(𝛽

is large). If 𝜃 is large, then many files can be shared between the

debloated containers (𝛼 is large); and fewer unnecessary files will

be incurred if using the fully-sharing BLAFS (𝛽 is small). In our

deployments, we set 1 as a threshold for 𝜃 . No-sharing BLAFS is

more appropriate for debloating if 𝜃 < 1; otherwise, fully-sharing

BLAFS is used.

3.5 Package-Dependency-Based Expansion

Traditional container debloaters rely on profiling sample workloads

to identify files to be retained. However, these sample workloads

may not cover all possible workload variations. To mitigate the

risk of removing files that may be accessed by unobserved work-

loads, BLAFS employs a Package-Dependency-Based Expansion

algorithm, PDBE, to expand the files to be retained in the debloated

containers. BLAFS first analyzes the packages installed in the con-

tainers and the files included in each package. Then for each pack-

age, BLAFS calculates the necessity degree of this package(𝑑𝑝 ),

which is defined as follows:

𝑑𝑝 =
size(𝐹𝑝 ∩ 𝐹𝑐′ )

size(𝐹𝑝 )

where 𝐹𝑝 is the set of files included in package 𝑝 . 𝐹𝑐′ are accessed

files by profiling workloads. A package of 𝑑𝑝 > 0 is considered a

likely needed package since at least some of its files are used by the

observed workloads. To account for potential unseen workloads,

all files within such packages are also retained in the debloated

container. Two key rules are used to expand likely needed packages:

R0: If a package is a likely needed package, then all files within

it will be retained.

R1: If a package is a likely needed package, its dependent pack-

ages are also likely needed packages.

Based on the above two rules, PDBE first creates a package depen-

dency graph. Packages with a necessity degree greater than zero

are selected as starting points. The package dependency graph is

traversed from these starting points to find all the dependencies

(R1). The result is a sub-graph that only contains likely needed

packages. All the files included in the likely needed packages will

be retained in the debloated container(R0).

An alternative strategy for handling files from likely needed

packages is to serve them through a cloud-based caching service

instead of retaining them in the debloated container, allowing the

reloading layer to fetch them on demand.

Implementation.We implement PDBE for Python packages;

We use pipreqdeb to scan the packages installed in a container

and pip to identify files included in a package. Support for other

package types is left for future work.

4 Evaluation

We compare BLAFS with debloaters and lazy-loading snapshotters

on the top 20 most downloaded containers fromDockerHub, several

ML containers, and a serverless function benchmark. In addition,

we evaluate the security hardening benefits of BLAFS by measuring

the number of vulnerabilities in the debloated containers. We also

evaluate the mode selection strategy, the effectiveness of PDBE,

and the overheads incurred by the debloating and reloading layers.

4.1 Comparing to Debloaters

We start our experiments by comparing the effectiveness of BLAFS

against two state-of-the-art container debloaters, Cimplifier and

SlimToolKit. For these experiments, we ran with the no-sharing

security-hardened mode as this is similar to what these debloaters

provide. We select the top 20 downloaded containers from Dock-

erHub, focusing exclusively on application containers rather than

general-purpose operating system containers. For each selected con-

tainer, we manually identified representative workloads to cover

as many relevant use-cases as possible. The number of identified

workloads for each container ranges from 2 to 7. We used these

as our debloating container. Each workload may include multiple

functionalities. The details of the selected containers are shown

in Table 7 in the appendix. Additionally, we evaluate two machine

learning (ML) training containers sourced from AWS Deep Learn-

ing Containers (DLC) [12], which offer pre-built environments for

model training and inference. For these containers, we use the same

training workloads from AWS DLC for debloating.

Table 1 summarizes the debloating results for successfully de-

bloated containers. While BLAFS successfully debloated all 22 con-

tainers, Cimplifier and SlimToolKit successfully debloated 7 and 8
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containers, respectively, producing broken containers for the re-

maining containers. The results also reveal significant bloat across

most of the containers, with average size reductions of 59%.

Table 1: Number of successfully debloated containers and

the average, minimum, and maximum size reduction.

Debloater #Containers Avg. Min. Max.

Cimplifier 7 51% 4% 95%

SlimToolKit 8 55% 4% 93%

BLAFS 22 59% 4% 95%

Table 8 in the appendix lists the detailed debloating results for

all 22 containers using BLAFS, sorted by the reduction percentage.

The results for Cimplifier and SlimToolKit are detailed in Tables 9

and 10 in the appendix. The original container sizes ranged from

14 MB to 16,822 MB, with size reductions varying between 4% and

95%. We note that 16 out of the 22 containers had size reductions

more than 50%, and only two had a size reduction of less than

10%. Furthermore, for the two ML containers, tensorflow-train
and pytorch-train, their original sizes are much larger than the

other containers, with sizes of 10,952 MB and 16,822 MB. BLAFS

successfully reduce their sizes by 85% and 83%, respectively. Our

findings show the effectiveness of BLAFS in debloating containers.

It also shows the significant bloat present in these widely-used

containers.

Summary. BLAFS successfully debloats all 22 containers,

while Cimplifier and SlimToolKit only succeed on 7 and 8

containers, respectively. The container size reduction of

BLAFS ranges from 4% to 95%, with an average of 59%.

4.2 BLAFS for Serverless Computing

In this set of experiments, we evaluate BLAFS with realistic server-

less function containers in both open-source and commercial server-

less platforms. We test BLAFS with nine serverless containers of

the Serverless Benchmark [17]. One of the containers in the bench-

mark requires special configuration on the serverless platform was

excluded from the evaluation. We evaluate cold start latency im-

provements by deploying the function containers on two serverless

Table 2: Container size and cold start latency of original and

debloated function containers onOpenWhisk. Percentages in

parentheses are reductions. Ori.=Original, Deb.=Debloated.

Function

Size/MB Latency/ms

Ori. Deb. Ori. Deb.

dynamic-html 1,085 (96%) 49 18,192 (68%) 5,839

uploader 1,084 (95%) 49 18,682 (68%) 6,029

thumbnailer 1,099 (95%) 55 18,854 (68%) 6,017

video-proc. 1,339 (91%) 125 21,737 (67%) 7,244

compression 1,084 (96%) 49 19,206 (67%) 6,335

image-recog. 1,802 (66%) 619 28,283 (46%) 15,392

graph-page. 1,093 (95%) 60 18,619 (62%) 7,158

graph-mst 1,093 (95%) 60 18,869 (67%) 6,162

graph-bfs 1,093 (95%) 60 18,682 (68%) 5,975

Table 3: Container size and memory usage of function con-

tainers on AWS Lambda. The percentage in parentheses is

the reduction.

Function Container Size/MB Memory Usage/MB

dynamic-html 537 (72%) 40 (2%)

uploader 535 (67%) 79 (3%)

thumbnailer 564 (68%) 93 (2%)

video-proc. 789 (68%) 321 (0%)

compression 535 (67%) 101 (1%)

image-recog. 1,893( 61%) 681 (1%)

graph-page. 553 (72%) 41 (2%)

graph-mst 553 (72%) 41 (2%)

graph-bfs 553 (72%) 41 (2%)

platforms: an open-source serverless platform, OpenWhisk [19],

and a commercial serverless platform, AWS Lambda [6].

Evaluation on OpenWhisk We first evaluate the performance

improvement of the debloated serverless functions using Open-

Whisk. The framework was deployed on a machine with 16 CPUs

and 64GB of memory. We use DockerHub as the container registry.

We run the functions using the no-sharing mode. Since serverless

functions are supposed to be modular, we also use the security-

hardened mode. For each original and debloated container, we

enforce cold starts 50 times and record the cold start latency. The

results, summarized in Table 2, include the container sizes and

medians of the cold start latency of the original and debloated

containers. The debloated container sizes are much smaller, with

reductions ranging from 66% to 96%. Similarly, cold start latencies

also decrease, with reductions between 46% and 68%. The standard

deviation of the cold start latency was less than 6%.

Evaluation on AWS Lambda.We perform the same evaluation

on a commercial serverless platform, AWS Lambda. We again eval-

uate the no-sharing mode of BLAFS using the same workload we

used with OpenWhisk. The results of our experiments are summa-

rized in Table 3. The evaluation focuses on two metrics provided by

the AWS Lambda platform: memory usage and cold start latency.

Memory usage measures the amount of memory consumed by the

function during execution. We use the billed duration reported by

the benchmark as the cold start latencymetric, which represents the

time from when the function begins executing until it terminates,

rounded up to the nearest millisecond. Table 3 shows the original

container size, memory usage and their reductions after debloat-

ing. For AWS Lambda function containers, the container sizes are

reduced by 61% to 72%. Since AWS Lambda hosts containers in its

registry, smaller container sizes can further reduce costs associated

with storage and network bandwidth. Besides the container size

reduction, the memory usage is also reduced by 0% to 3%.

Figure 5 shows the cold start latency of the original and de-

bloated containers for each function. For all functions, the de-

bloated containers show lower cold start latency compared to

the original containers. We calculate the relative improvement

of the cold start latency using the median values. The functions

dynamic-html, graph-mst and graph-bfs achieve the highest im-

provements, with reductions of 14% in cold start latency. The mini-

mal improvement of 1% was observed for the video-processing
and image-recognition. While the median cold start latencies
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show modest improvements, the tail cold start latency shows a re-

duction of up to 35%. We believe this is because AWS Lambda

already employs certain lazy-loading techniques—such as lazy-

loading snapshotters—to accelerate cold starts. Nevertheless, BLAFS

provides additional performance gains. We further demonstrate

how BLAFS can complement lazy-loading snapshotters to achieve

greater improvements in § 4.6.
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Figure 5: Cold start latency of the original and debloated

containers for each function on AWS Lambda.

Summary. For serverless function containers in Open-

Whisk and AWS Lambda, BLAFS reduces container sizes

by up to 96% and 72%, and cold start latencies by up to 68%

and 14%, respectively.

4.3 Evaluation of Security Impact

To better understand the security benefits of debloating, we use

Grype [10], a popular container scanning tool to scan the vulnera-

bilities in a set of 10 debloated versus the original containers. For

this experiment, we opted to use slightly older versions of the con-

tainers that are widely used in production today. We debloated

these containers using the no-sharing security-hardened mode.

Table 4 displays the number of CVEs at each severity level found

in the original containers and debloated containers. As can be

seen, BLAFS significantly reduces the number of CVEs, with re-

duction percentages ranging from 20% to 97%. For mysql:8.0.23,
redis:6.2.1, golang:1.16.2 and python:3.9.3, the critical level
CVEs are also reduced considerably. The number of CVEs found in

the debloated containers is considerably lower than that in the orig-

inal containers, indicating that debloating can effectively reduce

the security risks associated with production containers.
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Figure 6: Container sizes under different modes.

Summary. For a set of 10 widely-used containers, BLAFS

reduces the number of CVEs significantly, with reductions

ranging from 20% to 97%.

4.4 Evaluation of Mode Selection Strategy

To evaluate themode selection strategy of BLAFS, we select two con-

tainers with shared layers, maven:3.9.9 and mongo:8.0, and two

AWS Lambda function containers dynamic-html and uploader.
We also manually created two containers layer-sharing-a and

layer-sharing-b with shared layers. These two created contain-

ers have a large overlap in their layers and the files they access.

We debloated these containers using no-sharing and fully-sharing

BLAFS. The results are presented in Figure 6.

For containers maven:3.9.9 and mongo:8.0, originally sized at

534MB and 858MB (totaling 1,310MB due to shared layers), debloat-

ing with no-sharing BLAFS results in a significant size reduction,

bringing the total size down to 448MB. When debloated using fully-

sharing BLAFS, while the total size of both containers is slightly

smaller, individual container sizes are slightly larger than their

no-sharing counterparts. The 𝜃 value of these two containers is 0.3.

This means that debloating these two containers using fully-sharing

BLAFS will cause each container to include more unneeded files.

Therefore, no-sharing BLAFS for these containers is more suitable.

In the case of containers dynamic-html and uploader, with
original sizes of 578MB and 576MB, no-sharing BLAFS reduces the

total size to 343MB while layer-sharing BLAFS markedly decreases

the total size to 185MB. This significant size reduction, supported

by a 𝜃 value of 6, indicates a clear advantage of fully-sharing BLAFS

for these containers.

The experiment with layer-sharing-a and layer-sharing-b
reveals an intriguing aspect of container debloating. The original

total size of two containers is 75MB, debloating with no-sharing

BLAFS, however, increases their total size to 92MB. This issue, that

the total size of debloated containers can exceed that of the original

ones, is faced by all state-of-the-art debloating tools like Cimplifier

and SlimToolKit. These tools break the layer-sharing feature of

container filesystems. However, fully-sharing BLAFS utilizes the

layer-sharing feature and effectively reduce their total size to 54MB.

A remarkably high 𝜃 value of 380,000 in this scenario indicates that

fully-sharing BLAFS is more suitable.

Summary. The mode selection strategy of BLAFS effec-

tively selects the appropriate debloating mode for contain-

ers with shared layers, leading to optimal size reductions.
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Table 4: Number of CVEs at each severity level found in the original containers and debloated containers. Numbers in the

parenthesis represent the numbers of CVEs found in the debloated containers.

Container Critical High Medium Low Negligible Total Reduction

mysql:8.0.23 26 (3) 71 (7) 44 (5) 34 (3) 90 (11) 265(29) 89%

redis:6.2.1 20 (2) 67 (12) 32 (6) 25 (3) 60 (3) 204 (26) 87%

ghost:3.42.5-alpine 14 (12) 129 (108) 67 (46) 7 (7) 63 (2) 217 (173) 20%

registry:2.7.0 4 (3) 46 (37) 9 (7) 0 (0) 0 (0) 59(43) 27%

golang:1.16.2 63 (2) 376 (19) 314 (5) 80 (3) 499 (5) 1332(34) 97%

python:3.9.3 145 (15) 863 (47) 1048 (34) 418 (3) 898 (10) 3372 (109) 20%

bert_tf2:latest
*

38 (26) 358 (256) 1426 (452) 549 (210) 57 (3) 2428 (947) 61%

nvidia_mrcnn_tf2:latest
*

38 (26) 358 (225) 1445 (451) 558 (210) 57 (3) 2456 (945) 62%

merlin-pytorch-training:22.04
*

47(46) 166(127) 902(134) 317(15) 70(3) 1502(325) 78%

merlin-tensorflow-training:22.04
*

15(14) 109(76) 939(222) 304(34) 56(3) 1423(349) 75%

*
These machine learning containers are collected from NVIDIA NGC services [37].

4.5 Comparing to Lazy-Loading

Lazy-loading snapshotters are used to improve container provi-

sioning time. They rely on the containerd snapshotter plugin as

discussed earlier. In this experiment, we compare BLAFS with three

state-of-the-art container provisioning approaches: the containerd

baseline [15], and two lazy-loading snapshotters; eStargz [16] and

Starlight [14]. We deployed an image registry on a t3.large in-

stance, with ten different images using the no-sharing mode. We

then pulled the containers from a g4dn.2xlarge instance acting

as an emulated edge server. We compare deploying the debloated

image (including pulling, creating and starting) to the baseline of

using a containerd container and the two lazy-loading snapshotters.

To run this experiment, the original containers were converted

to the eStargz and Starlight format. In addition, Starlight requires

a proxy server for mediating between Starlight workers and the

registry server, which we set up in the same AWS instance as the

registry server. We pulled the container 30 times with each of the

approaches on two different network settings, namely a network

connection with 4Gbps bandwidth and 10ms latency, and another

network connection with 100Mbps bandwidth and 200ms latency.

To compare the speed-ups of the different approaches, we divide

the average provisioning time of each approach with the aver-

age provisioning time of containerd original file-system. Figure 7

presents the average speed-up of provisioning time using the three

approaches. We note that for six containers, Starlight produces non-

functional containers
2
. For these containers, we do not plot any

result for Starlight. Figure 7 shows that for the 4Gbps bandwidth and

10ms latency network configuration, BLAFS outperforms eStargz

for 4 out of 10 containers. For golang:1.16.2 and python:3.9.3,
BLAFS and eStargz have similar performance. BLAFS outperforms

Starlight for 3 out of 4 containers. Under the 100Mbps bandwidth

and 200ms latency configuration, BLAFS has higher performance

compared to eStargz for eight containers, having a slightly worse

performance for two (nvidia_mrcnn_tf2 and mysql). Comparing

BLAFS with Starlight, BLAFS outperforms Starlight for only one

out of four Starlight working containers (golang:1.16.2).
We finally note that when containers are converted using eS-

targz and Starlight, their compressed sizes are slightly larger than

the original containers, requiring larger space on (the constrained

edge) host. This is a limitation that all state-of-the-art lazy-loading

2
We reported our findings to the paper authors, and they are investigating the reason.
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Figure 7: Provision time speed-up under different network

connections. The lower, the better the provision performance

is. For python:3.9.3 to merlin-tensroflow-training:22.04,

Starlight fails to generate functional containers and their

results are not plotted.

snapshotters, to the best of our knowledge, have. For example, SOCI,

another state-of-the-art snapshotter based on eStargz, deployed

in AWS Fargate only provides benefits for containers larger than

250MB [41]. For small container images, SOCI can even slow down

the time taken to launch AWS Fargate Tasks.

Summary. Compared to eStargz and Starlight, BLAFS

achieves comparable container provisioning performance,

while also reducing container sizes significantly.

4.6 Combining BLAFS with Lazy-Loading

BLAFS can be combined with lazy-loading snapshotters to further

enhance provision performance. Lazy-loading snapshotters first

convert container images into a lazy-loading format, a process that

can be time-consuming [14]. This conversion latency can lead to

delays in updating serverless functions. Once converted, the im-

age is pushed to and stored in a registry. During container startup,
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only the essential files for startup are immediately pulled, while

the remaining files are fetched in the background. This mechanism

allows the container to start faster. We evaluate whether debloating

can improve two key metrics of lazy-loading snapshotters:(1) Image

format conversion time and (2) Container pull time. We combined

BLAFS with two lazy-loading snapshotters, eStargz and Starlight.

We used the same nine OpenWhisk serverless containers, debloat-

ing them using the no-sharing mode. The full-sharing modes is not

used, as lazy-loading snapshotters do not rely on a base image to

start the container. Then we convert both the original and debloated

containers into a lazy-loading format using eStargz and Starlight.

The time required to convert each container is measured, and we

display the results in Table 5. Both eStargz and Starlight exhibit sig-

nificant reductions in conversion time for debloated containers. For

eStargz, the conversion time is reduced by 28% to 79%. For Starlight,

the reduction range from 45% to 93%. The standard deviation of the

conversion time is less than 3%. These results demonstrate that de-

bloating significantly reduces the time needed to convert container

images into a lazy-loading format.

Table 5: The conversion time of eStargz and Starlight. Per-

centages in parentheses are reductions. Time is in seconds.

Function eStargz Starlight

dynamic-html 73s (79%) 114s (93%)

uploader 67s (77%) 113s (93%)

thumbnailer 68s (77%) 114s (93%)

video-proc. 70s (70%) 115s (92%)

compression 67s (77%) 114s (93%)

image-recog. 111s (28%) 117s (45%)

graph-page. 68s (77%) 113s (93%)

graph-mst 63s (76%) 112s (93%)

graph-bfs 65s (76%) 114s (93%)
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Figure 8: Provision time of the original and debloated con-

tainers for each function using eStargz.
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packages using PDBE.

Figure 8 presents the provisioning times for both the original and

debloated containers. Starlight is excluded from this evaluation, as

it failed to start the containers. The results show that with eStargz,

the average provisioning times for debloated containers is reduced

by 13% to 19%. However, the tail is reduced by up to 40% for the

compression function. These findings confirm that container de-

bloating can complement lazy-loading snapshotters, reducing the

time required for format conversion and container provisioning,

and thereby improving the overall performance of lazy-loading

snapshotters. We note that running with AWS Lambda function

containers had similar results.

Summary. Combining BLAFS with lazy-loading snapshot-

ters significantly reduces the time required for image for-

mat conversion (by up to 93%) and container provisioning

(by up to 19%).

4.7 Evaluation of PDBE

Table 6: Execution results of unobserved workloads for the

two ML containers.

pytorch-train tensorflow-train

Workloads
*

BLAFS BLAFS +PDBE Workloads
*

BLAFS BLAFS +PDBE

Torchdata ✗ ✓ TensorBoard ✓ ✓

PytorchRegression ✓ ✓ TFAddons ✓ ✓

PyTorchwithInductor ✗ ✓ TFKerasHVDFP32 ✗ ✓

Torchaudio ✗ ✓ TFKerasHVDFAMP ✗ ✓

*
Please refer to the appendix §A.6 for the details of the workloads.

PDBE is designed to mitigate the risk of removing necessary files

by expanding the set of retained files based on package dependency

analysis. While this improves coverage, it also increases the size

of the debloated containers. To evaluate this trade-off, we focus on
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AWS serverless function containers and two ML containers, all of

which use Python packages—the package type currently supported

by PDBE. We compare two configurations in no-sharing mode:

debloating containers with or without PDBE. Figure 9 presents the

relative size increase compared to the debloated containers and the

number of expanded packages across the containers. As expected,

all containers show a size increase due to the additional retained

files introduced by PDBE, ranging from 2.7% to 63.8%. Notably,

the two ML containers exhibit the most size increases (63.8% and

54.4%), as PDBE expanded the largest number of packages for these

containers (90 and 68).

We further evaluate whether PDBE improves the robustness of

debloated containers against unobserved workloads. The two ML

containers (pytorch-train and tensorflow-train) are selected
for this evaluation, as they are designed to perform more various

workloads than the serverless function containers. The two ML

containers were debloated using training workloads for a CNN

model, representative of their core functionality. To test robustness,

we use four additional ML workloads drawn from publicly available

samples [12]. These workloads serve as unobserved workloads to

evaluate robustness of the debloated containers. Table 6 summarizes

the results for the two containers. Containers debloated with only

BLAFS show partial success—some workloads execute successfully,

while others fail due to missing files. In contrast, containers de-

bloated with BLAFS + PDBE successfully execute all four workloads.

It is important to note that this does not imply PDBE guarantees
robustness, for that the reloading layer should be used. However,

the results demonstrate that PDBE can meaningfully improve the
robustness of debloated containers.

Summary. PDBE effectively enhances the robustness of

debloated containers against unobserved workloads, but

at the cost of increased container size.

4.8 Debloating and Reloading Overheads

Our final set of experiments aim to show how running with both

layer sharing and dynamic mode introduces overheads. We note

that our previous evaluations did not evaluate the dynamic sharing

mode since it does not affect any aspects of the BLAFS performance

except by adding an extra overhead to fetch the file remotely. All

our previous results thus hold for the reloading layer, except for

the overheads added.

Overhead of the debloating layer. To measure the perfor-

mance overhead of BLAFS, we run disk benchmarks [39] using the

Phoronix test suite [40]. Herewe use the fully-sharingmode as it has

more layers compared to the original file system. We first run the

disk benchmarks in a container with the original container filesys-

tem. Then we convert the filesystem into fully-sharing BLAFS and

run the same disk benchmarks in the converted container. The Flex-

ible IO Tester of the disk benchmark was executed in the container.

Only read operations were measured as BLAFS does not affect the

writing layer of a container. Both random read and sequential read

operations were measured with block sizes of 4KB and 2MB, and

the bandwidth and I/O per second (IOPS) were recorded. Then we

compare the performance metrics of the original container with the
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Figure 11: Violin plots of the response time distribution (in

milliseconds) of file retrievals. The horizontal line in the

shade indicates the mean value of the response time.

container of BLAFS. The performance metrics of the container of

BLAFS were divided by the samemetrics of the original container to

obtain the relative overhead. Figure 10 shows the relative overhead

(x-axis) of the read operations of BLAFS. The results show that all

the metrics are around 1, indicating that the performance of BLAFS

and the original container filesystem are similar. The debloating

layer does not incur much performance overhead. Although we

show the results for the fully-sharing BLAFS, the no-sharing BLAFS

achieves similar performance.

Overhead of the reloading layer. In this experiment, we com-

bine the no-sharing mode with the dynamic deployment mode,

i.e., with enabled reloading layer and remote cache service. The

reloading layer incurs overhead when a file needs to be fetched on

demand. In order to test the performance overhead of the reloading

layer, we simulate the case when a file is missing using a Nginx

server serving data from six files with sizes of 1MB, 10MB, 30MB,

50MB, 100MB and 200MB inside the container. In this experiment,

we removed the files from the containers manually, triggering the

reloading layer when the first time the file is accessed. While un-

realistic, we choose this scenario to be able to control the size of

the file-misses. We used Locust [35] for request generation. The

experiment ran for 3 minutes with a locust spawn rate of 10 users

per second. In total, the 1MB file was downloaded over 77000 times,

and over 440 times for the 200MB file, with the other sizes having

their download times in-between these two numbers. We compare

the response time of file retrievals in the file-missing container with

that of the original container. We used AWS S3 Standard storage as
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the remote file caching service, while the containers are deployed

on g4dn.2xlarge instances.
Figure 11 shows the distribution of response times when re-

questing files from both the original container and the file-missing

container.We notice that the file-missing container exhibits a longer

tail towards higher response times for all file sizes compared to the

original container. This outcome is anticipated since the reloading

layer must dynamically load files when they are absent before they

can be served, resulting in a significant performance overhead for

the initial few requests. Nevertheless, the distributions of the orig-

inal container and the file-missing container display comparable

spreads around the mean, suggesting that the performance over-

head imposed by the reloading layer occurs only occasionally. Once

the missing files are loaded, the file-missing container’s perfor-

mance aligns with that of the original container, leading to nearly

identical mean values.

Summary. The debloating layer incurs negligible perfor-

mance overhead, while the reloading layer incurs overhead

only when files are fetched on demand, with performance

similar to the original container once files are loaded.

5 Discussion

Limitations. Our current implementation of reloading layer fetches

files individually, while loading a bloated container fetches all files

at once, often with compression. This design of the reloading layer

can lead to decreased fetching performance, leading to reloading

consuming more bandwidth as reloading layer cannot batch or

compress multiple files in a single transfer. However, this overhead

is mostly mitigated by the fact that fewer files are fetched in total,

since it is unlikely that all removed files will be accessed. In many

cases, even a change of workload does not lead to significant file

misses. To further address this issue for fault-tolerant or horizon-

tally scaled services, where multiple instances of the same service

coexist, a practical approach is to maintain one bloated instance to

which any missing-file requests can be redirected, while deploying

additional instances using the debloated container. Although this

strategy slightly increases the overall cost, the savings remain sub-

stantial due to the large number of replicas typically involved, and

scaling or provisioning operations continue to be fast.

Integration with Existing Systems.. BLAFS can be integrated

into existing CI/CD pipelines. After the container image is built,

BLAFS can be used to debloat the image based on profiling work-

loads. The debloated image can then be pushed to a container

registry for deployment. This process can optionally generate a

Software Bill of Materials (SBOM) listing accessed and removed files

for auditing and compliance. In production environments, BLAFS

can continuously monitor file accesses and dynamically remove

unused content based on actual workloads. This enables automatic

adaptation to evolving execution patterns, maintaining efficiency

without requiring manually crafted profiling workloads.

6 Related Work

The problem of container bloat has been well studied from both

academia and industry. Apart from the lazy-loading snapshotters

discussed in §2, many other techniques have been proposed to ad-

dress the effects of container bloat. CNTR [49] introduces the con-

cept of a slim and a fat container image. The three main use cases

for CNTR are: Container to container debugging in production;

Host to container debugging; and Container to host administration.

Both the slim and fat containers run on the same host, and there

are no space or bandwidth savings. Slacker [26] is a Docker storage

driver designed to optimize fast container startup and reduce the

time it takes to provision a container. It provisions the container

quickly using backend clones and minimizes startup latency by

lazily fetching container data. DADI [33] is a block-level image

service for increased agility and elasticity in deploying applications

by providing fine-grained on-demand transfer of remote images.

FAASNET [51] is a middle-ware system designed for highly scal-

able container provisioning in serverless platforms, which enables

scalable container provisioning via a lightweight, adaptive func-

tion tree structure and uses an on-demand fetching mechanism to

reduce provisioning costs. Gear [22] is a new image format that

reduces container deployment time and storage size of the image

registry by separating the index that describes the filesystem struc-

ture from the files that are required for running an application.

We argue that these optimizations only solve the symptoms of the

problem, but not the root cause. We believe that the root cause of

long provisioning time and increased resource usage is container

bloat, and BLAFS can be combined with them to provide further

improvements.

7 Conclusion

This paper addresses the issue of container bloat, which impacts pro-

visioning times, resource utilization, overall system performance

and security. We demonstrate that container bloat is widespread,

with over 50% of the top 20 containers in DockerHub containing

more than 60% of bloat. Existing debloating tools have several inher-

ent limitations, such as breaking the layered structure of container

filesystems. To overcome these limitations, we introduced BLAFS, a

bloat-aware filesystem that preserves container functionality while

significantly reducing container bloat. BLAFS supports multiple

modes, including no-sharing, fully-sharing, security-hardened and

dynamic deployment, making it adaptable to diverse use cases. Our

evaluations show that BLAFS reduces cold start latency of server-

less functions by up to 68% and, when integrated with lazy-loading

snapshotters, enhances container provisioning performance by re-

ducing conversion times by 93% and provisioning times by 19%.

Under the security-hardened mode, BLAFS effectively reduces the

number of CVEs in containers by up to 89%. BLAFS provides an

effective and flexible solution to container debloating that balances

the trade-off between container convenience and efficiency.
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A Appendix

A.1 Container File Systems

Figure 12 shows an example of a container filesystem.
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Figure 12: An example of a container filesystem.

A.2 Containers Evaluated

Table 7 shows the details of all 22 containers evaluated in this paper.

A.3 BLAFS Debloating Results

Table 8 shows the debloating results for BLAFS for all 22 containers

evaluated in this paper.

Table 7: Details of containers evaluated.

Container #Workloads
1

Pull Times

httpd:2.4 4 1B+

nginx:1.27.2 4 1B+

memcached:1.6.32 6 500M+

mysql:9.1 7 1B+

postgres:17 4 1B+

ghost:5.101.3 5 500M+

redis:7.4.1 4 1B+

haproxy:3.0.6 4 1B+

mongo:8.0 7 1B+

solr:9.7.0 4 100M+

rabbitmq:4.0 4 1B+

maven:3.9.9 3 500M+

elasticsearch:8.16.0 4 500M+

eclipse-mosquitto:2.0.20 5 500M+

telegraf:1.30 3 500M+

nextcloud:28.0.12 2 500M+

sonarqube:9.9.7 3 1B+

registry:2.8.3 4 1B+

consul:1.15.4 4 1B+

traefik:v3.2.0 3 1B+

tensorflow-training 1 -

pytorch-training 1 -

1
We categorized the features into workloads. Each work-

load may involve multiple features. For example, the

test_index_operations workload for the mysql:9.1
involves creating a table, inserting data, creating an index,

and querying the data. For the details of the workloads,

please refer https://github.com/negativa-ai/BLAFS

Table 8: Debloating results for BLAFS for the all 22

containers sorted by the reduction percentage.

Container

Original

(MB)

Debloated

(MB)

Reduction

httpd:2.4 141 7 95%

nginx:1.27.2 183 12 93%

memcached:1.6.32 81 9 89%

pytorch-train 16,822 2,902 83%

tensorflow-train 10,952 1,695 85%

mysql:9.1 574 99 83%

postgres:17 415 85 79%

ghost:5.101.3 547 121 78%

redis:7.4.1 112 27 75%

haproxy:3.0.6 98 27 72%

mongo:8.0 815 233 71%

solr:9.7.0 561 195 65%

rabbitmq:4.0 209 73 65%

maven:3.9.9 505 195 61%

elasticsearch:8.16.0 1,241 479 61%

eclipse-mosquitto:2.0.20 14 7 51%

telegraf:1.30 435 223 49%

nextcloud:28.0.12 1,200 761 37%

sonarqube:9.9.7 576 428 26%

registry:2.8.3 24 18 25%

consul:1.15.4 148 137 7%

traefik:v3.2.0 176 169 4%
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A.4 Cimplifier Debloating Results

Table 9 shows the debloating results for Cimplifier.

Table 9: Cimplifier Debloating Results of the top 20

most downloaded containers from DockerHub. Con-

tainers failed to debloat are not included in the table.

Results are sorted by the reduction percentage.

Container

Original

(MB)

Debloated

(MB)

Reduction

httpd:2.4 141 7 95%

nginx:1.27.2 183 12 93%

eclipse-mosquitto:2.0.20 14 7 51%

telegraf:1.30 435 223 49%

nextcloud:28.0.12 1,200 761 37%

registry:2.8.3 24 18 25%

traefik:v3.2.0 176 169 4%

A.5 SlimToolKit Debloating Results

Table 10 shows the debloating results for SlimToolKit.

Table 10: SlimToolKit Debloating Results of the top 20

most downloaded containers from DockerHub. Con-

tainers failed to debloat are not included in the table.

Results are sorted by the reduction percentage.

Container

Original

(MB)

Debloated

(MB)

Reduction

nginx:1.27.2 183 13 93%

memcached:1.6.32 81 9 89%

haproxy:3.0.6 98 27 72%

maven:3.9.9 505 199 61%

telegraf:1.30 435 223 49%

eclipse-mosquitto:2.0.20 14 7 49%

registry:2.8.3 24 19 24%

traefik:v3.2.0 176 170 4%

A.6 Unobserved Workloads for the ML

containers

The following list shows the description of the unobserved work-

loads of two debloated ML containers. For the code of each work-

loads, please refer to https://github.com/aws/deep-learning-containers/

tree/master/test/dlc_tests/container_tests/bin

• Torchdata: Torchdata S3 IO datapipe tests.

• PytorchRegression: Training linear regression model using

PyTorch.

• PyTorchwithInductor: Training BertForMaskedLM using Py-

Torch dynamo and inductor backend.

• Torchaudio: Torchaudio integration datapipe tests.

• TensorBoard: Test TensorBoard.

• TFAddons: Tensorflow addons layers normalizations exam-

ple.

• TFKerasHVDFP32: Train a CNN model using FP32 type on

Horovod.

• TFKerasHVDFAMP: Train a CNN model using AMP type on

Horovod.
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