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Abstract

Polarized synchrotron emission at meter to centimeter wavelengths provides an effective tracer of the Galactic
magnetic field. Calculating Faraday depth, the most useful parameter for mapping the line-of-sight magnetic field,
requires observations covering wide frequency bands with many channels. As part of the Global Magneto-Ionic
Medium Survey (GMIMS), we have observed polarized emission spanning 350–1030MHz over the northern sky,
in the declination range −20° � δ � 90°. We used the 15 m telescope at the Dominion Radio Astrophysical
Observatory (DRAO), equipped to receive orthogonal circular polarizations, with the Onsala Space Observatory
band 1 feed developed for the SKA Project. Angular resolution varies across the band from 1°.3 to 3°.6. A digital
spectrometer provided 42 kHz frequency resolution. Data were taken with the telescope moving rapidly in
azimuth and are absolutely calibrated in intensity. Approximately 25% of the data were lost due to radio-
frequency interference. The resolution in Faraday depth is ∼6 rad m−2, and features as wide as ∼38 rad m−2 are
represented. The median sensitivity of the Faraday depth cube is 11 mK. Approximately 55% of sight lines in this
survey show Faraday complexity. This dataset, called “DRAO GMIMS of the Northern Sky,” is the first to probe
Faraday depth of the northern sky in its frequency range and will support many scientific investigations. The data
will be used to calibrate surveys with higher angular resolution, particularly Galactic foreground maps from the
Canadian Hydrogen Intensity Mapping Experiment, and to provide information on large structures for aperture-
synthesis telescopes, particularly the DRAO Synthesis Telescope. The data are available through the Canadian
Astronomy Data Centre.

Unified Astronomy Thesaurus concepts: Galaxy magnetic fields (604); Milky Way magnetic fields (1057);
Interstellar medium (847); Radio telescopes (1360); Single-dish antennas (1460); Polarimetry (1278); Sky
surveys (1464)

1. Introduction

Magnetic fields play a significant role in the physics of the
Galaxy, contributing to the formation of clouds and stars (e.g.,
C. Federrath & R. S. Klessen 2012; M. Tahani et al. 2022a,
2022b), and influencing Galactic evolution (E.-J. Kim et al.
1996). The magnetic field shares the energy of the interstellar
medium (ISM) in approximately equal parts (on sufficiently
large scales) with the energetic charged particles and the

motion of the gas (K. M. Ferrière 2001). The interplay between
magnetic fields, cosmic rays, gas, dust, and stars is responsible
for the structures appearing in the ISM on a wide range of
spatial scales. Mapping the magnetic field across the sky, and
along the line of sight (LOS), will provide fundamental
information on the Galaxy and its future development. This 3D
mapping is challenging, but important, and high quality,
all-sky data are necessary for constraining global, large-scale
models (e.g., M. Unger & G. R. Farrar 2024). Recent studies
have shown that mapping 3D magnetic field vectors of
Galactic objects such as molecular clouds reveals their
formation and evolution history (e.g., M. Tahani et al.
2022a, 2022b).
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One of the best means of studying the LOS component of
the Galactic magnetic field (GMF) is to map the Faraday
rotation of polarized synchrotron emission observed with radio
telescopes. The frequency dependence of the polarization
angle rotation encodes information about the magnetic field
and electron density in the volume through which the emission
passes. This is quantified by the Faraday depth, f, defined as
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where ne is the electron number density, and B|| is the LOS
component of the magnetic field, which is positive when
directed toward the observer. We follow the convention in
Equation (17) of K. Ferrière et al. (2021), with the integral
calculated along the LOS path length increments, dr, from the
observer located at r = 0 to the polarized emission source
located at a distance r = d.
In the simplest case of an emission source located at a

discrete distance experiencing Faraday rotation through a
magnetized, ionized medium between the source and observer,
the LOS is characterized by a single Faraday depth, known as a
rotation measure (RM), which can be calculated from a linear
relationship between the measured polarization angle and the
square of the wavelength, λ. However, in the case of the
diffuse polarized synchrotron emission in the interstellar
medium (ISM), emission and Faraday rotation can be mixed,
with sources located over a range of different distances, d, all
undergoing the Faraday rotation caused by varying path
lengths through the intervening medium. The resulting effects
on the observed, complex polarization can, in part, be
disentangled by applying “Faraday synthesis” (also known as
“RM synthesis”; B. J. Burn 1966; M. A. Brentjens & A. G. de
Bruyn 2005), which recovers a spectrum of Faraday depths
describing the LOS instead of a single value. The complex
Faraday depth spectrum, ˜( )P , can be calculated as

˜( ) ( ) ˜( ) ( )=P W P e d , 2i2 2 2 22

where ˜( )P 2 is the measured complex polarization across the
available observing frequencies (wavelengths), and W(λ2) is a
weighting function representing the finite λ2 coverage. The
range of scales in Faraday depth space that can be recovered
using this method depends on the observing bandwidth and the
width and sampling of the frequency channels. Broad
frequency coverage (octave bandwidth) and narrow channel
widths (∼1MHz or less at frequencies below 2 GHz) are best
suited to maximizing the information that can be gained from
measuring Faraday rotation.
Faraday rotation is a tracer of both the magnetic field and

the ionized gas density. Recent studies have shown that
Faraday rotation is sensitive to relatively low electron
densities, meaning that it is able to probe not only the warm
ionized medium but also the warm partially ionized medium
(C. Heiles & M. Haverkorn 2012) and even the low ionization
of the warm neutral medium (T. Foster et al. 2013; C. L. Van
Eck et al. 2017; A. Bracco et al. 2022), particularly at low
frequencies (<1 GHz).
The Global Magneto-Ionic Medium Survey (GMIMS) is

paving the way for full-sky, broadband, single-antenna
polarization maps that are ideal for the application of the
Faraday synthesis technique, enabling the study of complex

effects of mixed synchrotron emission and Faraday rotation in
the ISM. The GMIMS initiative is loosely comprised of six
component surveys, divided into three bands in each of the
northern and southern hemispheres. Three of these surveys have
been published: (i) GMIMS-Low-Band-South (GMIMS-LBS),
covering 300–480MHz (M. Wolleben et al. 2019), (ii) the
Southern Twenty Centimeter All-sky Polarization Survey
(STAPS), contributing GMIMS-High-Band-South and covering
1324–1770MHz (X. Sun et al. 2025), both using Murriyang,
CSIRO’s Parkes 64 m radio telescope, and (iii) GMIMS-
High-Band-North (GMIMS-HBN), covering 1280–1750MHz
(M. Wolleben et al. 2021) using the Dominion Radio
Astrophysical Observatory (DRAO) 26 m John A. Galt
telescope. Of the remaining planned surveys, observations are
close to completion for the POSSUM EMU GMIMS All-Stokes
UWL Survey14 (PEGASUS; E. Carretti et al. 2026, in
preparation), covering 704–1440MHz and contributing
GMIMS-Mid-Band-South, using the Murriyang telescope at
Parkes.
Interferometric data from several other instruments and

surveys are complementary to the GMIMS single-antenna
datasets. A polarization study using data from the Canadian
Hydrogen Intensity Mapping Experiment (CHIME; CHIME
Collaboration et al. 2022) has been published (N. Mohammed
et al. 2024), demonstrating great promise for incorporating
CHIME maps into GMIMS as a high-resolution component in
the northern hemisphere, covering 400–800MHz. Separately,
the LOFAR Two-meter Sky Survey (LoTSS-DR2) has
demonstrated a low-frequency (120–167MHz), interfero-
metric approach to diffuse emission Faraday synthesis maps
over a significant portion of the northern sky (A. Erceg et al.
2022, 2024). The Polarisation Sky Survey of the Universe’s
Magnetism (POSSUM) is also producing high-resolution
diffuse emission polarization maps (B. M. Gaensler et al.
2025), for which PEGASUS will ultimately provide the short
baselines.
Here, we present the DRAO GMIMS of the Northern Sky

(DRAGONS) survey, covering 350–1030MHz, which con-
tributes GMIMS-Low-Band-North. The frequency range
corresponds to a λ2 range of 0.085–0.73 m2, the widest λ2
coverage of all GMIMS surveys, allowing for unprecedented
sensitivity to Faraday complexity. The overlap in sky
coverage (−20° � δ � 20°) and frequency (350–480MHz)
with GMIMS-LBS allows for a useful comparison and data
validation between the two low-frequency GMIMS surveys.
The complete sky-coverage overlap with CHIME data, and
400–800MHz frequency overlap, along with complementary
sensitivity to different ranges of angular scales, will allow
DRAGONS to be used to calibrate CHIME polarization maps
and provide information on missing short baselines.
This paper is organized as follows. In Section 2, we describe

the DRAO 15 m telescope, its signal chain, and the science
commissioning steps. In Section 3, we outline the observing
strategy and describe the data collected for the survey and
calibration. In Section 4, we describe the data processing
pipeline and mapmaking steps. In Section 5, we present Stokes
I, Q, and U maps, and a data quality assessment with
comparisons to previously published datasets. In Section 6, we
describe the Faraday synthesis procedures and present the

14 Polarisation Sky Survey of the Universe’s Magnetism (POSSUM)
Evolutionary Map of the Universe (EMU) GMIMS All-Stokes Ultra
Wideband Low (UWL) Survey.
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resulting Faraday depth cubes. In Section 7, we discuss some
preliminary science results, with comparisons to other GMIMS
data products. We conclude in Section 8 with a summary of
DRAGONS science papers currently underway, and a look
toward future work with the broadband capabilities of this
survey.

2. Telescope and Receiver

The telescope we use was originally proposed as an SKA
Project design. Although not selected for the SKA, the
prototype instrument, installed at the southwest corner of the
DRAO site, has proven to be useful as a single-antenna
telescope with its rapid survey capability. We describe the
components comprising the telescope below, including
the unique reflector configuration, the feed and receiver, and
the signal chain. We also describe the characterization of the
telescope completed during the science commissioning phase
preceding this survey.

2.1. The 15 m Telescope

We conducted survey observations with the 15 × 18 m
offset Gregorian reflector at the DRAO, pictured in Figure 1.
The telescope was designed to obtain an unblocked aperture of
15 m diameter (G. E. Lacy et al. 2012; L. B. G. Knee et al.
2016). We refer to it as the DRAO-15. Both reflecting surfaces
are built from carbon fiber, with a surface rms ∼250 μm. We
equipped the telescope to receive left- and right-hand circular
polarization (denoted here by L and R, respectively). Offset
reflectors have poor polarization performance, with a position

offset between L and R beams (T.-S. Chu & R. Turrin 1973),
but the problem is overcome in this telescope by L. Baker &
W. A. Imbriale (2014) and L. Baker (2020) through shaping of
the reflector surfaces following the technique described by
Y. Mizugutch et al. (1976, hereafter “Mizigutch technique”).
Further shaping of the reflector surfaces is used to enhance
aperture efficiency.
The reflector was fed with a quad-ridged, flared horn

(J. Flygare et al. 2018) with an integrated calibration noise
coupler (J. Flygare et al. 2017), the prototype feed developed
by Chalmers University’s Onsala Space Observatory (OSO)
for the SKA-mid band 1. The feed accepts two orthogonal
linearly polarized signals. To measure the linearly polarized
Galactic emission, circular polarization is preferred over linear
because Stokes parameters Q and U can then both be derived
using correlation techniques, as described in D. McConnell
et al. (2006) and T. Robishaw & C. Heiles (2021). This method
is critically important for single-antenna systems, as it avoids
the inherent instability of deriving Stokes Q from the
difference of two large, noisy total-power signals. By
converting to a circular basis, both Stokes Q and U are instead
derived from the more stable cross correlation product, which
is largely immune to uncorrelated receiver noise and gain
fluctuations. To achieve this, the linearly polarized outputs
from the feed were connected to a transmission-line hybrid
coupler15 before amplification so that the telescope outputs
became L and R. Losses in transmission lines, in connectors,
and in the hybrid amount to ∼12 K at 350MHz and ∼35 K at
1030MHz.
Figure 2 shows the measured half-power beamwidth

(HPBW) across the band. The HPBW varies from 3°.6 at
350MHz to 1°.3 at 1030MHz (all frequency channel maps are
convolved to a common 3°.6 resolution prior to Faraday
synthesis; Section 6.1). Figure 3 shows the positions of Cyg A
derived from raster scans (described in Section 3.2.2),
averaged over seven scans. The top two panels show the
difference between the expected and measured positions.

Figure 1. The DRAO-15 telescope, a 15 × 18 m offset Gregorian reflector
(top) and the Onsala Space Observatory quad-ridged, flared horn feed
(bottom).
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Figure 2. The measured HPBW of the telescope as a function of frequency,
determined from the FWHM of Gaussians fitted to raster scans of compact
sources (see Section 3.2.2). Gaps in the measured beamwidth data are channels
with too much RFI for a successful Gaussian fit. A boxcar median smoothing
kernel of width 49 channels (∼4 MHz) was applied to the measured FWHM
values.

15 R&D Microwaves model HD-A01.
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There is some variation of beam position with frequency, but
the offsets are typically less than 5% of the beamwidth. The
bottom two panels of Figure 3 show the offset between the
RR* and LL* beams. These measurements show the extent to
which the offset reflector, corrected by the Mizigutch
technique, provides coincident beams in the two hands of
circular polarization. This small offset has a negligible effect
on our data.

2.2. The 350–1030MHz Receiver

In the frequency band of this survey, commercially
available devices were able to provide adequate receiver
sensitivity and bandwidth. Low-noise amplifiers were
followed by conventional amplification and band-equalizing
stages placed on the feed platform. The receiver passband
was defined by the cutoff frequency of the feed at ∼350MHz,
and by a low-pass filter, with 3 dB frequency ∼1030 MHz,
placed at the end of the feed-platform amplifier chain. The
amplified outputs were transported to the control building by
a radio frequency (RF)-over-fiber (RFoF) device. Signals
were further amplified to −20 dBm, the specified input level
to the analog-to-digital converters. The calibration signal was
provided by a solid-state noise source heated to a constant
temperature near 30°C.16

2.3. The Digital Spectrometer

Since the key data product from this survey is a Faraday depth
cube, the requirements for the spectral channelization are
primarily driven by bandwidth depolarization effects
(W. Raja 2014; D. H. F. M. Schnitzeler & K. J. Lee 2015;
L. Pratley &M. Johnston-Hollitt 2020), which could, in principle,
be met by a spectrometer that analyzes incoming signals to a
frequency resolution of ∼1MHz (see Section 6.2 for details).
Faraday synthesis on such data produces a reliable Faraday depth
cube (and we ultimately bin the channels to 1MHz in the
mapmaking stage). Also, digitization to four bits would
satisfactorily limit any additional noise from the quantization
process. However, in the real world, our observing frequencies
carry heavy communications traffic, and we need much finer
digitization in order to have the dynamic range to detect the
astronomical signal in the presence of the much stronger radio-
frequency interference (RFI) signals. Channels and samples
spoiled by RFI must be excised from the data, and to minimize
data loss, it is useful to have a sampling that is much finer than
required by the demands of Faraday synthesis. Fortunately,
modern digital electronics permits the design of spectrometers
with many bits and many narrow frequency channels.
The digital spectrometer (D. Lagoy et al. 2022) analyzes the

receiver output signals in five steps:

1. it digitizes time-domain signals into 10 bit samples at a
rate of Fs = 2.2 gigasamples per second;

2. it produces a coarse spectrum, with the channel width
Fs/16 = 137.5 MHz, of each input in a polyphase
filterbank (PFB) implemented with a field programmable
gate array, and attaches a time stamp to each data sample
(global positioning system, hereafter GPS, -based time);

3. it computes a fine spectrum of each of the 137.5 MHz
wide channels in a second PFB, producing 3300 channels
with an individual resolution of 41.67 kHz;

4. it produces the correlated data products from the left- and
right-circular channels;

5. it integrates the correlated data into 0.6 s samples.

Steps 1 and 2 are executed on an ICEboard (K. Bandura et al.
2016). Steps 3 to 5 are implemented on a GPU. The ICEboard
and GPU are connected via two 40 Gbit s–1 network interfaces.
The data rate after fine channelization is 25 terabytes per day.
During the integration of 0.6 s, the raw data are discarded, and
the integrated data are sent via a single 40 Gbit s–1 interface to
a storage cluster. The cluster provides low-cost redundancy
and efficient time-series data management. The stored data are
processed by the backend pipeline into a Hierarchical Data
Format–based file format (G. Hobbs et al. 2020).
Two of the 137.5MHz wide bands lie below the cutoff

frequency of the feed and therefore do not contain useful data.
The number of spectrometer channels used is about 16,300.
The interchannel isolation (between 41.6 kHz channels) is
70 dB, and the passband ripple is 0.1 dB. Aliasing at the
1030MHz roll-off of the low-pass filter is ∼40 dB. The four
correlated outputs produced by the spectrometer are the total
power from the left- and right-circular channels, RR* and LL*,
and the linear polarization products, RL* and LR*.

2.4. Telescope Control System

Survey observations were made as azimuth scans at two
fixed elevations (Section 3.1). With its azimuth-elevation
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Figure 3. Frequency dependence of pointing measurements using the average
of seven Cyg A raster scans. (a) R.A. offset, (b) decl. offset, (c) difference in
R.A. measured in LL* and RR*, and (d) difference in decl. measured in LL*

and RR*. The consistently positive offsets in (a) and (b) are the residual,
systematic errors in the pointing accuracy following the correction described
in Section 2.5. The “persistent RFI” mask described in Section 4.1 was applied
to these data to eliminate most RFI channels. Remaining outliers are due to
poor-quality fits to the raster scans in channels contaminated by intermit-
tent RFI.

16 Outside nighttime temperatures did not exceed 30°C during the survey, and
it is simpler to only heat the noise source rather than also implementing
cooling in warmer weather.
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configuration, the DRAO-15 telescope has the capability to
scan quickly in azimuth (up to 180 deg minute−1) at a fixed
elevation. The azimuth axis uses two drives to prevent
backlash.17 The elevation drive has a maximum speed of
60 deg minute−1, allowing the telescope to change between the
two survey elevations (49° and 20°; Section 3.1) in less than
4 minutes (slow-down and settling time included), permitting
efficient scheduling of scans at the two elevations used for the
survey within an observing night.
The low-level control software was written in C++, while

the observing schedule for the survey (including azimuth scans
and calibration scans) consisted of a set of python scripts.
For the cross scans for the pointing model (Section 2.5) and
the raster scans of bright calibrators (Section 3.2.2), python
scripts provided the telescope with a series of pointings in R.A.
and decl., updated every 0.5 s, tracing out the pattern of the
scan by commanding the telescope to “chase” the changing
target pointing.

2.5. Pointing Model

Commissioning the DRAO-15 included an assessment and
correction of the pointing accuracy. We used the pointing
model software package TPoint18 (P. T. Wallace 1994) to
compare position measurements of bright radio sources to their
expected sky positions and to calculate model parameters to
feed into the telescope control system. We observed eight
radio sources, with a minimum flux density of 60 Jy at 1 GHz,
approximately regularly spaced in decl. from −12° to 59° for
this stage. Each source was scheduled for observation several
times over the course of a few days in order to maximize hour-
angle coverage. A total of 110 observations provided sufficient
coverage in azimuth and elevation (the native coordinates of
the telescope) for TPoint to produce a suitable model.
Each observation consisted of a “cross scan”: one 8° long

scan in R.A. and one 8° long scan in decl. across the expected
source position. Peak positions of 1D Gaussian functions fitted
to each scan in the LL* correlation product at frequencies
above 900MHz determined the measured positions. The six
model parameters fitted to the data with TPoint were
azimuth offset, elevation offset, nonperpendicularity between
the azimuth and elevation axes, elevation-dependent azimuth
shift, azimuth-axis east–west misalignment, and azimuth-axis
north–south misalignment. After applying the corrections, we
reobserved a smaller subset of sources in order to assess the
new pointing accuracy. The combined corrections produced a
substantial improvement, reducing the systematic offsets
between the expected and observed source positions by
∼80% in both elevation and azimuth, and reducing the rms
errors by 6% in elevation and by 50% in azimuth. The overall
residual uncertainty in pointing is ∼5% of the beamwidth,
making this a sufficiently accurate correction for mapping
large-scale structures.
We applied the pointing model at the beginning of the

survey, and no further corrections were made throughout.
However, the daily calibration raster scans using the four
brightest sources (Cyg A, Cas A, Tau A, and Vir A;
Section 3.2.2) provided continuous checks on the pointing
accuracy. We show the R.A. and decl. offsets in Figure 3 as a

function of frequency based on an averaged set of Cyg A raster
scans, and in Figure 4 at 820MHz as a function of telescope
azimuth from the full set of raster scans. While there is a slight
residual pointing accuracy dependence on both frequency and
azimuth, the pointing accuracy remains within 5% of the
beamwidth over the course of the survey, indicating sufficient
pointing stability.

2.6. System and Noise-source Temperature

Separate from the calibration measurements and procedures
that we ultimately applied to the survey data (described in
Section 3.2), we measured the noise temperature of the
receiver and the noise equivalent of the injected calibration
signal prior to installing the receiver on the telescope. This was
accomplished using the DRAO Hot-Cold Test Facility (HCTF;
G. J. Hovey et al. 2018). The HCTF is a large metal funnel,
with its wide mouth open at the top. The floor of the funnel is a
flat metal plate, 1 m square, and the top opening is 3 m square,
3 m above the floor. The feed and receiver were placed in it,
pointing upwards. Noise measurements were put on an
absolute scale by exposing the feed and receiver to two
terminations at known temperatures. A hot termination
consists of a sliding roof lined with microwave absorber, and
a cold termination was provided by sliding the roof open,
exposing the feed and receiver to the sky. We measured the
physical temperature of the hot absorber directly, and derived
the brightness temperature of the sky from the PyGDSM sky
model (D. C. Price 2016; H. Zheng et al. 2017). Measurements
were made with laboratory spectrum analyzers with a
frequency resolution of 3MHz.
The receiver temperature and calibration noise-source

temperature are shown in Figure 5. The receiver temperature
varies smoothly between ∼80 K at the high and low ends of
the band and ∼55 K at 600MHz. The calibration noise-source
temperature fluctuates between ∼15 and ∼80 K. The large-
scale, sinusoidal fluctuations in the noise-source temperature
are likely caused by reflections between the noise-source
coupler (Section 3.2.1) and the metal plate to which it was
mounted. We estimate the accuracy of these measurements as

0.2

0.1

0.0

0.1

0.2

co
s(

) (
de

gr
ee

s)

Cas A
Cyg A

Vir A
Tau A

0 45 90 135 180 225 270 315 360
Azimuth (degrees)

0.2

0.1

0.0

0.1

0.2

 (d
eg

re
es

)

Cas A
Cyg A

Vir A
Tau A

Figure 4. R.A. (top) and decl. (bottom) offsets between the expected and
observed pointing positions as a function of azimuth. These measurements are
derived from Gaussian fits to the calibration raster scans of Cyg A, Cas A,
Tau A, and Vir A (Section 3.2.2) produced over the course of the survey.

17 Discrepancy in the motion due to the clearance between the gear teeth.
18 Available from Software Bisque: https://www.bisque.com/product/
tpoint/.
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±3 K above 500MHz. Accuracy below 500MHz is limited by
the size of the ∼45 cm long pyramidal cones of the absorber
that line the sliding roof. To investigate the effects of aliasing
into the band, we repeated the HCTF measurements out to
4 GHz, revealing that a negligible 0.05–0.3 K would be added
to the system temperature by aliasing.
We calculate the expected noise in the final 1 MHz channel

widths used for published data cubes using the radiometer
equation applied to the receiver temperature values in
Figure 5 and approximate sky brightness temperatures from
the PyGDSM sky model (D. C. Price 2016; H. Zheng et al.
2017). An integration time of 2 × 0.6 = 1.2 s,19 and 1MHz
channel width yields an expected noise between 55 and
100 mK.

2.7. Aperture Efficiency

As described in Section 4.8, we achieved the conversion
to brightness temperature (kelvin) by calculating the main
beam solid angle, as a function of frequency, from the
measured beamwidths, assuming that the main beam is
Gaussian. Nevertheless, we carried out an absolute calibra-
tion of the telescope, with the aim of improving our
understanding of the instrument. We compared the antenna
temperature produced by Cyg A with absolute noise stan-
dards, resistors at the temperature of liquid nitrogen, at
ambient temperature, and in a temperature-controlled oven at
approximately 100°C. We made this measurement using the
RR* beam only. In the top panel of Figure 6, we show the
measured aperture efficiency, ηA, compared with that
computed using the General Reflector antenna Analysis
Software Package by TICRA (GRASP)20 electromagnetic
simulator. The excellent agreement, generally within 1%,
gives us great confidence in the GRASP computations of the
radiation pattern of the antenna, which will be useful for future
improvements to the ground emission calculations described in
Section 4.4.

3. Observations

Here, we describe the observing strategy used to collect the
survey data, the calibration observations, and the basic
properties of the resulting dataset.

3.1. Observing Strategy

We used the observing technique developed by E. Carretti
et al. (2019), scanning in azimuth at fixed elevation. The
timing was selected such that scans adjacent to each other on
the sky provided close to uniform spatial coverage, and the
length of the scans was chosen such that scans would also
cross one another, allowing for the possibility of basket
weaving to reconcile their base levels (see Section 4.6). A scan
consists of all the data collected for one sweep in azimuth with
the telescope moving either clockwise or counterclockwise
over 360° at 20°minute−1, starting and ending at the azimuth
a = 0° (north). Scans were made at two elevations, e = 49°.3,
the elevation of the North Celestial Pole at DRAO, and at
e = 20°, just above the lower-elevation limit for the telescope.
We denote these as ehigh and elow scans, respectively. The ehigh
scans covered the decl. range 11° � δ � 90°, and elow scans
covered −20° � δ � 60° (Figure 7). In the mapmaking stage,
we split each scan into “east” (0° � a� 180°) and “west”
(180° � a� 360°) halves (Figure 8), which produced the
intersecting scan patterns (Figure 9). We produced separate
maps from the ehigh and elow datasets. We then combined these
using a weighted average in the overlap region 11° � δ � 60°,
with the ehigh (elow) map weights changing linearly from 0 to 1
(1 to 0) across δ = 11° to δ = 60°, thereby producing the final
maps covering −20° � δ � 90°.
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19 The effective integration time is twice the spectrometer integration time
since each pointing is sampled twice in the scan strategy (Section 3.1).
20 https://www.ticra.com/software/grasp/
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Scans started at sidereal times evenly spaced by an interval
equivalent to 20′ on the celestial sphere. This guaranteed full
Nyquist sampling of the sky at the highest survey frequency
(1030 MHz) where the HPBW is 1°.3. Examples of the spacing
between scans for different decl. ranges in the ehigh and elow scans
are shown in Figure 9. Apart from a few instances of missed
scans, scan separations are typically at most 20′. The survey was
completed in three phases over the course of 7 months: phase 1
(P1; 2022 June–July), phase 2 (P2; 2022 August–October), and
phase 3 (P3; 2022 December–2023 January). Observations were
made at night in order to avoid contamination from solar
emission received through the side lobes. Although the offset
reflector has low side lobes, the Sun in the side lobes can
contribute spurious polarized signals as bright as the brightest
Galactic emission, which we observed when running a short test
version of the survey that included daytime data.
In the survey planning process, we generated a “library” of

scans, following M. Wolleben et al. (2021), with each scan

having a unique four digit scan ID. This consisted of 1440 elow
and 1440 ehigh scans. For each phase of the survey, we
generated a daily scan schedule, drawing from the scans with
sidereal start times occurring after sunset and sidereal end
times occurring before sunrise. These schedules were gener-
ated with two objectives: (i) to achieve survey efficiency, and
(ii) to add some randomness to the scan sequence. These
objectives were, obviously, in conflict, so we adopted a
reasonable compromise, aiming to avoid fixed patterns in the
observing sequence. Sets of both ehigh and elow scans were
completed on each night. After each survey night, if a scan was
deemed unsuccessful (e.g., a result of excessive RFI or
equipment malfunction), the scan ID was returned to the
master scan library to be rescheduled on a subsequent night. In
total, 1401 of the 1440 ehigh and 1406 of the 1440 elow scans
were completed for inclusion in the mapping stage. We made
efforts to reschedule failed scans, but were in some cases
limited by a lack of available nighttime coverage of the
required sidereal observing times. In the processing steps, we
also discarded a small number of scans from individual
frequency channels based on an rms filtering threshold
(Section 4.3).

3.2. Calibration Observations

Intensity calibration proceeded in three stages: (1) we used a
calibration noise source to correct gain fluctuations, (2) we
observed raster scans of bright radio sources at the beginning
and end of each survey night to calibrate the data in Jy beam−1,
and (3) we used beamwidth measurements to convert the units
from Jy beam−1 into brightness temperature (kelvin). These
procedures were similar to those used for the GMIMS-HBN
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Figure 7. The decl. coverage as a function of azimuth for the two elevations
used in the survey: ehigh and elow. This pattern produces four independent sets
of maps: east and west at each elevation, with a 49° decl. overlap in
11° � δ � 60°, between ehigh and elow.

Figure 8. The completed east and west scans in equatorial coordinates for the
two elevations: ehigh ((a), (b)) and elow ((c), (d)). The colors represent the days
since the start of the survey when each scan was observed: days 0–49
(P1; 2022 June–July), days 65–135 (P2; 2022 August–October), and days
170–235 (P3; 2022 December–2023 January).
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survey (M. Wolleben et al. 2021). We did not use any
polarized on-sky sources for polarization angle calibration, but
found good agreement between the DRAGONS polarization
angles and previous datasets without the need for angle
corrections (Section 5.2).

3.2.1. Injected Noise Signal

The noise-source signal was injected into the feed with an
integrated calibration noise coupler (J. Flygare et al. 2017).
The noise source was switched on for 6 s every 3 minutes
while the telescope was scanning, synchronized with the
recorded integrations. We randomized the start time of the first
noise-source instance for each scan in order to avoid coherent
patterns of flagged data in the maps. We used the recorded
noise-source signals to correct outside-temperature-dependent
gain variations in the signal chain over the course of each
observing night. The azimuth scans as well as the calibration
raster scans (see Section 3.2.2) were initially converted into
noise-source units, as described in Section 4.2.1. For this
purpose, the reliance on the stability of the noise source was
minimal, requiring only that its output should be stable through
each night. However, for the survey-wide calibrations that
were ultimately applied, the noise source was required to be
stable over the course of the entire survey, and we found this
criterion to be adequately met (Section 4.2.2).

3.2.2. Raster Scans

At the beginning and end of each night of the survey, we
observed one or two (timing permitting) of the four strong
calibrators, Cyg A, Cas A, Tau A, and Vir A. These observa-
tions consisted of a raster scan of the source in equatorial
coordinates, scanning up and down in decl., with tracks spaced
by 0°.5 in α/cos(δsource). The raster scans covered an area
8° × 8° centered on each source. The noise source was fired
during the raster scans of the calibrators (at the turning points
in the decl. tracks), allowing for the raster scan data to also be
converted to noise-source units.
As the four calibrators are unresolved in the 1°.3–3°.6 beam of

the DRAO-15, in the raster scans, the flux density of each is
convolved across the Gaussian of the beam, resulting in a 2D
Gaussian representing the source. For each raster scan, we
used a Levenberg–Marquardt least-squares algorithm, included
in the astropy.modeling package (Astropy Collaboration
et al. 2022), to fit a 2D Gaussian plus a sloped planar
background to each frequency channel in both LL* and RR*.
Cyg A required a second Gaussian to be added to the model to
account for nearby Cyg X in order to accurately characterize
the background. An example of the resulting fit for a Cyg A
scan at 1010MHz is shown in Figure 10. We compared the
amplitude of the fitted Gaussian for each calibrator in
noise-source units to the known flux density and spectral
index of the calibrators (R. A. Perley & B. J. Butler 2017)
to determine the noise-source-to-Jy beam−1 conversion factor
(see Section 4.2.2).
In addition to the amplitudes, the outputs from the fitting

process included the HPBW of the Gaussian and its position.
The HPBW values from such a scan are shown in Figure 2,
and are used in the absolute calibration step (Section 4.8) to
convert the data into units of brightness temperature (kelvin).
The positions obtained served as a daily check of telescope

pointing (Figure 4); no significant changes in pointing were
detected in the course of the survey.

3.3. The Observed Raw Dataset

We list observational details of the survey in Table 1. The
total intensity (RR* and LL*) and cross-polarization (RL* and
LR*) data products were recorded for all ∼8000 83.33 kHz
wide channels (downsampled from the raw 41.67 kHz) for a
total data volume of ∼2 TB of azimuth scans and ∼0.5 TB of
calibration raster scans. In addition to the survey data
collected, metadata were also recorded pertaining to environ-
mental conditions (i) outside, (ii) in the control building
housing the spectrometer, and (iii) in the focus box containing
the front-end electronics.
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Figure 10. An example of a Cyg A raster scan at 1010 MHz. The colored
points are the raster scan data converted into noise-source units. The black dots
show the fitted model, which consists of a 2D sloped planar background, a
Gaussian centered at the position of Cyg A, and a second Gaussian to
approximate the effect of nearby Cyg X on the planar background.

Table 1
Parameters of the Polarization Survey

Parameter Value

Antenna dimensions 15 × 18 m
Reflector optics Shaped offset Gregorian with Mizigutch

condition
Aperture diameter 15 m
Feed dual circular polarization
Frequency coverage 350–1030 MHz
Receiver noise temperature 55–80 K
Angular resolution 3°.6–1°.3
Frequency resolution 83.3 kHz
Coverage (decl.) −20° < δ < +90° (J2000)
Coverage (R.A.) 0h < α < 24h (J2000)
Spatial sampling Full Nyquist (2807 of 2880 planned scans)
Observation dates 2022 June–2023 January
Data loss to RFIa ∼25% of frequency band
Intensity calibration absolute

Note.
a Radio-frequency interference (RFI).
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An example of a raw azimuth scan is shown in Figure 11, and
we note a few key features here. The noise-source signal appears
as regularly spaced, rectangular-shaped pulses in the azimuth
plots (panels (a) and (b)). There is an offset of∼20% between the
RR* and LL* total power (panel (a)), which is corrected once the
calibration to Jy beam−1 is applied to each of RR* and LL*

independently (Sections 3.2.2, 4.2.2). Instrumental polarization
causes an offset in both the RL* and LR* products (panel (b)),
which is corrected in the initial calibration stage (Section 4.3).
The strong source near a = 150° (panel (a)) is the Galactic
midplane, which produces instrumental leakage in the polarized
signal (panel (b)). We quantify this leakage using the calibrated
maps in Section 5.4. The increase in polarized signal between
a = 345° and a = 15° (the ends of the scan; panel (e))
corresponds to the highly polarized Fan Region, centered on
Galactic coordinates ℓ ≈ 130°, b ≈ 5° (A. S. Hill et al. 2017).

4. Data Processing

In this section, we describe the steps in processing the
survey data, from applying the calibrations described in

Section 3.2 through to the final maps. These steps are outlined
in Figure 12. We processed the raw scans, which were stored
as hdf5 files, using python for RFI flagging (Section 4.1)
and calibration into Jy beam−1 (Section 4.2), after which we
converted them to SDFITS files for the mapmaking steps. The

0 45 90 135 180 225 270 315 3600
1
2
3
4
5

Po
we

r 
(s

pe
ct

r. 
un

its
 ×

10
7 )

(a) RR*
LL*

0 45 90 135 180 225 270 315 3602
1
0
1
2

Po
we

r 
(s

pe
ct

r. 
un

its
 ×

10
6 )

(b) RL*
LR*

0 45 90 135 180 225 270 315 360
Azimuth (degrees)

0
6

12
18
24

RA
 (h

ou
rs

) (c) RA
Declination

400 500 600 700 800 900 10000
1
2
3
4
5

Po
we

r 
(s

pe
ct

r. 
un

its
 ×

10
7 )

(d) RR*
LL*

400 500 600 700 800 900 1000
Frequency (MHz)

4
2
0
2
4

Po
we

r 
(s

pe
ct

r. 
un

its
 ×

10
6 )

(e) RL*
LR*

30
0
30
60
90

De
c.

 (d
eg

re
es

)

Figure 11. An example of the raw data in a elow scan from Phase 1 of the
survey. (a) The total power, RR* and LL*, and (b) the polarized signal, RL*

and LR*, as a function of azimuth at 610 MHz in spectrometer units (binned
into a 1 MHz wide channel). (c) The R.A. and decl. coverage as a function of
azimuth for this particular elow scan. (d) The total power and (e) polarized
signal frequency spectrum in spectrometer units at a = 350°. Please note the
factor of 10 difference in displayed scale between the total (panels (a), (d)) and
polarized (panels (b), (e)) intensities. The regularly spaced, rectangular-shaped
signals in the azimuth plots are the noise-source firing (note this signal exceeds
the power scale in panel (b)). In panel (e), we show the persistent RFI mask in
blue to mitigate confusion between the frequency-dependent fluctuations and
the RFI spikes in the polarization data.
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Figure 12. Flowchart depicting the main data processing steps. Blue boxes
(rows (1) and (2)) represent the raw data in spectrometer units (Section 3.3).
Green boxes (rows (3) and (4)) correspond to the calibration steps
(Sections 4.2.1–4.2.2). Yellow (rows (5)–(7)) and orange boxes (rows 8 and
9) represent various amplitude (Sections 4.3–4.4) and angle (Section 4.5)
correction steps. Red boxes (rows (10)–(14)) show the mapmaking steps
(Section 4.6).
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latter included ground (Section 4.4) and ionosphere
(Section 4.5) correction, followed by destriping and combining
east and west maps (Section 4.7), for which we used
fortran and IDL routines developed by E. Carretti et al.
(2019) for the S-band Polarization All Sky Survey (S-PASS).
We refer to this set of mapmaking software as “the S-PASS
software.”

4.1. Radio-frequency Interference

Although the DRAO site is largely protected from RFI by
the surrounding mountains as well as government regulation,
contamination from wireless communications still affects a
significant portion of the DRAGONS frequency band. We
applied two stages of RFI excision to the 83 kHz channelized
survey data prior to feeding into the S-PASS software: (i)
identifying persistent contaminated channels (e.g., TV and
mobile phone bands) and (ii) flagging each scan for instances
of intermittent RFI. We excluded channels with persistent RFI
from use in further processing stages. If intermittent RFI
contaminated only a small fraction of the scan, we calibrated
the remaining data in the scan and included the scan in the
mapmaking. The S-PASS mapmaking software also includes a
step for removing any remaining single-pixel RFI instances, as
well as discarding scans with high rms variability, which can
be indicative of remaining, low-level RFI (Section 4.3).
We identified channels with persistent RFI from the

Gaussian fits to the calibration raster scans. For each channel
of a raster scan, we determined a χ2 value from the residuals of
the fitted model to the scan data. If the χ2 for a channel was
consistently high across all phases of the survey, the channel

was flagged as containing persistent RFI. This eliminated 25%
of the channels, and those remaining were subject to
intermittent RFI detection in the individual scans. This
persistent RFI mask is shown in gray for one example azimuth
scan in Figure 13.
In each azimuth scan, we identified intermittent RFI as

segments of data characterized by a sharp change in signal
level as a function of time or frequency in total or linearly
polarized intensity (PI). In each frequency channel in the scan,
we identified candidate RFI events by flagging integrations
with a PI signal 3 times the median PI along the scan and
grouping together contiguous instances into a candidate event.
For each candidate RFI event, we then verified that it was
indeed RFI by finding the edge of the event in the frequency
domain, scanning within 5MHz on either side of the central
frequency to find where the slope of PI versus frequency
exceeded a set threshold. This avoided the misidentification of
brightly polarized regions on the sky as RFI. Independently,
we checked for large changes in total intensity along the
frequency axis for each integration to pick up RFI instances
missed by the time-domain scanning approach. Examples of
intermittent RFI and the results of the flagging algorithm are
shown in black for the example azimuth scan in Figure 13,
demonstrating their extent in time and frequency.
From the persistent and intermittent RFI masks, we

produced a combined mask for each azimuth scan. We
ultimately binned the data into 1MHz bins for mapmaking
(Section 4.3) and the subsequent Faraday synthesis. Any
83.3 kHz channels identified as containing persistent RFI
were excluded from the binning, while channels with only

101102103104105

PI (Jy/beam)

400

500

600

700

800

900

1000
Fr

eq
ue

nc
y 

(M
Hz

)

04:25:00 04:27:00 04:29:00 04:31:00 04:33:00 04:35:00 04:37:00 04:39:00 04:41:00
Time (UTC), July 18, 2022

101
102
103
104
105

PI
 (J

y/
be

am
)

0

20

40

60

80

100

PI
 (J

y/
be

am
)

Figure 13. An example of the RFI masking for a elow scan from Phase 1 of the survey. The waterfall plot shows the linearly polarized intensity, PI, converted into
units of Jy beam−1. The persistent RFI mask is shown in gray, and the intermittent RFI mask for this scan is shown in black. The six vertical stripes of high PI are the
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intermittent RFI were included, with the contaminated
integrations masked. With 12 83.3 kHz channels contributing
to each 1MHz bin, it was possible to retain useful data from
these narrow channels even in cases where more than 50% of
integrations were masked for intermittent RFI, provided the
adjacent channels were not heavily contaminated. In some
cases, a 1MHz bin is on the edge of a wider band of persistent
RFI, resulting in only a few channels contributing to the bin. In
these cases, the 1MHz channels suffer increased noise
(Section 5.3), and a few were discarded following visual
inspection of the resulting maps (Section 6.1).

4.2. Calibrating the Scans

After the RFI mask for each scan was produced, we applied
it to the data, which we then converted first into noise-source
units and then into Jy beam−1.

4.2.1. Conversion to Noise-source Units

For all noise-source instances in all raster scans and azimuth
scans, we determined the amplitude of the noise source for
each of RR*, LL*, RL*, and LR* from the median of the 10
integrations during which the noise source was on (6 s)
compared to adjacent “off” integrations in the scan. For RL*

and LR*, the sign information was retained. These amplitudes
revealed a time-dependent gain variation over the course of
each observing night that correlated strongly with outside-
temperature fluctuations. The temperature-dependent comp-
onent was the RFoF connection between the focus and the
spectrometer.
We fitted a ninth degree polynomial21 to the noise-source

amplitudes as a function of time for each observing night
(including both raster scans and azimuth scans, for each
frequency channel and correlation product), and applied these
polynomials to all data as a conversion factor into noise-source
units. For the total intensity data products, this is simply an
amplitude correction, modifying the raw data RR*

raw and
LL*

raw as

( )/=* * *RR RR RR 3raw noise

( )/=* * *LL LL LL , 4raw noise

where RR*
noise and LL

*
noise are the fitted polynomial noise-

source values. For RL* and LR*, the phase must also be taken
into account in order to convert the raw polarization data,
RL*

raw and LR
*
raw, into noise-source units as

( ) ( )/+ = +* * * *i e iRL LR RL LR PI . 5i2
raw raw noisenoise

Here, PInoise is the “polarized intensity” of the noise
polynomial, ( ) ( )= +* *PI RL LRnoise noise

2
noise

2 , and

( )= * *tan RL , LRnoise
1

2
1

noise noise is the corresponding
phase. We chose the approach of converting the data into
noise-source units in this manner rather than deriving a
temperature-dependent gain correction because (i) the temp-
erature measurements were taken at longer time intervals of
once per 15 minutes compared to the 3 minute cadence of the
noise source, and (ii) the temperature measurements were not

recorded specifically along the RFoF connection. Following
the conversion of the data into noise-source units, we masked
the integrations that included the noise-source signal for
subsequent processing steps. The Gaussian fits to the raster
scans (Section 3.2.2) were then done in noise-source units
(Figure 10).

4.2.2. Conversion to Jy beam−1

We determined the noise-source-units-to-Jy beam−1 con-
version factor as a function of frequency by comparing the
Gaussian-fitted amplitudes of the raster scans in RR* and LL*

to the flux density of the corresponding calibrator sources in
R. A. Perley & B. J. Butler (2017).
Two of the calibrators, Cas A and Tau A, are supernova

remnants, and are known to change over time. We tested their
suitability as calibrators using the Cyg A conversion factors to
calibrate the Cas A and Tau A raster amplitudes for days when
both Cyg A and one of these were observed. Cyg A is a bright
radio galaxy, and its flux is not expected to vary in time. From
the resulting calibrated Cas A and Tau A spectra, we found that
these sources have changed substantially since the observa-
tions for R. A. Perley & B. J. Butler (2017), and we rejected
them for calibration purposes. When the fourth calibrator, the
radio galaxy Vir A, was calibrated using the conversion factors
developed for Cyg A, the resulting spectrum agreed with
R. A. Perley & B. J. Butler (2017). However, the lower flux
density of Vir A led to a noisy spectrum, and using conversion
factors developed from Vir A raster scans would have
introduced additional noise to the scans. Ultimately, we only
used Cyg A raster scans to calibrate all azimuth scans.
We produced survey-wide conversion factors by combining

the fitted amplitudes for all Cyg A raster scans to produce a
single set of RR* and LL* amplitude spectra. For the
conversion spectra to be valid for all scans, the noise source
was required to remain constant throughout the survey.
Microwave noise sources are sensitive to temperature, and
so, the noise source was maintained at a controlled temperature
above ambient (at 30°C) in a well-insulated box. We tested the
effectiveness of this in achieving the required stability by
applying the master conversion factor spectra to all Cyg A and
Vir A raster scans and finding the average ratio between the
expected spectrum for the source from R. A. Perley &
B. J. Butler (2017) and the measured source spectrum for each
scan. Figure 14 shows the average ratio as a function of
ambient temperature for each Cyg A (blue dots) and Vir A (red
dots) scan. We note that, although there is a slight correlation
of this ratio with ambient temperature, the ratio remains within
3.5% of unity across the full range of temperatures. To account
for the slight variation in the noise source across the survey,
we applied a temperature-based scale factor to each scan. We
determined the temperature scale factor from the linear fit to
the average expected-to-measured ratio as a function of
temperature values, shown as a solid black line in Figure 14.
We applied the noise-source-units-to-Jy beam−1 conversion

factors to the RR* and LL* components of all azimuth scans
such that each of RR* and LL* represent the total intensity.
After this calibration process, the median percent difference
between RR* and LL* for all scans was less than 5% across
most of the frequency band, peaking at 10% near 450MHz.
We then calculated the Stokes I total intensity values for the

21 The high order of the polynomial was selected to capture the varying rates
of outside-temperature fluctuations. This was particularly important for the
summer months of observing when the temperatures were least stable.
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azimuth scans as ( )= +* *I RR LL1

2
, following M. Wolleben

et al. (2019, 2021).22
At this stage, no further angle corrections were applied

to RL* and LR*, and it was assumed that Q = RL* and
U = LR* (similar to M. Wolleben et al. 2019, 2021). The
noise-source-units-to-Jy beam−1 conversion factor, RQU, used
for Stokes Q and U is

( )=R R R , 6QU RR LL

where RRR and RLL are the conversion factors for the RR
* and

LL* total intensity components, respectively.
Finally, we applied a correction for atmospheric attenuation

to the azimuth scans, calculated using Equation (1) of
C. J. Gibbins (1986). The attenuation factor varies with
frequency and the distance through the atmosphere, which we
determined as

( )
( )=d

6 0.55

cos
km, 7

where 6 km is the atmospheric scale height from sea level
(J. E. Allnutt 1989), 0.55 km is the elevation of the DRAO, and
θ is the zenith angle of the scan. For the low-elevation scans,
the attenuation adjustment increases the scan flux density by
0.8% at 350MHz to 1.9% at 1030 MHz. For the high-elevation
scans, the attenuation adjustment ranges from 0.4% to 0.8%.

4.3. Base-level Adjustments and Filtering

Following RFI excision and calibration into Jy beam−1, we
binned the Stokes Q, U, and I data into 1MHz frequency
channels, each spanning 12 of the 83.3 kHz wide channels. At
this stage, we also separated the scans into east and west
halves, which we then saved as SDFITS files to feed into the
S-PASS software. Henceforth, we use “scan” to refer to an
individual 180° east or west scan rather than the full 360° raw
observation scans. We applied several initial steps to the full
set of scans at each binned frequency to clean up the data prior
to inclusion in the maps:

1. We removed single-integration outliers to eliminate
remaining RFI not flagged in the initial RFI masking
(Section 4.1). These outliers were identified as data
points having an absolute intensity value (in Stokes I, Q,
or U) 3 times higher than the absolute intensity value of
either of the two adjacent points in the time series, and
were replaced by the mean of the adjacent data points.

2. We subtracted a daily median from each of Stokes I, Q,
and U at each frequency. This removed any overall
frequency- and time-dependent instrumental offset. The
calculations of the medians excluded a 5° latitude range
on either side of the Galactic midplane to avoid biasing
the median values with strong Galactic emission. For
Stokes Q, the daily median varied between ∼−200 and
∼400 Jy beam−1, and for Stokes U, the daily median
varied between ∼−50 and ∼100 Jy beam−1 across the
band, which corresponds to the Stokes I to Q and U
polarization leakage.

3. The outlier-flagging step was repeated with the scan
zero-levels adjusted by the median-subtraction.

4. We subtracted a constant, fitted base level (average) from
each scan in Stokes I, Q, and U at each frequency to
ensure a similar base level between adjacent scans and
between east and west scans at the intersection points.
For Stokes Q and U, the large sinusoidal modulation by
the parallactic angle along an east or west scan ensures
that the data along each scan should average to zero. This
is not the case for Stokes I, meaning that the zero-level is
lost as a consequence of this step, and a correction is
required after mapmaking. This step also removed the
constant component of the ground contributions in
Stokes Q and U (see Section 4.4).

5. We discarded scans with high rms fluctuations in either
Q, U, or I at each frequency. In the 350–600MHz range,
typically between 30 and 300 of each of the 2812 ehigh
and 2802 elow observed scans

23 were discarded, while in
the 600–1030MHz range most channels had less than 30
scans discarded. Channels with more than ∼300
discarded scans at the low frequencies, and more than
∼100 discarded scans at the high frequencies were
excluded from the final maps because of insufficient
spatial sampling.

4.4. Ground Correction

With the constant-elevation azimuth scan strategy used,
each azimuth in an east or west scan (for each set of ehigh and
elow scans) corresponds to a unique decl. (see Figure 7). We
begin with the assumption that the sky averages to zero in
Stokes Q and U across a large R.A. range at each decl., and
any remaining signal in a narrow decl. bin is due to ground
contamination from the corresponding azimuth. This is a
reasonable assumption, given that we expect Stokes Q and U
to fluctuate on scales much smaller than the full RA coverage.
We averaged the data in 1° wide decl. bins separately for east,
west, ehigh, and elow sets of scans to produce a ground profile in
Stokes Q and U at each frequency (examples in Figures 15 and
16). These profiles, which we subtracted from the data,
represent the azimuth-dependent component of the ground
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Figure 14. The ratio of the expected R. A. Perley & B. J. Butler (2017) flux
density to the raster scan amplitudes calibrated using the survey-wide
calibration factors averaged across the spectrum for each scan as a function of
ambient temperature. Vir A scans are plotted with red squares, and Cyg A
scans are plotted with blue circles. A linear fit to the ratio versus temperature
plot is shown as a black line.

22 The correct definition of Stokes I is I = RR* + LL*, without the factor of
1/2 (T. Robishaw & C. Heiles 2021). However, our method of calibrating RR*

and LL* intensities independently produces maps of total and polarized
intensity that agree in brightness with previous radio surveys.

23 1406 ehigh and 1401 elow full 360° scans yield 2812 ehigh and 2802 elow180°
east and west scans.
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contribution, while the constant component is already
subtracted for each scan in step 4 described in Section 4.3.
The effectiveness of the ground correction improved when we

calculated separate ground profiles for each of the three survey
phases to account for seasonal variation, and subtracted these
from the data accordingly. This is not unexpected, as ground
properties at low frequencies vary rapidly with water content
(M. P. M. Hall 1979). The ground profiles for the three phases are
shown as the red, yellow, and blue lines in Figures 15 and 16.
The dashed black line in each panel depicts the elevation profile
of the horizon around the DRAO. Particularly in Stokes Q, there

is a strong resemblance between the derived ground profiles and
the physical features of the horizon. We expect the ground
emission to be vertically polarized, therefore primarily appearing
as positive Stokes Q. Since the constant component of the ground
emission is already subtracted in Figures 15 and 16, these profiles
do not show whether ground Stokes Q is always positive. Also,
on rough mountainous terrain, the ground emission will be
polarized perpendicular to the local ground surface, and there
may be considerable Stokes U and negative Stokes Q
components. These effects are more pronounced at lower
frequencies.
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Figure 15. Examples of the seasonally calculated Stokes Q and U ground profiles for the ehigh scans at three example frequencies across the band. The profiles from
the survey phases P1, P2, P3 are shown in red, yellow, and blue, respectively. The black-dashed line in each panel shows the horizon elevation profile around the
DRAO (right-hand vertical axis). Here, Stokes Q and U are measured in the native azimuth/elevation coordinates of the telescope. 1 Jy beam−1 is approximately
equal to 0.05 K.
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Figure 16. Examples of the seasonally calculated Stokes Q and U ground profiles for the elow scans at three example frequencies across the band. See Figure 15 for
details.
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Since the east and west maps are observed in different
ranges of azimuth, the ground contributions in the two maps
are not the same. Therefore, the east and west maps are not
identical prior to ground correction, even though they contain
the same sky signal. If our ground correction technique is
effective, the difference between east and west maps after
correction will be smaller than the difference before correc-
tion. Application of this test demonstrated that the differences
were indeed reduced, but they were not reduced to zero,
indicating that some ground emission remained in the maps.
This proved to be a problem at later stages of processing (see
Section 4.6). At selected frequencies, shown in Figure 17, we
compared the distributions of the differences between the east
and west values, with and without the ground correction
applied, for each of Stokes Q and U. The east–west difference
distribution typically became 30% to 50% narrower with the
ground correction applied, indicating substantially improved
agreement between the east and west maps. However, at
frequencies below ∼500MHz, the uncertainties in the ground
calculations still produce significant residual differences
between the east and west maps. We incorporate these
differences into error estimates for the maps as described in
Section 5.3.

4.5. Ionospheric Faraday Rotation

Faraday rotation in the Earth’s ionosphere is indistinguish-
able from Faraday rotation of astronomical origin in the survey
observations alone. The nighttime ionosphere at solar mini-
mum has RM between 0.5 and 2 rad m−2, and this translates to
a rotation of polarization angle from 21° to 84° at our lowest
frequency, 350MHz. Even at solar minimum, it would have

been essential to correct our survey data for the effects of the
ionosphere; since our observations were made on the rising
slope of solar cycle 25, it was even more important to make
this correction. An ionospheric correction step is not included
in the S-PASS software, as it was written for 2.3 GHz, where
ionospheric Faraday rotation is negligible.
Ionospheric modeling is based on the technique developed

by W. C. Erickson et al. (2001), using data from GPS
receivers. The time delay between two standard GPS
frequencies, 1575.42 and 1227.60MHz, measures the total
electron content (TEC) along the LOS from the GPS satellite,
through the ionosphere, to the receiver. This technique is the
foundation of the widely used routines ionFR (C. Sotomayor-
Beltran et al. 2013), RMextract (M. Mevius 2018), and its
more recent upgrade, Spinifex.24 We used the software
package ALBUS25 whose operating principle is similar, with
two key differences. First, other ionospheric modeling routines
make use of vertical TEC calculations from the Center for
Orbit Determination in Europe, which use 240 GPS sites and
provide data files of TEC values at a 1 hr cadence. By contrast,
ALBUS calculates its own TEC values using additional
secondary GPS stations within a selected distance of the
observatory, and can do so on a cadence as fast as 30 s.
Second, most other routines operate by “placing” the electron
content at a single fixed height above Earth’s surface for
calculating the resulting RM. ALBUS instead distributes the
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Figure 17. Histograms showing the differences in Stokes Q (left) and Stokes U (right) between east and west high-elevation scans at their intersection points before
(gray lines) and after (black lines) correcting for ground emission. The distributions generally become narrower and better centered on zero after correcting for the
ground, showing the improved agreement between the east and west maps as a result of this step.

24 https://git.astron.nl/RD/spinifex
25 ALBUS (Advanced Long Baseline User Software) was originally developed
by J.M. Anderson to model ionospheric delay as it affects long baseline
interferometry. The software is available from https://github.com/twillis449/
ALBUS_ionosphere.
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electrons into multiple, concentric spherical shells, such that
the variations in magnetic field strength and electron density
along the LOS are more accurately accounted for.
Each GPS receiver sees from four to eight satellites (the

number above the horizon) at any instant, allowing ALBUS to
probe that number of sight lines through the ionosphere.
ALBUS fits to the many individual TEC values along different
sight lines, deriving a 2D map of ionospheric TEC. This is
possible on a 30 s cadence, but we use a 5 minute cadence in
all our calculations as there is very little variation over shorter
timescales.
The terrestrial magnetic field is 3D, so field intensity and

direction vary with height along any LOS. To calculate RM, it
is therefore necessary to know how the ionospheric electrons
are distributed along the LOS. For this, ALBUS uses the
parameterized ionospheric model (PIM; R. E. J. Daniell et al.
1995) with three shells (height bins) for the electron
distribution, which are equidistant in integrated electron
density.
ALBUS uses the International Geomagnetic Reference Field

(IGRF) for the geomagnetic field model (E. Thébault et al.
2015). The lines of the terrestrial magnetic field slope steeply
downwards at the location of the DRAO in Canada, yielding a
strong influence of the magnetic field on ionospheric Faraday
rotation. ALBUS calculates the ionospheric Faraday rotation by
integrating the LOS component of the IGRF magnetic field
model weighted by the GPS-derived PIM electron density
profile along the LOS path from infinity to the location of the
observer for any given telescope pointing.
We used a radius of 350 km around the DRAO 15 m

telescope to query available GPS ground station data, yielding
8–10 stations for each night of the survey. We implemented a
runner script for the ALBUS software, using the GPS data at a
5 minute cadence for every night of the survey and calculating
ionospheric RMs from the resulting TEC maps for pointings
spaced by 10° in 0° � a� 360° at each of the two survey
elevations (ehigh and elow). This resulted in a grid of

ionospheric RM values in time and azimuth for each night
of the survey; we show one example in Figure 18. We then
interpolated these values onto the tracks in time and azimuth
traced by the survey scans, thereby producing an ionospheric
RM value for each of the 0.6 s integrations and corresponding
telescope pointings. The ionospheric RM values for all survey
scans are shown in Figure 19.
For each frequency channel, we calculated an ionospheric

rotation angle (θiono) as

( )= RM , 8iono
2

iono

that could then be used to derotate the ionospheric effect from
the observed complex polarization, ˜ = +P Q iUobs . We
applied this rotation along with the parallactic angle (θpar)
correction as

˜ ˜ ( )( )=P P e , 9i
corr obs

2 par iono

to produce fully calibrated scans with polarization angles
referenced to equatorial coordinates.
As shown in Figure 19, despite being on the rising slope of

the solar cycle, a significant fraction of the survey was
observed with relatively low ionospheric RM. This is because
the ionospheric Faraday rotation drops rapidly after sunset. For
sets of scans conducted during the winter phase (P3; with more
than 15 hr of observing possible on many nights), only the
scans scheduled close to sunset and sunrise had ionospheric
RM values of up to 3 rad m−2, while the majority of scans only
suffered ∼0.5 rad m−2 of ionospheric rotation. The highest
ionospheric RMs that form spatially coherent patches in the
maps occurred during the early summer phase, P1 (compare
with Figure 8). In the low-elevation scans, these patches
coincide with the central regions of the Galaxy, where

Figure 18. Ionospheric Faraday rotation RM values as a function of azimuth
and time, calculated using ALBUS, for the ehigh scans on 2022 June 7. The
colored points show the RM values at 5 minute cadence with 10° sampling in
azimuth. The purple lines indicate the scans made on this night of the survey,
along which the RM values are interpolated to then be applied to the scan
polarization data.

Figure 19. The ionospheric Faraday rotation RM values for all east and west
scans in the survey in equatorial coordinates for the two elevations: ehigh ((a),
(b)) and elow ((c), (d)). These are the same scans as shown in Figure 8. The
ionosphere generally produced more Faraday rotation in the summer (P1 and
P2) survey phases than in the winter phase (P3).
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instrumental polarization is severe, and the data are in any case
not trustworthy (see Section 5.3).
The improvement to the maps provided by the ionospheric

Faraday rotation correction can be quantified by comparing the
polarization angles of the east and west sets of scans at their
intersection points before and after derotating by the iono-
sphere. We illustrate this in Figure 20, which shows
distributions of the differences between the east and west
polarization angles, Δτ = τE − τW for a sample set of
frequencies. For these plots, we excluded ∼20% of the data
using a minimum PI threshold, as low PI data are subject to
increased noise in polarization angle. We also masked out the
Galactic plane (all data within |b| < 5°), which is dominated
by instrumental polarization and is not expected to improve
substantially from an ionospheric rotation correction. The
resulting difference distributions generally become more
peaked at τ = 0° after applying the correction. The fraction
of the data points with less than 10° difference between east
and west polarization angles is indicated on each histogram.
When the ionospheric correction is applied, this fraction
increases by 3%–6%, with the largest improvement occurring
at the lowest frequencies (352MHz in the examples plotted),
as expected.

4.6. Basket Weaving

The survey was designed in the expectation that basket
weaving would be employed to adjust scan base levels, and the
S-PASS software package includes routines for that purpose.
However, those routines were unsuccessful when applied to
our data. We believe that this failure arose from our inability to
remove ground emission completely from the data. If there is

an error in the ground emission estimate for a west scan
characterized by ΔQground and ΔUground, that error vector is
rotated by the ionospheric RM correction, and still remains an
error. There may well be a similar error on the east scan, where
both the ground emission and ionospheric RM are different.
Such errors will vary from point to point along a scan. Basket
weaving calculates one number as a base-level correction for
each scan and cannot compensate for errors that vary along a
scan. The effect of these discrepancies is most pronounced at
the lower frequencies, below ∼500MHz. For a future data
release, we plan to improve our estimate of ground emission
by using the radiation pattern of the telescope calculated with
an electromagnetic simulator to compute the ground contrib-
ution. For the current publication and data release, we quantify
these errors and include them in uncertainty maps.

4.7. Destriping and Combining Maps

In each frequency channel, for each of Stokes Q, U, and I,
we binned the calibrated scans into 0°.5 × 0°.5 pixels on an
equatorial grid, separately for east and west scans as well as
ehigh and elow scans, producing four independent maps. For
each of ehigh and elow, the east and west maps are duplicate
maps of the same sky, and so, their differences can be used to
assess the processing and calibration steps.
We adapted the D. T. Emerson & R. Graeve (1988) filtering

algorithm to reduce any remaining scanning artifacts in each of
the four maps. This algorithm was developed to work with two
independent maps produced from sets of orthogonal straight-
line scans. The 2D Fourier transform of each map has strong
power in a line orthogonal to the scan direction, passing
through the center of the transform (at low spatial frequencies).
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Figure 20. Histograms showing the differences in polarization angle, τ, between east and west high-elevation scans (left) and low-elevation scans (right) at their
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the dataset that has less than 10° difference between east and west, also highlighted by the blue-shaded region on each histogram.
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Filtering out power along the two orthogonal lines through the
center removes the scanning artifacts. In the case of this
survey, the east and west scans in equatorial coordinates are (i)
not exactly orthogonal and (ii) deviate from straight lines over
a significant decl. range (see Figure 8). Thus, we implemented
a modification to the D. T. Emerson & R. Graeve (1988)
algorithm, applying cone-shaped (instead of linear) filters in
the Fourier transforms of the east and west maps. The edges of
the cones account for the range of slopes encompassed by the
curvature of the scan patterns, and we tapered these edges
using a Hanning window. For each of the ehigh and elow sets of
maps, we combined east and west using weights derived from
this filter. Finally, to produce a single map for each frequency
and Stokes parameter, the ehigh and elow maps were combined
using a linear weighting function applied in the overlapping
decl. range.

4.8. Maps Converted to Brightness Temperature

The conversion to brightness temperature (kelvin) was
achieved by assuming a Gaussian main beam and calculating
the main beam solid angle, Ω, as a function of frequency, from
the measured beamwidths (Figure 2), θHPBW, as

( )
( )=

4 ln 2
. 10HPBW

2

From the Rayleigh–Jeans law, this gives a conversion factor
from I in Jy beam−1 to brightness temperature, T, in kelvin, as

( ) ( )=T
k

I
2 ln 2

, 11
2

HPBW
2

where k is the Boltzmann constant, and λ is the observing
wavelength. This conversion factor varies from ∼15 to
∼19 Jy beam−1 K−1, as shown in the bottom panel of
Figure 6. The variation is due to the fluctuations in aperture
efficiency across the band (Figure 6, top panel) and variations
in beam efficiency (Figure 6, middle panel). The frequency-
dependent conversion was applied to the maps produced in the
final step of mapmaking. We publish the resulting Stokes Q, U,
and I frequency data cubes along with the Faraday depth cubes
that we derive from them (Section 6). Examples of the spectra
are shown in Figure 21 for three LOSs, in which complex
Faraday rotation effects are already evident in the Stokes Q
and U fluctuations. Examples of Stokes I, Q, U, PI, and
polarization angle maps at a single frequency (610MHz) are
shown in Figures 22–26.

5. Data Quality Assessment

We compare our total intensity and polarization data
products to existing datasets, and present an analysis of the
errors in our data and their expected effects.

5.1. Total Intensity Assessment

To assess the accuracy of our Stokes I maps, we compared
our data with the PyGDSM sky model (D. C. Price 2016;
H. Zheng et al. 2017) across all frequencies. An example of a
T–T plot, in the form of a 2D histogram, is shown in the top
panel of Figure 27 for 408MHz, where PyGDSM is dominated
by the C. G. T. Haslam et al. (1982) map. There is a strong
correlation between DRAGONS and the PyGDSM map

(Pearson correlation of 0.97 with a DRAGONS versus
PyGDSM slope of 0.98). This correlation is consistent across
all frequencies as shown in the bottom panel of Figure 27, and
the slopes also remain close to unity. We have corrected the
missing zero-level in the Stokes I maps by subtracting the
y-intercepts (which are negative) of the T–T plots. This
correction is already applied in the top panel of Figure 27. The
apparent excess of Stokes I in DRAGONS above ∼60 K
compared to PyGDSM is the result of a slight mismatch in the
spatial profile of the Galactic disk between DRAGONS and
PyGDSM. A spatial cut across the Galactic disk peaks more
sharply toward the midplane in PyGDSM than in DRAGONS,
with the shoulders of this profile having higher intensity in
DRAGONS than in PyGDSM, resulting in a bias toward higher
Stokes I values in DRAGONS.

5.2. Polarization Comparison with Dwingeloo

This paper describes a survey of polarized radio emission
over a large fraction of the sky; thus, it is instructive to
compare our survey with the previous best knowledge of the
polarized radio sky in this frequency range. W. N. Brouw &
T. A. T. Spoelstra (1976) published maps of the polarized
emission at 408, 465, 610, 820, and 1411MHz. The data were
obtained with the Dwingeloo 25 m Telescope in the 1960s, and
carefully calibrated in amplitude and corrected for instru-
mental polarization, for spurious polarized emission generated
by radiation from the ground, and for Faraday rotation in the
ionosphere. We refer to this dataset as the “Dwingeloo data.”
The Dwingeloo dataset was a good representation of the
polarized sky in its frequency range, but its spatial sampling
was very far from complete, and its frequency sampling was
very sparse. Our work presents a survey that is fully Nyquist
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Figure 21. Frequency spectra for three sample lines of sight. The error bars
shown on the Stokes Q and U values are from the error maps described in
Section 5.3. The values shown here are from the data cubes convolved to a
common resolution of 3°.6 for Faraday synthesis.
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sampled on the sky, is fully sampled in frequency from 350 to
1030MHz (to the extent permitted by RFI at the DRAO at the
time the observations were made), and covers a much larger
area of the sky. This makes mapping a range of scales of ISM
structures in this frequency range now possible, in both the
spatial and Faraday depth domains.

A comparison of the DRAGONS and Dwingeloo survey
parameters is shown in Table 2, and a comparison between the
two datasets is shown in Figure 28. To produce the comparison
plots, we calculated the mean values of DRAGONS Stokes Q
and U within the DRAGONS beam at the location of each
Dwingeloo pointing. We then calculated PI and polarization
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Figure 22. Stokes I map at 610.5 MHz in Galactic coordinates with a Mollweide projection. The four brightest radio sources are masked, as they produce artifacts in
the polarization mapmaking.
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Figure 23. Stokes Q map at 610.5 MHz in Galactic coordinates.
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angle from these mean Q and U values. The polarization
angles are “unwrapped” by constraining the differences
between the DRAGONS and Dwingeloo angles to be less
than 90° and adjusting the angles by 180° accordingly. We
fitted a linear equation to each scatter plot, using data points
for which DRAGONS PI is above 3 times the noise level, and
calculated the Pearson correlation coefficient, R. There is

overall good correlation between DRAGONS and Dwingeloo
both in Stokes Q and U, as well as in PI (R values of 0.6–0.9).
The polarization angle agreement is even stronger (R mostly
above 0.9). The poorer correlations at 408 and 465MHz
compared to 610 and 820MHz are likely in part caused by the
uncertainties in the DRAGONS maps, which also tend to be
higher at the lower frequencies (see Section 5.3).
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Figure 24. Stokes U map at 610.5 MHz in Galactic coordinates.
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Figure 25. Polarized intensity map at 610.5 MHz in Galactic coordinates.
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The PI in DRAGONS is consistently lower than in
Dwingeloo, and the discrepancy is more pronounced at the
lower frequencies. This is likely caused by more beam
depolarization present in DRAGONS due to its beam having
approximately twice the area of the Dwingeloo beam. Since
the amount of beam depolarization depends not only on
the size of the beam but also on the angular scale of the
fluctuations in Stokes Q and U, it is not possible to determine
the expected difference in beam depolarization between the
two surveys without comparing to a higher-resolution dataset.
Once the full-sky Galactic foreground polarization data from
CHIME are calibrated, the CHIME Stokes Q and U maps, at

20 resolution, can provide the necessary small-scale
information for this calculation.

5.3. Error Analysis

We account for two types of errors present in the maps.
The first is a position-dependent, systematic error character-
ized by the residual differences between the east and west
maps prior to filtering and combining, and the second is noise
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Figure 26. Polarization angle map at 610.5 MHz in Galactic coordinates.
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Figure 27. DRAGONS total intensity (Stokes I) compared to the PyGDSM
sky model. Top panel: T–T plot at 408 MHz, with the DRAGONS zero-offset
corrected using PyGDSM. Bottom panel: the slopes, y-intercepts, and Pearson
correlation coefficients from the DRAGONS-PyGDSM comparison across
the band. The slopes and Pearson R values are consistently close to one,
indicating good agreement with PyGDSM across the band. The y-intercepts
provide the zero-offset corrections (already applied to the T–T plot in the top
panel).

Table 2
Resolution and Polarization Sensitivity Comparison with Dwingeloo Surveys

Frequency
Angular
Resolution

Angular
Resolution

Noise rms
Error

Noise Mean
Error

DRAGONS Dwingeloo DRAGONS Dwingeloo
(MHz) (deg) (deg) (mK) (mK)

408 3.0 2.3 160 340
465 2.7 2.0 180 330
610 2.0 1.5 100 160
820 1.5 1.0 80 110
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characterized by random spatial variability in the combined
maps. Both types of error are frequency dependent, while the
systematic error also has a structured, spatial dependence.
Particularly at frequencies below ∼500MHz, residual errors

following the ground and ionosphere correction steps (see
Section 4.6) lead to the east and west maps differing over some
regions of the sky. At each frequency, we use the differences
between the east and west maps as a proxy for the resulting
position-dependent, systematic error in Stokes Q and U,
calculated as

( ) ( )= +Q Q U U
1

2
, 12QU E W E Wsys

where QE (UE) is the Stokes Q (U) east map, and QW (UW) is
the Stokes Q (U) west map. Examples of the resulting error

maps are shown in Figure 29, compared to the PI maps.
Instrumental polarization leakage leads to enhanced errors
along the brightest part of the Galactic disk (R.A. = 18–22 hr).
This is present across the full band, generally making the area
within approximately two beamwidths of the Galactic plane
toward the inner Galaxy unreliable. Enhanced errors resulting
from the residual systematics (inadequately corrected ground
and ionosphere effects) occur mostly at low frequencies. In
particular, the errors are enhanced in patches of the sky that
were observed under significantly different ionospheric
conditions between east and west maps.
To quantify the random spatial variability (noise) in the

maps, we calculated the standard deviation in Stokes Q and U
in a region of low PI in the longitude range 180° � ℓ� 240°.
These values range from 0.5 to 0.05 K across 350–1030MHz.
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Figure 28. Comparisons between DRAGONS and Dwingeloo polarization data for the four frequencies common to both surveys (rows (a)–(d)). The first two
columns show Stokes Q and U comparisons, the third column shows PI, and the fourth column shows polarization angles. Slopes, intercepts, and correlation
coefficients are shown for all four quantities. For Stokes Q and U, we exclude data points with PI below 3 times the noise level from the linear fit calculations to
avoid biasing the fits with low signal values. The generally lower polarized intensities for DRAGONS compared to Dwingeloo can be attributed to the lower angular
resolution of DRAGONS resulting in more beam depolarization.
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We combine the two types of errors described here in
quadrature, and use the resulting error cubes (with both
spatial and spectral dependence) as inputs to Faraday synthesis
(Section 6) for determining position-dependent channel
weighting.
In the Faraday depth cubes, residual contamination from

inadequately removed ground contribution will appear as a
feature in the spectra at a Faraday depth of 0 rad m−2. This is
because, even though the Stokes Q and U values of the ground
emission change with frequency, we do not expect the
effective “polarization angle” of the ground to change with
frequency and mimic Faraday rotation. The effect of the
remaining contamination is likely negligible in regions of the
sky having low error in polarization compared to PI (see
Figure 29). Therefore, it is only in the regions with high
polarization error that Faraday depth features near 0 rad m−2

should be interpreted with caution.

5.4. Polarization Leakage

For circular feeds, imperfections in the correlated outputs,
RL* and LR*, can lead to on-axis leakage of Stokes I into Q
and U. This leakage is almost completely removed by the daily
median-subtraction (step 2 in Section 4.3). We examine the
final Stokes I, Q, and U maps to quantify the amount of
residual leakage. The Orion A H II region (ℓ = 209°,
b = −19°), at ∼1° in angular size, is unresolved at most
DRAGONS frequencies and produces the expected cloverleaf
pattern characterizing the DRAO-15 beam pattern in Stokes Q
and U (Figures 23 and 24). At its center, we measure less than
1% fractional polarization across most of the band, increasing
to 2% at the higher frequencies where the source may be
partially resolved. This allows us to identify an upper limit
of 1%–2% on-axis polarization leakage across the DRA-
GONS band.

The Galactic midplane stands out prominently as a band of
instrumental polarization in the Stokes Q, U, PI, and
polarization angle maps (Figures 23–26) at Galactic longitudes
ℓ < 90°. The midplane should be depolarized in the
DRAGONS data due to polarization structures in the Galactic
disk on scales much smaller than the beam. Although the
fractional polarization in the midplane does not differ
significantly from the surroundings in our maps, there is a
significant increase in PI within two beamwidths on either side
of the Galactic midplane for ℓ < 90°. Therefore, ±7° in
latitude from the midplane at 350MHz, and ±2° at 1030MHz
should be excluded from analysis. For interpreting Faraday
synthesis results, we recommend masking ±7° since the beam
is convolved to the common resolution of the beam at
350MHz, and all frequencies are included in calculating the
spectra.

6. Faraday Depth Cubes

The primary data product from the DRAGONS survey is a
diffuse-emission Faraday depth cube, which can be studied
spectrally along individual LOSs, or in 2D maps, either as
Faraday depth slices or as moments of the Faraday spectra
(J. M. Dickey et al. 2019). The strength of the DRAGONS
survey is that the frequency range allows for high resolution in
Faraday depth with simultaneous sensitivity to broad Faraday
depth structures. The Faraday depth resolution, δf, is inversely
proportional to the λ2 coverage (M. A. Brentjens & A. G. de
Bruyn 2005), and is 6 rad m−2 for DRAGONS. The widest
detectable (not completely depolarized) feature in Faraday
depth space, max scale, is inversely proportional to the smallest
λ2 in the survey. For DRAGONS, this is 38 rad m−2 based on
M. A. Brentjens & A. G. de Bruyn (2005).26 Diffuse emission
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Figure 29. Polarized intensity ((a)–(c)) and systematic error in Stokes Q and U ((d)–(f)) for three sample frequency channels. The spatially dependent, systematic
error, QUsys , is calculated as the average of the errors in Q and U, which are in turn calculated as δQ = |QE − QW| and δU = |UE − UW|. These error estimates reflect
both spatial and spectral variation in the reliability of the polarization maps based on the differences between the independent east and west maps that are ultimately
combined. We combine these systematic errors in quadrature with the measured random spatial variability to provide uncertainty maps for Faraday synthesis. The
gray regions correspond to the four brightest radio sources, which were masked out in the mapmaking process.

26 A more conservative estimate of this quantity is presented in L. Rudnick &
W. D. Cotton (2023).
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Faraday synthesis has the potential to detect the widest range
of scales of Faraday depth structures when >max scale .
DRAGONS is the only GMIMS component survey to date to
achieve this criterion by a significant margin, resulting in
DRAGONS having unprecedented sensitivity to diffuse
emission Faraday complexity. The published data parameters
are summarized in Table 3, and the available data products are
listed in Table 4.

6.1. Faraday Synthesis

For applying Faraday synthesis, we convolved the 1 MHz
binned frequency cubes of Stokes Q, U, and I, with persistent
RFI channels flagged, to a common angular resolution of
3°.6 (the survey resolution at 350 MHz). In addition to the
flagged RFI channels, we also conducted a visual inspection
to mask out either entire maps or portions of maps in
channels heavily contaminated by other artifacts. We then fed
the remaining set of 393 full maps and 11 partial maps (out of
a total of 680) into the CIRADA RMTools package

(C. R. Purcell et al. 2020)27 for Faraday synthesis and RM
CLEAN calculations.
For Faraday synthesis, we used inverse variance weighting of

the channels to account for the higher noise and systematic errors
at lower frequencies. This was based on the error maps described
in Section 5.3. We incorporated Stokes I data (corrected for the
zero-offset as described in Section 5.1) as a fitted model along
each LOS to account for the spectral index variation across the
680MHz wide band. The effect of dividing by the Stokes Imodel
(and thus using fractional polarization as the input to Faraday
synthesis) was to reduce the uncertainties at the lower frequencies
and thus partially offset the downweighting of the low-frequency
channels introduced by the inverse variance weighting. Examples
of the resulting rotation measure spread function (RMSF) are
shown in Figure 30. The investigation of alternative weighting
schemes will be the subject of future studies.
We used the method introduced by N. Raycheva et al. (2025)

to determine a position-dependent threshold for RM CLEAN. For
each pixel in the map, the noise was calculated from the Faraday
depth channels covering −1500 to −500 radm−2 and 500 to
1500 radm−2. This range was selected because it contains only
noise in the spectra, and is free of real Faraday depth features and
their side lobes. The resulting noise estimate ranges from 0.5 to
200mKRMSF−1 across the map, with a median value of
11mKRMSF−1. We used a 5σ CLEAN threshold, and the
cleaned spectra were restored with a Gaussian beam fitted to each
RMSF. Examples of dirty and cleaned spectra are shown in
Figure 31. The narrow Faraday depth resolution of ∼6 radm−2

allows multiple peaks to be resolved along many LOSs with high
signal-to-noise ratio.

6.2. Faraday Moment Maps

Following previous GMIMS work, such as J. M. Dickey
et al. (2019) and N. Raycheva et al. (2025), we produce
Faraday depth moment maps in order to collapse the 3D data
cubes into 2D maps for ease of visualization and for studying
the large-scale plane-of-sky structures in the Faraday rotation.
The zeroth moment (M0; Figure 32) is the total PI integrated
over a selected Faraday depth range, the first moment (M1;
Figure 33) is the polarized-intensity-weighted average of the
Faraday depths, and the square root of the second moment
(m2; Figure 34)28 represents the width of the distribution of
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Figure 31), along with the FWHM values of the fitted Gaussian clean beams.

Table 3
Characteristics of Published Survey Data

Parameter Value

Frequency range, I, Q, and U 350–1030 MHz
Channel width 1.0 MHz
Noise, Q and U images (single
channel)

500–60 mK

Available data formats Galactic coordinates, FITS, and
HEALPix

Coverage of Faraday cube ±200 rad m−2

Channel width in Faraday cube 0.5 rad m−2

Largest detectable Faraday depth 450 rad m−2

Resolution in Faraday depth 6 rad m−2

Largest measurable Faraday depth
structure

38 rad m−2

Sensitivity in Faraday depth cube 11 mK RMSF−1

Table 4
Data Available on CADC

Type Angular Resolution Data File

Frequency cube (3D) Native channel
resolution

Stokes Q

Stokes U
Stokes I
Stokes Q, U errors
Mask for bad data
Mask for bright sources

Faraday synthesis
cube (3D)

3°.6 (beam at
350 MHz)

dirty PI

CLEANed PI
RMSF

Faraday synthesis
map (2D)

3°.6 (beam at
350 MHz)

Rayleigh PI noise

Zeroth moment, M0
First moment, M1
Square root of second
moment, m2

Number of Faraday
depth peaks

27 https://github.com/CIRADA-Tools/RM-Tools
28 We use “m2” (units of rad m−2) to refer to the square root of the second
moment, M2.
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Faraday depths. The equations defining these metrics are given
in J. M. Dickey et al. (2019). For the maps presented in
Figures 32–34, we calculated the moments on the cleaned
Faraday depth cube out to ±100 rad m−2, using a threshold of
6σ (derived from the dirty Faraday depth cubes) as the
minimum PI to include in the calculations. This is the first
diffuse emission polarization survey that has the sensitivity to
compute Faraday moments almost everywhere, with only a
small blank patch (near ℓ = 30°, b = −15°) where the PI is too
low to give a clear detection in the Faraday spectrum.
The overall, large-scale patterns seen in the M0 and M1

maps are similar to their counterparts in GMIMS-HBN
(M. Wolleben et al. 2021), indicating that the same large-
scale magnetic field structures dominate the depths probed by
the two surveys covering different frequency ranges. However,
the degree of Faraday complexity indicated by the m2 map
(discussed further in Section 7.1) warrants exploration of the
spatial structure in the Faraday depth slices. Although the
M1 structures are similar, the magnitudes of the Faraday
depths are generally smaller, as expected for the larger beam of
DRAGONS compared to GMIMS-HBN. This is more likely a
consequence of beam depolarization than bandwidth depolar-
ization, as a Faraday depth of 50 rad m−2 (the maximum seen
in DRAGONS) produces only 12° of polarization angle
rotation across 1MHz at the 350MHz end of the DRAGONS
band.

7. Results

We present a small set of preliminary results and analyses
based on the DRAGONS frequency and Faraday depth cubes,

highlighting the strengths of the survey and potential for
exciting new polarization science.

7.1. Faraday Complexity

Approximately 55% of the sky covered by DRAGONS
reveals Faraday complexity in the form of multiple distinct
Faraday depth peaks, or blended, broadened features. The
second moment map (m2; Figure 34) illustrates this, with m2
values larger than the RMSF width (∼6 rad m−2) indicating
Faraday complexity.
We study the effect further by counting the number of

distinct restored Faraday depth peaks above 8σ along each
LOS and mapping the number of peaks, as shown in Figure 35.
We note that the Fan Region, (ℓ ≈ 130°, b ≈ 5°) is one of the
few large-scale Faraday simple regions (having a single
Faraday depth peak) in the northern Galactic hemisphere,
while in the southern hemisphere there is a larger area of
Faraday simple LOSs. The North Polar Spur (NPS; X. H. Sun
et al. 2015a), near ℓ ≈ 20°, b > 25°, and the North Celestial
Pole Loop (NCPL; H. Meyerdierks et al. 1991; A. Marchal &
P. G. Martin 2023), near ℓ ≈ 30°, 120° < b < 150°, are two of
the regions exhibiting the most Faraday complexity in the
DRAGONS data, likely indicating multiple emission and
rotation regions along the LOSs. The second and third panels
of Figure 31 show sample Faraday depth spectra from the NPS
and NCPL, respectively. The spread of the features in Faraday
depth space being comparable to the widest detectable Faraday
depth scale of = 38max scale rad m−2 is also consistent with
partially depolarized extended features in Faraday depth
resulting from mixed emission and rotation. Modeling these
LOSs using methods like “QU-fitting” (D. Farnsworth et al.
2011; S. P. O’Sullivan et al. 2012; S. Ideguchi et al. 2014;
X. H. Sun et al. 2015b) will be enlightening in revealing the
ISM geometry that produces the complex structures.
The only other diffuse emission dataset to date having a

comparable degree of Faraday complexity is LoTSS-DR2
(A. Erceg et al. 2022, 2024). While LoTSS-DR2 has
better Faraday depth resolution than DRAGONS, with
δf = 1 rad m−2, its max scale is also limited to 1 rad m

−2.
The complementarity of these two datasets in terms of the
Faraday depth regimes they are sensitive to makes them well
suited to Faraday tomography studies probing the 3D nature of
ISM magnetic fields.

7.2. Comparison with GMIMS-LBS

DRAGONS and its southern-hemisphere counterpart,
GMIMS-LBS, overlap in frequency between 350 and
480MHz, and in decl. coverage from δ = −20° to δ = 20°,
corresponding to 34% of the sky in solid angle coverage.
This makes the surveys ideally suited for comparison and
GMIMS data-product validation. Given the 64 m diameter of
the Murriyang telescope (used for all southern-hemisphere
GMIMS surveys), DRAGONS has approximately 4 times
the beamwidth of GMIMS-LBS. Thus, prior to comparing, we
convolve the GMIMS-LBS maps to the DRAGONS beam. We
show a point-by-point comparison on a HEALPix grid with
nside=64 for Stokes Q and U at 408MHz in Figure 36,
masking out a region ±10° around the Galactic plane, where
both datasets suffer from instrumental polarization leakage.
Both Stokes Q and U are strongly correlated between the two
surveys with Pearson correlation coefficients of 0.63, and have
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Figure 31. Sample Faraday depth spectra, corresponding to the frequency
spectra shown in Figure 21. The dirty (cleaned) spectra are shown in gray
(black), the CLEAN threshold is shown by the green dotted–dashed line, the
minimum PI threshold for the moment calculations is the pink-dashed line, and
the CLEAN components are in blue.
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ratios close to unity, indicating successful calibration of both
surveys.
The strong agreement between GMIMS-LBS and DRAGONS

allows for the maps to be combined into a single, full-sky image
across the overlapping frequency range. We show examples of

such a combined map in Figure 37, where we have averaged the
maps in the overlapping decl. range. This highlights the potential
of the full GMIMS initiative in allowing for polarization and
Faraday depth mapping of large-scale patterns simultaneously
covering both northern and southern Galactic hemispheres.
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Figure 32.Map of zeroth moments (M0) of the cleaned Faraday depth spectra in Galactic coordinates with a Mollweide projection. The four brightest radio sources
are masked, as the regions within two beamwidths of these are contaminated by artifacts. We do not mask the Galactic plane in the maps displayed here, but for
Galactic longitudes ℓ � 90°, the region within a ±7° latitude range from the midplane is also unreliable. The small patches of missing data near ℓ = 30°, b = −15°
are masked for insufficient signal to noise.
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Figure 33. Map of first moments (M1) of the cleaned Faraday depth spectra. Projection and masking as in Figure 32.
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Examples of existing and forthcoming studies that take advantage
of this are (i) a follow-up to the analysis of the asymmetry
between the northern and southern Galactic latitudes explored in
J. M. Dickey et al. (2022) using GMIMS-HBN and STAPS
(C. van Bergen et al. 2026, in preparation) and (ii) an analysis of
the large-scale magnetic field reversal using STAPS and the

higher frequencies (>500MHz) of DRAGONS (R. A. Booth
et al. 2026). Other future work will be able to benefit from the
high Faraday depth resolution provided by GMIMS-LBS and the
lower frequencies of DRAGONS to investigate Faraday com-
plexity in the more nearby Galactic volume by using only the
lower end of the DRAGONS band (<500MHz).
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Figure 34. Map of the square root of the second moments of the cleaned Faraday depth spectra (m2). Projection and masking as in Figure 32.
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Figure 35. Number of Faraday depth peaks in the cleaned cube above a polarized intensity threshold of 8σ. 55% of the sky has more than one Faraday depth peak.
Note that yellow indicates five Faraday depth peaks or more. Masking as in Figure 32.
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7.3. Perseus–Taurus Bubble

Faraday depth maps and studies can help identify unique
Galactic structures (e.g., N. Mohammed et al. 2024). One
Galactic structure clearly revealed in DRAGONS Faraday

depth maps is the Per-Tau bubble, situated between the
Perseus, Taurus, and California molecular clouds. Previously,
Y. Shimajiri et al. (2019) identified an HI bubble in this region
(see their Figure 10). Subsequently, Y. Doi et al. (2021)
determined the 3D shape of this bubble, and S. Bialy et al.
(2021) presented 3D dust maps of this feature, naming it Per-
Tau and suggesting it formed through multiple supernova
events. This formation mechanism can make the bubble
distinctly identifiable in Faraday depth maps.
M. Tahani et al. (2022a) further reconstructed the 3D

magnetic field vector of the Perseus molecular cloud, revealing
that another structure beyond the Per-Tau bubble must have
interacted with the Perseus cloud and shaped its field lines.
They called this feature Per2, a finding subsequently confirmed
by the kinematic studies of M. Kounkel et al. (2022). Faraday
depth maps can be used not only to study the magnetic field
morphology of the Per-Tau bubble and its surrounding
environment but also to help identify the Per2 structure, its
shape, and the extent of its impact (M. Tahani et al. 2026, in
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Figure 36. The 408 MHz GMIMS-LBS polarization data compared to the
DRAGONS data in the same channel. The top shows Stokes Q, and the bottom
shows Stokes U. The Pearson correlation coefficient for both is 0.63.
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Figure 37. DRAGONS and LBS 408 MHz merged maps. Top: Stokes Q.
Bottom: Stokes U.
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Figure 38. The Per-Tau bubble in DRAGONS M0 (top), PI at Faraday depth
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masked (gray) region is Tau A, with the same masking as in Figures 32–35.
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preparation). The bubble stands out as a depolarized region in
the DRAGONS M0 map (top panel of Figure 38), and its
outline, along with features within the bubble, appears across
multiple Faraday depth values (examples shown in the bottom
two panels of Figure 38).

8. Conclusions and Future Work

We have used the DRAO-15 telescope to produce the
DRAGONS polarization survey, which comprises the single-
antenna, low-frequency, northern-hemisphere component of
GMIMS. This survey included a science commissioning phase
for the DRAO-15, since this was the first science initiative
with this instrument. The DRAGONS survey is spatially
Nyquist sampled, covering a decl. range of −20°–90°, and a
frequency range of 350–1030MHz. The 83 kHz sampling
allowed for effective RFI excision prior to binning into 1MHz
channelization for the final data cubes. We used the GPS-based
ALBUS software to correct for ionospheric Faraday rotation
effects in the Stokes Q and U data, which can be significant at
the lower frequencies of DRAGONS, particularly near solar
maximum. The observing strategy of 360° azimuth scans over
the course of 7 months allowed for adequate baseline
correction and ground subtraction, while the residual differ-
ences between the resulting duplicated maps of the sky (east
and west) provided a position-dependent estimate of the errors
in the maps.
The published data products (available in both plate-carrée

and HEALPix FITS files in Galactic coordinates) are Stokes I,
Q, and U frequency cubes, and the error cube for Q and U, the
derived complex Faraday depth cubes, and the Faraday depth
moment maps (Table 4). The frequency cubes have a
resolution between 3°.6 at 350MHz and 1°.3 at 1030MHz.
For the Faraday depth data products, all frequency channels
were convolved to 3°.6 resolution prior to applying Faraday
synthesis. A position-dependent RM CLEAN threshold
allowed for Faraday depth spectra with a wide range of PIs
to be accurately recovered.
The DRAGONS cubes provide an immense improvement

over the Dwingeloo data (W. N. Brouw & T. A. T. Spoelstra
1976), the best previously available polarization data in this
frequency range, in terms of both spatial and spectral sampling
and coverage. This allows for detailed studies of Faraday
complexity and large-scale patterns in Faraday rotation across
the entire northern sky. We observe Faraday complexity in the
form of multiple Faraday depth peaks and broadened structures
in over half of the observed region. While the Faraday depth
first moment, M1, map reveals many similarities with the M1
maps of other GMIMS component surveys, the structures
along the Faraday depth axis will undoubtedly provide critical
information for probing the LOS component of the GMF.
While the current data release is already of high quality and

ready for use in Faraday rotation analyses and magnetized ISM
studies, future work on the processing pipeline will provide
further refinements. This will include (i) improved ground
emission estimation using the simulated radiation patterns of
the antenna convolved with the physical ground profile at the
DRAO site, (ii) an implementation of basket weaving to fully
correct the base levels of the scans that go into the mapmaking,
and (iii) a correction to the Stokes I base levels that is
independent of previous datasets (Haslam 408MHz and
PyGDSM).

There are already several projects completed or in progress
that make use of the DRAGONS dataset, including modeling
of the large-scale GMF reversal (R. A. Booth et al. 2026), a
comparison of Faraday depth spectra and moments maps
between DRAGONS and LoTSS DR2, and efforts to produce
20′ angular resolution polarization maps by combining
DRAGONS with CHIME data in 400–800MHz. In combina-
tion with other GMIMS datasets, DRAGONS provides an
exciting opportunity to investigate the effects of depolarization
and the polarization horizon by studying Faraday depth spectra
produced using different frequency subbands. DRAGONS will
also be useful for total intensity, Stokes I studies. In the
frequency range covered by DRAGONS, the PyGDSM total
intensity model is constrained by only the C. G. T. Haslam
et al. (1982) 408MHz data and the Dwingeloo 820MHz data
(E. M. Berkhuijsen 1971). The near-complete frequency
sampling of DRAGONS may allow for more detailed spectral
index mapping in total intensity. The DRAGONS polarization
data cube in conjunction with this could also be used to
separate out the synchrotron component.
The DRAGONS survey is part of the next generation of

wideband spectropolarimetric radio surveys, critical for
disentangling the 3D magnetic field geometry of the ISM.
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